
Software Defined Radio for Medical
Applications
Master’s thesis in Master Biomedical Engineering

LAURA GUERRERO

Department of Electrical Engineering
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2019





Master’s thesis 2019:EENX30

Software Defined Radio for Medical Applications

LAURA GUERRERO

Department Electrical Engineering
Division of Signal Processing and Biomedical Engineering

Biomedical Electromagnetics
Chalmers University of Technology

Gothenburg, Sweden 2019



Software Defined Radio for Medical Applications

Laura Guerrero

© LAURA GUERRERO, 2019.

Supervisor: Xuezhi Zeng, Signals and systems
Examiner: Andreas Fhagel, Signal and systems

Master’s Thesis 2019:EENX30
Department of Electrical Engineering
Division of Signal Processing and Biomedical Engineering
Biomedical electromagnetics group
Chalmers University of Technology
SE-412 96 Gothenburg
Telephone +46 31 772 1000

Cover: USRP2901 Software Defined Radio Device

Gothenburg, Sweden 2019

iv



Software Defined Radio for Medical Applications
Laura Guerrero
Department of Electrical Engineering
Chalmers University of Technology

Abstract
A portable, cheap and accurate system is necessary for pre-hospital diagnosis, and
recently software defined radio technology (SDR), has attracted the interest of re-
searchers for these same reasons. The objective of this master thesis is to evaluate
the feasibility of using SDR technologies for Medical applications. In this project,
the parameters that affect the measurement quality were studied. Furthermore, cal-
ibration strategies for random phase offset between the transmitter and the receiver
were successfully developed and evaluated. Then the measurement repeatability
and accuracy of the system were evaluated, the results show that the calibration
system made the measurements repeatable, making the system practical for medical
monitoring. On the other hand, in order to achieve higher accuracy, the calibration
methods need to be further developed. Additionally, the possibility of using the
SDR for other medical application was explored, the results show that it can be
effectively used in non-contact vital sign monitoring.

Keywords: SDR,medical applications, vital sign detection,measurement repeatabil-
ity, measurement accuracy,medical diagnosis.
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1
Introduction

In this section, Ultra Wide Band (UWB) microwave imaging is introduced including
a background and current imaging methods.

1.1 Background
Traditional imaging systems used for diagnostic, like Magnetic Resonance Imaging
(MRI) and X-ray Computed Tomography (CT), are powerful but normally only
available in hospitals. Conditions affecting circulation and pressure in the brain,
like stroke, are life threatening, and in these cases the sooner treatment is applied,
to restore the circulation and pressure, the greater the likelihood of recovery. This
is the reason why a pre-hospital diagnostic system is necessary.

The rapid development of microwave integrated circuit technology has allowed
the size and cost of microwave electronics to be dramatically reduced, so microwave-
based devices are particularly suitable for pre-hospital diagnostic systems [1].

Microwave for biomedical imaging has been broadly studied in the past years
for stroke, trauma and breast cancer detection [1–4]. Microwave diagnostics relies
on the existence of dielectric contrast between healthy tissues and lesions. Often we
consider only permittivity and conductivity and ignore permeability, as biological
tissue is in general non-magnetic.

Several studies have found that the permittivity of cancerous breast tissue is
higher than normal breast tissue and also higher than non-malignant breast tumors
[5, 6]. Other studies have analyzed the dielectric properties of the brain and found
a difference in permittivity and conductivity between white and gray matter [7].
Moreover, it has been found that the dielectric properties of brain tissue declines
with age [8, 9].

Normally the tissues studied are healthy tissues but diseases and injuries might
lead to changes in dielectric properties [1]. An example of such change is the co-
agulation of blood while bleeding. Another example is the case during an ischemic
stroke where the dielectric properties will change due to loss of circulation [10].

1.2 Microwave Imaging Approaches
In microwave imaging techniques, an electromagnetic wave is used to illuminate the
object that is being tested. Scattering will happen because of natural dielectric
variations of the tissue. Two approaches can be taken: Tomographic methods and
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1. Introduction

radar-based techniques [3]. In tomographic imaging methods the measured scatter-
ing data is used to quantitatively reconstruct spatial representation of the dielectric
profile of the tissue.

A nonlinear Reconstruction algorithm, such as the conjugate gradient algorithm
is used [4, 11]. The algorithm’s objective is to minimize a penalty function of the
difference between the measured signal and a simulated signal, obtained by using the
finite-difference time domain method or finite element method [12]. This minimiza-
tion is accomplished by iteractively updating the dielectric parameters in the model.
Since these algorithms can be computationally demanding, reconstruction times can
become unfeasible. For 2-D imaging the reconstruction times are reasonable but for
3-D reconstruction reconstruction times can be several hours in supercomputers.

In radar-based imaging method, an UWB signal illuminates the object from
different directions. Unlike Tomography, where the objective is to get a quantita-
tive reconstruct of a spatial representation of the dielectric profile of the scattering
targets; the objective of radar imaging is to use the amplitude and echo time to
detect and position strong scatterers, such as tumors by using simple delay-and sum
algorithms [13].

This reconstruction strategy is similar to a global positioning receiver, where
the position is determined by triangulating using propagation times from different
directions [1].

1.3 Current Imaging System Setups
The measurements of UWB data for microwave imaging, can be carried out in the
frequency domain or the time domain. Microwave imaging system are normally con-
structed using lab intruments. Many experimental systems for biomedical imaging
use frequency domain measurement systems, and usually they are based on Vector
Network Analyzers (VNA) [4,11,12,14]. The VNA is a powerful measurement plat-
form that provides a high accurate measurement solution in experimental uses. The
VNA uses the stepped frequency modulations technique to perform measurements in
wide frequency bands, in each frequency step, a sinusoidal signal will illuminate the
object, the scattered signals are received by the VNA and the scattering parameters
will be calculated.

There are also experimental setups working in time domain consisting of a pulse
generator and an real-time or sampling oscilloscope [15–18].The pulse generator
is used to illuminate the object and the oscilloscope measures the time domain
response.

1.4 Motivation and Project aim
Among all the microwave systems that have been investigated for medical imag-
ing, most of them are based on lab-instrument, which are bulky and expensive. A
portable, cheap and accurate system is crucial for promoting the development of
microwave technology, especially for pre-hospital applications.
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1. Introduction

Most recently, a new type of system that has been mainly employed for radio
communications has attracted interest from researchers in this field [19, 20]. This
system is based on software defined radio technology (SDR) and the whole system is
built on a single circuit board which consists of a radio frequency integrated circuit
(RFIC) transceiver and a digital signal processing (DSP) unit.

The aim of this master thesis project is to investigate a compact and cheap
SDR board for medical applications. The main objectives include:

• Configure the board for required measurement.
• Investigate parameters that affect the measurement quality.
• Develop and evaluate calibration strategies for random phase offset between

the transmitter and the receiver.
• Investigate measurement repeatability and accuracy for medical diagnosis.
• Study the possibility of using the SDR for other medical applications.

1.5 Thesis Outline
The main content of the thesis is summarized here: Chapter 1 gives an overall
introduction to the topic and the project motivation and aim. Chapter 2, gives
an overview of microwave imaging for medical applications. Chapter 3, introduces
conventional UWB measurement technologies. In Chapter 4, the parameters that
affect the measurement quality are studied, calibration strategies are developed and
evaluated, and the repeatability of the system is evaluated. In Chapter 5, the
accuracy of the measurements is evaluated. In Chapter 6, the possibility of using
the SDR for other medical applications is explored.

3
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2
Microwave Measurement for

Medical Diagnostics

In this chapter an introduction to microwave measurements for medical diagnosis is
presented. Additionally, two conventional technologies for utra wide band (UWB)
measurements are introduced: time domain and frequency domain technologies. The
architecture of each system are presented and the measurement strategies described
in detail.

2.1 Microwave Measurement for Medical Diag-
nostics

A common antenna configuration scenario is shown in Figure 2.1. The antennas
are placed around the object that is going to be tested and each antenna transmits
a waveform that will help illuminate the object. The scattered waveform will be
received by antennas and subsequently measured.

Figure 2.1: Measurement configuration for medical diagnostics.

The choice of frequency band is generally a trade-off between penetration depth
and imaging resolution. A higher frequency can result in a better resolution, but
experience greater attenuation when penetrating to human tissue, which are very
lossy. In order to achieve a good resolution and a sufficient penetration depth, a
wide frequency spectrum is needed. This is the reason why there is interest in using
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2. Microwave Measurement for Medical Diagnostics

UWB technology in medical applications. Specifically, a system may be classified
as an UWB system when its operating frequency range is wider than 500 MHz
or 20 fractional bandwidth [21]. With this technique the higher frequencies are
used to increase the resolution in the reconstructed image, allowing to resolve finer
structures, and the lower frequencies will allow the imaging of larger structures
and high contrast objects [3]. In microwave tomography, the lower frequencies are
necessary as the initial guess for proceeding iteration, since scattered data is non-
linearly related to the scattering target and the higher the frequency, the higher is
the non-linearity [4].

2.2 Measurement Technology
The UWBmicrowave measurements systems for medical diagnostics are usually built
from instruments found in laboratories. The measurements can be divided in two
strategies: time domain measurements, using a pulse generator and an oscilloscope
[15] and frequency domain measurements using a VNA.

2.2.1 Time Domain Measurements
Time domain measurements system consist of a pulse generator (a step source) and a
real-time or sampling oscilloscope to measure the scattered signal, Figure 2.2 shows
an example of a time domain measurement system used for experiments with breast
phantom imaging.

Figure 2.2: Time domain measurement system.

2.2.1.1 Pulse Generator

The pulse generator is fundamental in a time domain UWB imaging system. Pulse
generators provide a number of pulse shapes, the pulse shapes can be classified into
the following categories: rectangular, gaussian impulse, gaussian monocycle pulse
(first derivative of the gaussian impulse signal [21]), and step [16]. The spectral
energy will be defined by the pulse shape.
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2. Microwave Measurement for Medical Diagnostics

The classical pulse generation techniques are discrete RF transistor, avalanche
transistor, step-recovery diode (SRD) and tunnel diode [17]. Nonlinear transmission
lines (NLTLs) and analog/digital monolithic microwave integrated Circuits (MMIC)
can be used to build ultra-fast risetime and high amplitude pulse generators [22].
According to time-frequency relation, the bandwidth required for microwave medical
imaging corresponds to a pulse with duration less than hundred picoseconds (ps) [17].

To generate picosecond pulses, SRD and NLTLs are frequently used [23, 24].
SRD is used in many pulse generator designs for UWB applications, since it presents
a simple, compact and low-cost solution [18,25].

2.2.1.2 Real Time/Sampling Oscilloscope

Modern digital oscilloscopes can be divided in two categories depending on how they
operate: real-time oscilloscopes and sampling (or equivalent time) oscilloscopes [26].

A real-time sampling oscilloscope captures an entire waveform on each trigger
event, for this reason a large number of data points must be captured in one con-
tinuous record. Generally this type of system uses interleaving of multiple analog-
to-digital converters (ADCs) in parallel, in order to increase the converters effective
sample rate [27]. Normally real-time oscilloscopes have high input impedance and
are devised to measure voltages inside electrical circuits operating in real time. The
bandwidth of the oscilloscopes is limited to 500 MHz [26].

In the equivalent time sampling oscilloscope, the effective sample rate of the
ADC can be extended beyond the nominal sampling rate of the ADC [17]. Instead of
dealing with the whole signal in real time, the equivalent time sampling oscilloscope
collects samples of the instantaneous voltage of the input signal on successive samples
and will construct the samples to form a picture of the waveform [28]. There are
two types of equivalent sampling: sequential sampling and random sampling.

A detailed description of random sampling can be found in [29]. In sequential
sampling oscilloscopes, the stroboscopic technique is used. The stroboscopic tech-
nique is the one used to slow down the motion (or frequency) of events which are
too fast to observe by conventional means [29]. In other words a slow replica of the
signal will be assembled from individual measurements of many repetitions of the
signal (as shown in Figure 2.3).
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2. Microwave Measurement for Medical Diagnostics

Figure 2.3: Sequential sampling oscilloscope.

In the first measurements cycle the signal is measured at the starting point
T = T0. Then a sequential delay (∆t) is added at each cycle. In the second
measurement cycle, the amplitude is measured at time T = T0 + ∆t, the third
measurement cycle is measured at time T = T0 +2∆t. This process will be repeated
until the entire pulse length is sampled.

Sampling oscilloscopes have a higher accuracy than real time oscilloscopes, since
they have a higher effective sampling than the real time oscilloscope, meaning that
they have smaller aliasing errors. However, the measurement time is determined by
the sample rate and the number of sample points, and sampling oscilloscopes recon-
struct the waveform from many repetitive measurements. Consequently, sampling
oscilloscopes have higher measurement accuracy at the expense of measurement
speed [17].

2.2.2 Frequency Domain Measurements
The frequency domain measurements can be divided in two strategies: frequency
modulated continuous wave (FMCW) [30], and stepped frequency continuous wave
(SFCW) [19].

2.2.2.1 Frequency Modulated Continuous Wave (FMCW)

In a FMCW radar a chirp signal is used, a chirp signal is a signal in which the
frequency increases or decreases with time (frequency ramp). The chirp signal is
generated with a constant amplitude sinusoidal signal whose frequency is linearly
swept in a band over a specific time, the signal generated can be expressed with the
Equation 2.1 [31]

s(t) = cos
(

2π(f0t+ f1 − f0

2T t2)
)
, (2.1)

Where f0 is the starting frequency, f1 is the final frequency and T is the time
it takes to sweep from f0 to f1.

In a traditional FMCW radar, the chirp is transmitted, it propagates at the
speed of light and will hit the target after a propagation delay, the signal then

8



2. Microwave Measurement for Medical Diagnostics

bounces back and is received by the receiving antenna after another time delay. It
is then mixed with the instantaneous chirp signal, and down-converted, the down-
converted signal will have a single tone fd which is the beat frequency resulting from
the time delay between the transmitted and returned signals.

Figure 2.4: Frequency modulated continuous wave radar.

The range of a target can be determined from Equation 2.2:

R = vfd

2m, (2.2)

where m is the rate of the frequency sweeping.
The drawback of this technique is that it is difficult to achieve an accurate and

constant frequency’s sweeping rate over a wide band given the non-linearity of the
synthesizer, specially when a voltage-controlled oscillator (VCO) is used instead [32].

2.2.2.2 Stepped Frequency Continuous Wave (SFCW)

SFCW radars transmit successive trains of sinusoidal signals at different frequencies,
as shown in Figure 2.5. The transmitted frequencies are separated by a constant
frequency step f and the total bandwidth B is N*f where N is the number of steps.
PRI is the transmission duration of each sinusoidal signal and the total time to
complete the frequency sweep is N PRI [34]. The received signal at each frequency is
then down-converted to a intermediate-frequency (IF) signal, which is then further
converted into the base-band in-phase (I) and in quadrature (Q) signals, which
contain the amplitude and phase information of the targets. Then the I/Q signals
are converted into digital signals with an analog-to-digital converter (ADC). The
acquired digital data over a wideband is then transformed into a "synthetic pulse"
in time domain by using the Inverse Discrete Fourier Transform (IDFT), this pulse
depicts the target and can be processed to reveal the target’s features [32].

9



2. Microwave Measurement for Medical Diagnostics

Figure 2.5: Frequency vs time.

This is the measurement strategy employed in VNAs. With VNA measurement,
the object response at each frequency is expressed as scattering parameters, which
are the ratio of received wave to transmitted wave.

10



3
Software Defined RF System

As mentioned in Section 2, most of the microwave based medical diagnostic systems
are constructed with bulky and expensive laboratory instruments. This is useful for
experimental use, however, for pre-hospital diagnosis a small, cheap and accurate
system is necessary. For this reason, SDR technology, mainly employed for radio
communications, has attracted attention in this field. This chapter gives a intro-
duction of the explored SDR board, USRP2901. The block diagram and functions
are described in detail.

3.1 Advantages of SDR Systems
The traditional hardware based radio devices can become limiting for cross function-
ality and encounter the problem that they can only be modified through physical
intervention. This can result in an increased production cost and reduced flexibility
in support of multiple waveform standards [33]. The advantage of using SDR is
that it presents an efficient and inexpensive solution to all the problems of the tra-
ditional hardware based radios. In the SDR the physical layer processing is carried
out through adaptable software operating on programmable processing technologies,
this includes the field programmable gate arrays (FPGA), digital signal processor
(DSP), general purpose processors (GPP), programmable system in chip (SoC). This
allows new features to be added to existing radio systems without requiring adding
new hardware.

3.2 USRP 2901
The National Instruments universal software radio peripheral (USRP) devices are
wideband SDRs which can be used for different RF applications. As shown in Figure
3.1, this board mainly includes a wide band RF transceiver and a FPGA, which are
respectively an analog measurement platform and a digital processing unit. The
investigated board has a frequency range of 70 MHz to 6 GHz, gain range of 76 dB,
and maximum instantaneous real-time bandwidth is of 56 MHz. The transmitter
has a maximum output power of 20 dBm and the receiver has a maximum input
power of -15 dBm.

11



3. Software Defined RF System

Figure 3.1: Block diagram of USRP [34].

3.2.1 Block Diagram
The block diagram of the board is presented in Figure 3.2. The board is composed
of two channels and each channel has two ports, one of the ports can act as either
receiver or transmitter and is labeled Tx/Rx1 and the other port labeled Rx2 is a
receiving only port.

3.2.1.1 Receiver and Transmitter Path

The transmit path starts with the host computer, it synthesizes base-band IQ signals
and transmits the signals to the device over a USB 3.0 or USB 2.0 connection.

Then the digital up-converter (DUC) mixes, filters, and interpolates the I and
Q signals to 61.44 MS/s. The Spartan 6 FPGA provides digital up-conversion
functionality in the board, which includes fine-frequency tuning and several filters
for decimation.

Next the digital-to-analog converter (DAC) converts the data from the I and
Q channels. The AD9631 transceiver includes two fully programmable 128-tap FIR
filter with interpolation options. The FIR output is sent to a series of interpolation
filters that provide additional filtering and data rate interpolation prior to reaching
the DAC.

The baseband I and Q signals can be represented with equations 3.1 and 3.2 [35]

I = A cos(θ) (3.1)

Q = A sin(θ) (3.2)

The mixer up-converts the signals to an RF frequency. The PLL controls the
VCO to make sure that the device clock and LO can be frequency-locked to a
reference signal.

After mixing, the signal becomes [32,36]:

x = A cos(wt+ θ) = I cos(wt) +Q sin(wt), (3.3)
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3. Software Defined RF System

where w = 2πf and w, θ and A are the RF frequency, phase and amplitude of the
transmitted signal.

The received signal can be expressed with Equation 3.4

r = B cos(w(t− τ) + θ), (3.4)

where B is the amplitude of the received signal and τ the elapsed time between
transmission and reception.

The receiver chain begins with a low-noise and drive amplifier to amplify the
incoming signal from the port. Next the signal is down-converted by the mixer to
the baseband or IF in-phase (I) and quadrature (Q) components. Following this,
the I and Q data is digitized by a 12 bit analog-to-digital converter (ADC). Then
the FPGA digital down-converter (DDC) mixes, filters, and decimates the signal to
a user-specified rate. After decimation, the data is streamed to a host computer
over a USB 3.0 or USB 2.0 connection.

Figure 3.2: Block diagram of the USRP 2901 [37].

13



3. Software Defined RF System

3.2.1.2 Internal RF Switch

As it can be seen in Figure 3.2, the RF switches are located after each port. They
have two different positions allowing for transmit and receive operations to occur on
the same shared port. Having the RF switch presents the advantage of increasing
the number of receivers available. It has the disadvantage that the transmitting and
receiving port are connected, meaning that there will be greater leakage between
ports.

3.2.1.3 RFPLL Synthesizers

The function of the synthesizer is to generate a range of frequencies from a single
reference frequency, a carrier frequency to move up the base band signal to a desired
RF signal. The transceiver contains two independent RFPLL synthesizers. The PLL
synthesizers are of a fractional-N architecture with completely integrated VCO and
loop filters.
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4
Fundamental Test with the SDR

In this chapter, several fundamental test were performed in order to gain more
understanding of the system. Particularly, the measurement repeatability was in-
vestigated.

4.1 Power and Gain
As mentioned in Section 3, the receiver has a maximum input power of -15 dBm, it
is important that the received power does not go over this limit, to avoid damaging
the device during tests. In addition, the good knowledge of power level at different
frequencies is the prerequisite for achieving the best measurement quality.

The setup used, for investigating the power, is shown in Figure 4.1. The trans-
mitter/receiver in channel zero (Tx/Rx1) is connected to the transmitter/receiver
in channel one (also labeled Tx/Rx1), and a 10 dB RF attenuator is used to protect
the receiver from a too high input power.

Figure 4.1: Basic measurements setting.

Figure 4.2 displays the magnitude of the received signals at each frequency in
the range 500 MHz-6 GHz. It can be seen that the power of the received signal
decreases with the frequency, and in this particular image the power drops from
-34dB to -50dB in the frequency range 500 MHz-3 GHz, having a -15 dB drop. This
is an expected behavior in the device, given the received signal gain changes shown
in the specifications of the AD9361 [38].

To improve the measurement quality of weak signals, the gain in the amplifiers
must be increased accordingly. However, this may result in the saturation of stronger
signals. This is the reason why, a detailed description of the saturation point of the
received signals is needed. It was decided that the gain variations would be done on
the receiver’s amplifier, to avoid damaging the device on the test by exceeding the
maximum input power in the receiver.
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Figure 4.2: Magnitude of signal received from 10dB RF attenuator.

A simple evaluation is done to compare the point of saturation of each frequency
band, the test was done with 8 different frequencies (500 MHz, 1 GHz, 1.5 GHz, 2
GHz, 2.5 GHz, 3 GHz, 3.5 GHz and 4 GHz), the received power level for different
gain settings were shown in Figure 4.3.

Figure 4.3: Comparison of the gain behavior depending on the frequency.

It can be seen that the saturation occurs at the later position (a higher gain)
for a higher frequency, which can be expected from the data shown in Figure 4.2.
Figure 4.4 shows an example of a saturated signal. In this example, the gain in the
receiver was set to 50 dB and the gain in the transmitter was set to 0 dB.

Figure 4.4: Power of received signal when using 50 dB gain.

It is important to point out the noise floor also increases with the gain, as
shown in Figure 4.5. However, the increase of the noise floor with the gain is less
than that of the power, which consequently resulting in a high signal to noise ratio
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(SNR). This conclusion however is only valid when the system operates in the linear
region.

Figure 4.5: Noise level depending on the gain.

4.2 IQ Rate and Noise Level
UWB measurements performed in frequency domain systems require doing a fre-
quency sweeping of a large number of discrete frequency points, which can end up
being time consuming. Since there is an increased demand on measurement speed,
it is important to study the parameters that will have an effect on the measurement
speed. The IQ rate will define how fast samples are taken, so it is important to
measure the response from the received signal when this parameter is changed.

In the test, a CW signal at 915 MHz was studied. Both the transmitter and
receiver gain were set to 0 dB. Figure 4.6 show the magnitude of the signal and
the magnitude of the floor noise level for different IQ settings.The magnitude of the
signal will stay stable before reaching an IQ rate higher than 50MHz,where there is
a small magnitude drop from -35dB to -38dB. On the contrary, the magnitude of the
noise floor will increase with the IQ rate. Therefore, the SNR of the signal decreases
as the IQ rate increases. When the IQ rate increases, the duration of acquisition
for the measurement will decrease in time. This means that the frequency bin will
increase in width, so the noise displayed increases. An example of the difference the
IQ rate generates on the signals is shown in Figure 4.7. The Figure displays the IQ
data and power spectrum of two different signals with IQ rate 3.5MHz and IQ rate
60MHz. It can be observed that the noise level on the signal will change according
to Figure 4.6.
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(a) Magnitude of received signal.

(b) Noise level of received signal.

Figure 4.6: Magnitude of signal and noise level depending on IQ rate.

(a) IQ data (3.5MHz). (b) Power spectrum (3.5MHz).

(c) IQ data (60MHz). (d) Power spectrum (60MHz).

Figure 4.7: IQ rate and power spectrum.
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4.3 Measurement Repeatability
The repeatibility is how much the results of successive measurements will agree, if
the same test is done in the same measurement setup. The generation of repeatable
experiments is essential in the microwave diagnosis and microwave imaging field. An
example is when monitoring is implemented, the repeatability is important, since it
is crucial to differentiate between the differences occurring due to object changes,
and differences occurring due to the measurement setup.

A fundamental test was performed to investigate the measurement repeatability,
and the measurement setup is the same as in Figure 4.1. In the test, a CW signal at
915 MHz was studied. Both the transmitter and receiver gain were set to 0 dB. The
I/Q rate in both transmitter and receiver is set to 500kHz. The measurement was
done 100 times with the same setup, and the magnitude and phase of the received
signal for these 100 measurements were given in Figure 4.8

(a) Magnitude

(b) Phase

Figure 4.8: Received magnitude and phase in a 100 repetitions

It can be seen that both the magnitude and phase varies from run to run. While
the magnitude changes in a small range, the phase variation is large and completely
random. This is due to the internal architecture of the device, as shown in Section
3. In the device, the transmitter and receiver have different PLLs and the phase of
the generated clocks are therefore not aligned, resulting a random phase offset from
run to run. Therefore, an effective strategy to calibrate the random phase offset is
needed.
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4.4 Calibration Strategies
To address this repeatibility problem, three calibration strategies are proposed and
evaluated in this section. In each calibration strategy, two attenuators (10dB and
6dB) were used, one of them acting as the object and the other acting as the reference
line. Since the goal of the calibration is to make the measurement repeatable,
the experiment will be repeated many times with the same setup to evaluate the
performance of each calibration strategy.

4.4.1 Strategy 1
In this strategy, the idea is to measure the object and the reference with the same
physical transmitter and the same physical receiver. In section 3, it was explained
that there is one physical receiver in each channel and the internal RF switch can
be used to switch between port Tx/Rx1 (that can act as both transmitting and
receiving port), and port Rx2 (that is a receiving only port).

The strategy is shown in Figure 4.9. The transmitter in channel 0 is connected
to a 3 db power divider, and each of the output ports of the power divider is
connected to an attenuator which is further connected to a port in channel 1. With
this strategy, the receiver will first be connected to the port Tx/Rx1, measuring
signal attenuated by the 10 dB attenuator, then the receiver will switch to the Rx2
port, receiving signal coming from the 6 dB RF attenuator.

Figure 4.9: Measuremets setup used in strategy 1.

In each test, a frequency sweep was done in the range 500 MHz - 6 GHz,using
steps of 110 MHz (50 frequency points). The transmitter sent 16384 sample points,
and the two receiving ports (connected to object and reference line), collected 8192
samples each. Both TxGain and RxGain are set 0 dB and the IQ rate is 500 kHz
for the transmitter and the receiver.

The test was repeated 20 times, Figure 4.10 shows the magnitude and phase
of the relative measurement, which is the ratio of the object data (10 dB) to the
reference data (6 dB). No averaging was applied to the measurement data. Figure
4.11 displays the same 20 tests with the data averaged over 5000 samples.

It is shown that both the magnitudes and phases of the relative measurement
are stable from run to run, indicating a good repeatability. It can also be seen that
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the measurement uncertainty is bigger in the non-averaged case than in the averaged
case, and the measurement uncertainty increases in higher frequencies. This can be
explained by the power drop experienced in the received signals (Figure 4.2) in
higher frequencies, since the signals become much smaller compared to the size of
the noise.

The mean value and the standard deviation of the magnitude of the received
signals in each frequency is show in Figure 4.12. It can be seen that the SNR of the
signal increased 20 dB when averaging was done on the signals. Likewise the mean
value and variance of the phases are shown in Figure 4.13. The standard deviation
of the phase of the not averaged data can get values as high as 15 degrees in higher
frequencies. On the other hand the standard deviation of the averaged data is under
0.2 deg for all frequency points.

The deviation is much smaller in the averaged samples than the non-averaged
samples; furthermore, the size of the random noise is bigger in higher frequencies
compared to the magnitude of the signal. The averaging of the measurements helped
reduce its effect on the data. Since the averaging of the samples improved the mea-
surement uncertainty at all frequencies, the conclusion reached is that this strategy
is limited by the size of the random error.

Although this strategy succeeded in stabilizing the magnitude and phase in
each frequency point, there are some disadvantages. As the receiver needs to be
sequentially switched to two receiving ports during the measurement, the received
data includes a transition part which needs to be excluded before the data processing.
Furthermore, the received sample points need to be splitted between each receiving
session.
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(a) Magnitude of 20 measurements (no averaging).

(b) Phase of 20 measurements (no averaging).

Figure 4.10: Magnitude and phases obtained with strategy 1 (not averaged data).

(a) Magnitude of 20 measurements (averaged over 5000 samples).

(b) Phase of 20 measurements (averaged over 5000 samples).

Figure 4.11: Magnitude and phases obtained with strategy 1 averaged over 5000
samples.
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(a) Mean value of magnitude of 20 measurements.

(b) Standard deviation of magnitude of 20 measurements.

Figure 4.12: Mean and standard deviation of magnitude in strategy 1 of averaged
and not averaged data.

(a) Mean value of the phase of 20 measurements.

(b) Standard deviation of the phase of 20 measurements.

Figure 4.13: Mean and standard deviation of phase in strategy 1 of averaged and
not averaged data.
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4.4.2 Strategy 2
To attempt to overcome the problems found in strategy 1, another strategy is im-
plemented. In this strategy, the object signal and the reference signal use different
receivers in different channels, this allows to receive in parallel. The strategy works
on the assumption that both receivers are identical. Additionally, since the receivers
will be located farther apart, then there should be a smaller amount of leakage be-
tween them.

The architecture of the RF transceiver in the board does not permit to send a
signal from one channel and receive in two different channels. Therefore, the two
transmitting channels will be activated, even if only one transmitter is sending data.
The unused transmitting port will not send any data and the port will be terminated
with a 50 Ω coaxial matched load. This is done to ensure that the transmitter will
not interfere with the other signals.

The strategy is shown in Figure 4.14, the transmitter/receiver in channel 0 is
connected to a 3 dB power divider, and each of the output ports of the power divider
is connected to an attenuator, which is further connected to the receiving only port
in each channel. Again, a frequency sweep was done in the range 500 MHz - 6 GHz,
using the same settings as in Strategy 1.

Figure 4.14: Measurement setup used in strategy 2.

The measurements were only repeated 5 times for this strategy, since the re-
peatability of the measurements was not good. Figure 4.15 shows the magnitude
and phase of the relative measurement when no averaging was applied to the mea-
surement data. Likewise Figure 4.16 shows the magnitude and phase of the relative
measurement, with data averaged over 1200 samples.

It can be seen that the repeatability of the measurements is not as good as in
Strategy 1, since only 5 measurements were done and the value of the magnitude
and phase of the relative measurements are stable, but fluctuating in a big margin.

The uncertainty increases with the frequency, just like in Strategy 1. This is
reduced by the averaging. It can be seen that the averaging did not help reduce the
uncertainty in frequency points under 3 GHz. This happens because this strategy
is limited by deterministic noise, therefore, the averaging does not help reduce it.
When tested, the receivers did not behave in the same way. This deterministic noise
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could be explained by differences in the hardware in both receivers. This difference
in hardware will increase the number of error sources, because the end results will
have the added error of the difference between the receivers.
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(a) Magnitude of 5 measurements (no averaging).

(b) Phase of 5 measurements (no averaging).

Figure 4.15: Magnitude and phases obtained with strategy 2 (not averaged data).

(a) Magnitude of 5 measurements (averaged over 1200 samples).

(b) Phase of 5 measurements (averaged over 1200 samples).

Figure 4.16: Magnitude and phases obtained with strategy 2 averaged over 1200
samples.
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4.4.3 Strategy 3
Considering the architecture of the board, another strategy similar to strategy 2 was
implemented. In this strategy each RF attenuator will be connected to a different
channel, this can be seen in Figure 4.17.The setup of the cables change but the
program running is the same as in strategy 2. Instead of sending no data in the
second channel, The same signal is sent in both transmitters. A frequency sweep
with the same settings as the other strategies is done.

Figure 4.17: Measurement setup used in strategy 3

The measurements were only repeated also 5 times for this strategy, since the
results were not as promising as Strategy 1. Figure 4.18shows the magnitude and
phase of the relative measurement when no averaging was applied to the measure-
ment data. The magnitude and the phase are better than strategy 2, but still the
results are not as good as the results in strategy 1. Figure 4.19 shows the magnitude
and phase of the relative measurement, with data averaged over 1200 samples. The
averaging helped with the uncertainty increase with the frequency, like in the other
strategies, but did not decrease the uncertainty in lower frequencies. The conclusion
is that this strategy is limited by deterministic noise and comes from hardware dif-
ferences. This strategy uses two different transmitters and two different receivers, so
there should be more error sources than in strategy 2. Yet, the repeatability of the
measurements is better in this strategy than in strategy 2 for an unknown reason
to the author.
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(a) Magnitude of 5 measurements (no averaging).

(b) Phase of 5 measurements (no averaging).

Figure 4.18: Magnitude and phases obtained with strategy 3 (not averaged data).

(a) Magnitude of 5 measurements (averaged over 1200 samples).

(b) Magnitude of 5 measurements (averaged over 1200 samples).

Figure 4.19: Magnitude and phases obtained with strategy 3 averaged over 1200
samples.
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Real Measurements

In this chapter, real measurement will be performed in order to evaluate the mea-
surement accuracy.

5.1 Initial accuracy test
The accuracy is how much the values of the measurements are close to the true val-
ues. The accuracy of the measurements is important for the image reconstruction
in microwave tomography systems, because it is the prerequisite for the successful
reconstruction of the internal composition of the object. Figure 5.1 and 5.2 are sim-
ple measurement setups to resemble a measurement example for microwave imaging.
A power splitter was used to split the power to two RF paths. One is the refer-
ence measurement path and other is the object measurement path. In Figure 5.1,
the 6 dB attenuator is the measurement object of interest and In Figure 5.2, the
measurement object is the 10 dB attenuator.

Figure 5.1: Measurement setup using the 6 dB attenuator as object of interest

Figure 5.2: Measurement setup using the 10 dB attenuator as object of interest
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Figure 5.3 the difference between the transmission coefficient obtained from the
SDR measurement and the one measured with a VNA.

(a) Magnitude of difference between the transmission coefficients

(b) Phase of difference between the transmission coefficients

Figure 5.3: Magnitude and phase of difference between the transmission coefficients
using 6 dB and 10 dB attenuators as objects

It can be seen that the difference, between the magnitude obtained with the
SDR measurement, and the magnitude obtained with the VNA is less than 1 dB
difference for frequencies under 3 GHz. On the contrary, the phase estimated with
the SDR is different from the phase estimated with the VNA.

To further investigate this phase error source, some calibration strategies can
be implemented. The first setup that will be used is displayed in Figure 5.4. The
transmission coefficients obtained with only cables will be used as calibration coef-
ficients. Additionally, measurements using 6 dB attenuator as object and 10dB as
object will also be used as calibration coefficients.

Figure 5.4: Measurement setup using no object (cables)

The calibration coefficients will be subtracted from the measurements obtained
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while using the 6 dB attenuator as object, the results of this operation are showed in
Figure 5.5. It can be seen that the results using the calibration coefficients obtained
with the cables, have a really oscillatory behaviour. The results using the calibration
coefficients obtained with the attenuators are very similar to the measurements of
the VNA.

Figure 5.6 displays the results of subtracting the calibration coefficients from
measurements done with the 10 db attenuator as object. Similar results can be seen
in these measurements. The calibration done with the 6 db and 10 db measurements
give a better result that the calibration done with only cables.
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(a) Magnitude of measurement using 6 dB as object

(b) Phase of measurement using 6 dB as object

Figure 5.5: Measurement using 6 dB as object with three different calibration
coefficients

(a) Magnitude of measurement using 10 dB as object

(b) Phase of measurement using 10 dB as object

Figure 5.6: Measurement using 10 dB as object with three different calibration
coefficients
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5.2 Antenna measurements
We investigated the measurement accuracy of a real microwave imaging antenna
system, as shown in Figure 5.7. This imaging tank is composed of 20 monopole
antennas that evenly distributed in a circle of radius 20 cm.

(a) Side view of imaging tank (b) Antenna array inside imaging tank

Figure 5.7: Picture of imaging tank used for measurements

The transmission coefficient between different antennas pairs were estimated
from SDR measurement and compared with the VNA data. Figure 5.8 shows the
magnitude results obtained with an adjacent antenna pair. Figure 5.10 show the
magnitude results obtained with the most distant antenna pair. It can be seen
that the magnitude response from the adjacent antenna pair is similar to the object
magnitude response obtained with the VNA. Particularly in frequencies under 3GHz.
However, the phase is different (as seen in Figure 5.9). This is the same behaviour
seen in the measurements using attenuators as objects. In the most distant antenna
pair the quality of the estimation decrease. There is also a phase difference between
the estimation and the VNA data (Figure 5.11).

Figure 5.8: Adjacent antenna pair response obtained with SDR and VNA
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Figure 5.9: Phase of adjacent antenna pair response obtained with SDR and VNA

Figure 5.10: Most distant antenna pair response obtained with SDR and VNA

Figure 5.11: Phase of most distant antenna pair response obtained with SDR and
VNA
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5.3 Discussion
After studying the possible reasons for these results, it was found that the reflection
coefficient is very high in the ports of the SDR board. Furthermore, the reflection
coefficient changes when the port is in active state and when it is in inactive state
as seen in Figure 5.12.

The decrease in magnitude in the received signals (Section 4.1) can also be
explained by the increase of the reflection coefficient in higher frequencies. This
means there will always be a decrease in quality of the results in higher frequencies.

This makes the calibration more difficult, because this means that a great part
of the signal will be reflected back and leaked between the ports. The current power
splitter, presents a 20dB isolation, which is not enough to attenuate the effect of
the signals. This explains the difference between the phase estimated with SDR
measurements and the phase obtained from VNA data, as seen in Figure 5.3.

It can be seen in Figure 5.5 that the calibration of the phase difference is more
accurate if the object used for the calibration coefficients is similar to the object
being measured. The same can be said for the results shown in Figure 5.6. The
calibration coefficients obtained using the setup shown in Figure 5.4, display an
oscillatory behaviour. This happens because the leaked signal is stronger.

In Figure 5.8 and Figure 5.10, it can be seen that the magnitude of the received
signals decrease the farther away the antennas are. This makes the results more
vulnerable to noise in the most distant pair.

One way to resolve this issue would be to take into account the effect that the
leakage is creating into the calculations from the calibration, and another one would
be to have more isolation in the connecting devices.
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(a) Reflection coefficient of port Tx/Rx1 at inactive state

(b) Reflection coefficient port Tx/Rx1 at active state

(c) Reflection coefficient port Rx2 at inactive state

(d) Reflection coefficient port Rx2 at active state

Figure 5.12: Measured reflection coefficient at the RF ports of the SDR board
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6
Other Applications

Given the flexibility of the SDR, it can also be used for other medical applications,
like non contact measurement of respiration and heartbeat rate. Respiration rate
and heartbeat rate are important physiological variables for the human being. The
monitoring of this parameters becomes crucial in medical applications and rescue
missions, where doppler radars can be used for the through-obstacle detection of
respiration and heartbeat rate, achieving easier and fast localization of survivors in
earthquake rubble. Usually a doppler radar senses motion by transmitting a radio
wave signal, and receiving the motion-modulated signal that was reflected from the
target. The reflected wave is frequency modulated by the periodic movements on
the surface of the chest generated by respiration and heart movements. If the radar
is illuminating the whole chest at once, the detected motion will be an average of all
displacement in the area [39]. The amplitude of the chest displacement is expected
to be around 10mm for respiration and 0.1mm for heart activity [40].

6.1 Method
The experiment was conducted with only one person sitting or standing (Figure
6.1), with the radar located in the same height as the chest. The distance between
the radar and the person could be adjusted during experiments [39,41].

Figure 6.1: Basic test scenario for vital sign detection.

A metronome was used to have a reference measurement of the respiration rate.
The reference respiration rate is 16 BPM. No reference data was obtained for the
heartbeat rate.
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The measurements will have a duration of 30s to make sure to get a whole
period of the respiration and heartbeat signals. Since the healthy adult breathes
from 12-20 times per minute, the signal will be filtered with a butterworth band
pass filter of 6th order with the range between 0.15 Hz and 0.5 Hz (9-30 breaths per
minute), to obtain the respiration signal. The resting heartbeat of a healthy adult
is in the range 60-100 beats per minute, so the received signal will also be filtered
with a filter with range between 0.9Hz and 2.5 Hz (54-150 beats per minute).

Two methods will be used to find the respiration and heartbeat rate of the
filtered and normalized signals, the FFT, and the Auto-correlation. The FFT of the
signal will be taken and the maximum value (peak) in the frequency domain will
represent the frequency of respiration or heartbeat rate. The Auto-correlation can
also be used to detect the presence of the period and determine their duration, since
the auto-correlation sequence of a periodic signal has the same periodic character-
istics as the signal [42]. In the auto-correlation the first peak (p1), after the main
peak in located in 0, will indicate the periodicity of the signal. The respiration’s rate
can be found with the following formula (a detailed explanation of this principle is
discussed in [42]):

fp1 = 60
t(p1)

, (6.1)

where fp1 is the respiration rate and t(p1) is the time in seconds it takes for p1 to
occur in the auto-correlation signal.

6.2 Results
Figure 6.2 displays the reflected signal received by the board after being modulated
by the chest displacement of the subject.

Figure 6.2: Received signal.

It is noticeable that the signal has a periodical pattern. It must be noted that
the information from the displacement generated from respiration and displacement
generated by the heartbeat are both included in this signal, in other words, it is the
sum-up of the total displacement on the chest area. This signal is filtered with the
respiration filter, and the resulting signal is shown in Figure 6.3a. Looking at the
signal, 8 periods in 30 s can be counted, meaning that the respiration rate is of 16
breaths per minute.
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Figure 6.3b shows the signal in time domain and the FFT of the signal. It
can be seen that the peak is located in 16 breaths per minute, confirming that the
estimation of the respiration rate with the SDR measurements is correct.

(a) Time domain signal.

(b) Frequency domain signal.

Figure 6.3: Signal After respiration filer in Time domain and Frequency domain.

The auto-correlation is also used to determine the respiration rate, the result
from auto-correlating the filtered and normalized signal is shown in Figure 6.4.

Figure 6.4: Auto-correlation of respiration.

The first peak is in 3.84s, using Equation 6.1 the respiration rate can be found.
The resulting respiration rate is 16.3 breaths per minute which is a number close
to the appropriate respiration rate. The signal filtered with the heart beat filter
is displayed in Figure 6.5 in time domain and frequency domain. In the frequency
Domain it can be seen that a peak is found in 82 beats per minute indicating this
is a possible value of the heartbeat rate. This is an expected value since the normal
rate for adults is from 60 to 100 beats per minute.
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(a) Time domain signal.

(b) Frequency Domain signal.

Figure 6.5: Signal After Heartbeat filer in Time domain and Frequency domain

6.3 Discussion
The respiration rate and heartbeat rate were correctly estimated using the SDR
measurements. The testing environment will have an effect of the data received, if
there is more than one person in the way of the radar, the signals get mixed and it
is difficult to separate them.

The advantage of the auto-correlation method is that even if the signal is shorter
in time, it will be able to find the respiration rate, since it only needs one period
of the signal to find the periodicity. It is also more robust against noise than the
FFT method. This is useful if rapid measurements are needed, such as real time
monitoring of the vital signs of elderly people.
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7
Conclusion

This study set out to investigate the feasibility of using SDR for microwave-based
medical applications. As part of this research, three different calibration strategies
were implemented and tested to attempt to fix the random phase problem encoun-
tered due to the use of different PLLs in the transmitter and the receiver in the
SDR technology. Among the calibration strategies tested, it was found that strat-
egy 1 performed better than strategy 2 and strategy 3. With this strategy, a good
measurement repeatability was obtained, which could allow the device to be used
for medical monitoring.

The measurement accuracy, however, is affected by the strong reflection of
the RF ports of the SDR board. A more effective calibration approach needs to
be developed in order to improve the measurement accuracy. Furthermore, it was
shown that the SDR technology has a great potential to be used for non-contact
vital sign monitoring at a distance.

7.1 Future Work
Due to the limitations set by the reflection coefficients in the ports of the SDR
it would be interesting to further develop the calibration methods to improve the
measurement accuracy. One approach is to take the effect of leakage into account
in the calibration and the other approach is to increase the isolation in the devices
used for the calibration. This would decrease the leaked signal from port to port,
allowing for the simple calibration method to estimate the absolute phase. Imaging
test was missing in this report and it is interesting to perform the test after the
accuracy of the measurements is improved.
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A
Appendix 1

A.1 LO functionality block
The USRP includes DC offset correction in the RFIC AD9361, which will use a
filter to eliminate any DC components. This is a desirable trait in communications
systems to prevent bit errors from happening, but in order to send a sinusoid of
0Hz, the LO frequency needs to be configured.

The carrier frequency is obtained in hardware by combining the frequency trans-
lation on the local oscillator (LO) and the additional frequency translation in the
digital signal processing on the FPGA [43].

If only the value of the carrier frequency is specified, the NI-USRP will set the
LO frequency as close as possible to the carrier frequency and then carry out the rest
of the frequency translation using the Digital Signal Processor(DSP) in the FPGA.

The difference between the LO frequency and the carrier frequency cannot be
greater than half the device bandwidth, since the DSP of the FPGA will not be able
to process the rest of the signal due to a lack of sufficient bandwidth.

Taking everything into account, the LO frequency needs to be configured to
a value far enough from the carrier frequency that the DC offset correction in the
AD9361 will not filter it out, but still close enough that the bandwidth of the Digital
signal processor will be able to process the remaining signal.

To prove how the filtering of the DC signal works, a simple experiment can be
conducted using the configuration shown in Figure 4.1.

A signal of frequency 0Hz and amplitude 0,7 will be sent (shown in Figure
A.1), the carrier frequency (fc) will then be configured to be 915MHz and the LO
frequency (flo) will not be configured, thus, allowing the NI-USRP to choose an LO
frequency as close to 915M as possible.

Figure A.2a shows the received signal, both I and Q signals are filtered out by
the DC correction filter in the AD9361 since the signal just goes to amplitude 0.
Likewise, Figure A.2b shows the power spectrum of the signal, since nothing was
received, it can be seen that the power is at a value of -80dB.

By experimenting with different values, it was found that the value fc−flo =5MHz
was a good difference between the carrier frequency and LO frequency. This con-
clusion was reached, since the 5MHz signal is different enough from being a DC
signal,that it will not be filtered out, but small enough that the Digital signal pro-
cessor from the FPGA will be able to process it.
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A. Appendix 1

Figure A.1: Sinusoid signal with 0Hz and amplitude 0,7

(a) Received signal (b) Power Spectrum

Figure A.2: Received signal while not configuring the LO frequency

the previous experiment is repeated, but this time using fc −flo =5MHz, mean-
ing that the LO frequency is configured to be flo =910MHz, since the carrier fre-
quency is fc=915MHz.The results are displayed in Figure A.3 .

(a) Received signal (b) Power Spectrum

Figure A.3: Received signal while not configuring the LO frequency

The Received signal can be seen in Figure A.3a,the DC signal is now received
and down-converted without problems.The power spectrum of the received signal
when configuring the LO frequency is shown in Figure A.3b.The power is at a value
of -20dB.
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