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Abstract

In recent years falling demand for print paper and ambitious targets for reduction of
energy use have been major factors that has caused the pulp and paper industry to
develop state of the art technologies for reducing energy consumption drastically.

A method for achieving the same is to develop and design energy efficient refiners by
utilizing hydrodynamic cavitation technology. A parameter study of a venturi design
with a flow obstruction body is conducted in order to investigate the critical parameters
for inducing hydrodynamic cavitation. To reduce computational time and thereby the
costs, a second-level optimization algorithm using a Neural Network for a fixed set of
samples is applied and investigated.

To create a real-life application for the design of venturi, outlet pressure, obstruction size
and its position are found to be critical for maximizing cavitational zone in the centre
axis of the flow field.

This research work does not consider fibres in the flow through the venturi.

The project has been conducted at ÅF Industry AB and is financed by Energimyn-
digheten, Stora Enso, Holmen, SCA and ÅF Industry AB

Key words: Multiphase flow, Optimization, Cavitation, Energy efficiency, Computa-
tional Fluid Dynamics, Artificial Neural Networks
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1

Introduction

Energy consumption has been rapidly increasing throughout the world since the
onset of industrialization in the 18th century. As most of this energy has been

produced using fossil fuels, the same has led to a rise in the concentration of CO2 in
the atmosphere to almost 400 ppm compared to a pre-industrial level of about 280 ppm,
which is the highest level it has been at for 800 000 years (IPCC, 2013). This is a
clear indication that human activities have severely altered the atmospheric composition
and climate of our planet. Together with a broad range of events and environmental
issues that have been highlighted since the 1960’s this has instigated an awareness that
measures must be taken to protect the environment if we are to sustain living conditions
for both humans and other species on our planet. Selin (2014, chap 2) describes in brief
the history of the environmental movement and the idea of sustainability.

To address the specific issue of climate change the European Union has adopted a set of
objectives dubbed the 20-20-20-targets for the year 2020 which are (European Commi-
sion, 2014):

• 20 % reduction of greenhouse gas emissions compared to 1990 levels.

• 20 % of the energy consumption should be produced from renewable sources

• 20 % improvement of the energy efficiency in the EU

Fulfilling these targets will be a considerable challenge for all member states, and in
Sweden the government has proposed national targets in order to comply with the EU
policy and a roadmap for a carbon neutral society in 2050. An important factor in
achieving these targets is increased research and innovation efforts, with special focus on
the heavy industry (Naturv̊ardsverket, 2012).

One of the industrial branches that is concerned is the pulp and paper industry, an
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1.1. DISC REFINERS CHAPTER 1. INTRODUCTION

industry that consumes about 52 % of the energy consumed in the Swedish manufacturing
sector on a yearly basis (Energimyndigheten, 2013). This makes it the individual sector
with the largest energy consumption in Sweden’s industry and a very relevant sector
on which to focus research efforts on energy efficiency if targets of 20 % more efficient
energy use by 2020 are to be met.

From a national Swedish perspective it is also interesting to reduce the energy consump-
tion within the paper mills, as their production of energy from the biological residue of
the pulping process is quite significant. In 2012 the energy production from bio-fuels in
the Swedish pulp and paper industry amounted to 42.3 TWh (Statistiska centralbyr̊an,
2014). This means that if the energy consumption within the sector could be further
reduced the paper mills could become net exporters of green bio-energy and thus con-
tribute to a climate-neutral society.

The need is further amplified by the declining demand for newsprint paper putting
financial stress on the industry. This means that the industry is hard pressed to cut
costs, and given its large energy consumption, measures to reduce energy consumption
could be crucial for keeping the Swedish pulp and paper industry sustainable in an
ecological as well as an economical sense.

1.1 Disc refiners

When one analyzes the energy consumption in the production process, the disc refiners,
where the wood chips are ground into fibres, stand out as a particularly energy demand-
ing process step. With current techniques energy consumption can be up to several tens
of megawatts for each disc refiner (Illikainen et al., 2007).

Figure 1.1: Illustration of a disc refiner with axial inlet flow in the centre of the disc and
radial outflow from the disc. On the left an entire overview can be seen, and on the right
a closer view of the refiner plates, and patterns on the plate. Picture from Rajabi Nasab
(2013).

These refiners process the fibres mechanically with two or more rotating discs. These
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1.1. DISC REFINERS CHAPTER 1. INTRODUCTION

rotating plates are patterned with slots and bars that at the same time force the fibres
from the centre of the refiner to the periphery and grind the chips as they pass over
them (Rajabi Nasab, 2013). This operation means that the fibres are processed using
mechanical wear and friction which weaken the fibres and make the fibre walls collapse.
However, research indicates that the passing of the slots over the fibres give rise to
periodic pressure pulses in the ultrasonic range and cavitation (Eriksen and Hammar,
2007) that also contribute to the processing and fibrillation of the fibres (Gogate and
Pandit, 2001). The cavitation is however undesirable despite its positive properties, as
it also gives rise to significant mechanical wear and fatigue on the refiner plates because
of the bubble collapses near the surface (Shankar, 2014).

The flow in the refiners pass from the inner part of the disc outward, as seen in Figure 1.1
where the larger radius of the disc is compensated by introducing more slots and bars on
the disc. This means that the fibres need to pass over bars to fill the slots, which yields
a rather complex flow pattern on the discs, and means that the frequencies of pressure
fluctuation is different for different parts of the disc which influences the refinement of
the fibres. An illustration of disc and fibre movement can be seen in Figure 1.2 which
also illustrates gap clearance between plates.

In general two refiners are placed in series, with the first operating at higher fibre con-
centration and the second at lower concentration, or High Consistency (HC) and Low
Consistency (LC) refiners. This means that the HC refiner breaks down wood chips
to a more easily processed pulp which is mixed with extra water and refined further
in the LC refiner. The HC refiner operates with a bigger gap clearance, i.e. distance
between the two rotor discs, and the LC refiner has a smaller gap clearance which may
be corresponding to only a few fibre diameters (Rajabi Nasab, 2013; Illikainen et al.,
2007).

Figure 1.2: Left: Illustration of flow between the plates in disc refiner. Right: Illustration
of gap clearance between rotor and stator in refiner. Picture from Mroziński (2010).

Chalmers, Sustainable Energy Systems, Master’s Thesis 2014:61 3



1.2. PROPOSED FUTURE DESIGN CHAPTER 1. INTRODUCTION

1.2 Proposed future design

An entirely novel technology for fibre refining has been suggested by Johansson and
Landström (2010) with the purpose of significantly lowering the energy consumption in
this step of the process. Their idea is based around cavitation, but instead of viewing
it as an undesirable by-product that causes wear and fatigue on the machinery, they
propose that the power of the bubble collapse should be utilized for the fibrillation and
processing of the pulp fibres. The idea comes from the fact that cavitation has been
noted to contribute to the fibrillation and processing of fibres already in the disc refiners
in place today.

The design should induce hydrodynamic cavitation by running the pulp stream through a
venturi nozzle. This is done to increase flow speed and reduce static pressure as both mass
and energy must be conserved in the passage through the nozzle, for details see Section
3.2. The cavitation bubbles thus induced will then collapse when the pipe expands and
the static pressure recovers, and the idea is to focus the bubble collapse on the surface of
the fibres to achieve fibrillation and processing. This means that the venturi nozzle needs
to be carefully designed so that the cavitation can be controlled and used to concentrate
the processing energy to the fibres and provide effective refinement of the fibres in the
flow. It might also be necessary to combine the hydrodynamic cavitation with acoustic
control of the bubbles and the bubble collapse to achieve sufficient fibre processing.
This would however require additional energy, so ideally the hydrodynamically induced
cavitation will suffice for refining the fibres (Shankar, 2014).

The advantage with this technique compared with the current state-of-the-art is that
it could possibly save large quantities of energy. This is due to a couple of beneficial
aspects of cavitation. As cavitation can be created at near-ambient conditions regarding
temperature and pressure it is a very energy efficient way of creating zones of high
temperature and pressure gradients, namely the regions where the cavitation bubbles
collapse (Gogate and Pandit, 2005). So instead of having to pressurize or heat the
entire stream, similar effects can be achieved by inducing cavitation in the flow, where
the only energy consumption correlates to the pressure drop over the cavitation zone.
The most energy efficient manner to induce cavitation is by hydrodynamics, i.e. some
sort of contraction-expansion vessel such as a venturi (Gogate and Pandit, 2001). This
means that fluid-induced cavitation significantly reduces the amount of energy needed to
create local zones of high temperature and pressure. The disadvantage is that it is hard
to control and therefore has been considered too complicated to use on an industrial
scale, but with the rapid development of CFD technology and engineering in the past
decades the potential of hydrodynamic has received ever more interest, in particular
from chemical and process industries (Gogate, 2011).

4 Chalmers, Sustainable Energy Systems, Master’s Thesis 2014:61



2

Aim

The aim of this project is to develop a new state-of-the-art technology for process-
ing wood fibre and pulp using fluid induced hydrodynamic cavitation rather than

mechanical processing as a mean to save energy in the pulp and paper sector.

As a first step to develop this technology a parameter study should be conducted on the
venturi nozzle to find out which parameters are important for the amount of cavitation in
the flow, and how an optimal venturi designed could be achieved. This is investigated by
transient multiphase CFD simulations of cavitating flows, where the amount of cavitation
in the system is measured.

The optimization is performed by implementing an advanced and efficient two level
optimization scheme developed for single-phase flows and adapting it for multi-phase
calculations. This requires a large number of simulations to be conducted. To be able
to perform a sufficient amount of simulations they are conducted in an automated way
by scripting both execution of CFD simulation and postprocessing of results.

The optimization seeks to satisfy multiple targets in both maximizing cavitation in the
center of the stream after the venturi and simultaneously minimizing cavitation near the
wall of the reactor. The maximization is defined some distance downstream the venturi
to avoid direct bubble collapse and achieving a reasonable lifespan for the bubbles.

To summarize the aims are:

• Generalize and adapt an optimization method for multiphase flows.

• Perform a parameter study analyzing the influence on cavitation levels from geo-
metric and pressure parameters.

• Increase knowledge of cavitation behaviour in a venturi with obstruction object.

5



2.1. LIMITATIONS CHAPTER 2. AIM

2.1 Limitations

The study does not consider the size distribution and lifetime of the individual cavitation
bubbles, nor does it specifically consider the mechanical damage that would be produced
by bubble collapses near walls of the vessel. The mechanical wear is however considered
when designing the objective functions for the optimization.

The energy consumption of the proposed design is not calculated at this stage. This is
because the primary care is to obtain a workable design, and literature suggests it can
safely be assumed to be less energy consuming than current devices.

The study does not consider fibres in the flow field in the venturi or how they would
affect the formation of cavitation bubbles.

6 Chalmers, Sustainable Energy Systems, Master’s Thesis 2014:61



3

Theory

3.1 Fluid mechanics

Fluid mechanics is governed using a set of equations for conservation of momen-
tum, energy and mass. These are the Navier-Stokes equation, energy conservation

equation and the continuity equation. The Navier-Stokes equation for conservation of
momentum can be written as follows using tensor notation according to Versteeg and
Malalasekera (2007)

∂ρvi
∂t

+
∂ρvjvi
∂xj

= − ∂p

∂xi
+ µ

∂2vi
∂x2

j

+ ρgi (3.1)

where xi denotes direction, vi velocity in corresponding direction, ρ is the density and µ
the dynamic viscosity. To clarify the tensor notation, this means for instance that when
written out in the x-direction we obtain

∂ρu

∂t
+
∂ρuu

∂x
+
∂ρvu

∂y
+
∂ρwu

∂z
= −∂p

∂x
+ µ

(
∂2u

∂x2
+
∂2u

∂y2
+
∂2u

∂z2

)
+ ρgx (3.2)

This is then reiterated for the other coordinate directions in the cartesian coordinates
so that a complete formulation is obtained.

Using the same type of tensor notation the continuity equation can be written on a
compact form as

∂ρ

∂t
+
∂ρvi
∂xi

= 0 (3.3)

where ρ denotes density, t denotes time and vi and xi as above.
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3.1. FLUID MECHANICS CHAPTER 3. THEORY

3.1.1 Turbulence modelling

Turbulent flows, which are the most common in everyday life, are characterized by
irregularity, dissipation, large Reynolds number and threedimensionality. They may
appear to be stochastic but are in fact governed by the Navier-Stokes equation 3.1.
However, in order to fully calculate all turbulence effects on a flow would require it to
be extremely well refined both in space and time, and for most problems this requires
computational resources beyond what is actually available. To still be able to do good
predictions using CFD turbulence can instead be modelled using one of several models
available. In this particular case the emphasis will be put on the k−ω−SST -model.

k − ω − SST model

This model is a combination of the k−ε and the k−ω model and was originally proposed
by Wilcox in 1988 . The k − ω model in itself received a lot of attention as, in contrast
with the commonly used k − ε models, it does not require any near wall damping. ω is
the turbulence frequency calculated as ε

k with the dimension s−1. This means the length

scale can be calculated as l =
√
k/ω and eddy viscosity as µt = ρk/ω.

As stated in Davidson (2014) k− ε models have two notable weaknesses: overpredicting
shear stresses in adverse pressure gradient flows and the need for near-wall modification.
However as Menter (1992) noted, the k−ω model was more sensitive to assumed values
in the free stream, which led to him proposing a hybrid model combining both k− ε and
k−ω as a way to benefit from the strengths of both models. Versteeg and Malalasekera
(2007) formulate the governing equations for this model, where

∂(ρk)

∂t
+ div(ρkU) = div

[(
µ+

µt
σk

)
grad(k)

]
+ Pk − β∗ρkω (3.4)

is the transport equation for k with

Pk =

(
2µtSij −

2

3
ρk
∂Ui
∂xj

δij

)
as the production rate of turbulent kinetic energy and

∂(ρω)

∂t
+ div(ρωU) = div

[(
µ+

µt
σω,1

grad(ω)

)]
+ γ2

(
2ρSij · Sij −

2

3
ρω
∂Ui
∂xj

δij

)
− βρω2 + 2

ρ

σω,2ω

∂k

∂xk

∂ω

∂xk
(3.5)

is the transport equation for ω, which is obtained by substituting ε = kω in the governing
equation for ε in k − ε model.

This model has subsequently been improved and in Versteeg and Malalasekera (2007)
the major modifications are listed as

8 Chalmers, Sustainable Energy Systems, Master’s Thesis 2014:61



3.1. FLUID MECHANICS CHAPTER 3. THEORY

Table 3.1: Revised model constants for the k − ω − SST -model, as listed in Versteeg and
Malalasekera (2007).

σk = 1.0 σω,1 = 2.0 σω,2 = 1.17 γ2 = 0.44 β2 = 0.083 β∗ = 0.09

• Revising the model constants, as seen in Table 3.1.

• Blending functions used for the transition between the two models.

• Limiting the eddy viscosity for improved performance. Limiters are formulated as

µt =
a1ρk

max(a1ω, SF2)

with S =
√

2SijSij , a1 = constant and F2 a blending function. And a second
limiter

Pk = min

(
10β∗ρkω, 2µtSij · Sij −

2

3
ρk
∂Ui
∂xj

δij

)

3.1.2 Multiphase flows

Multiphase flows can be simply described as the simultaneous flow of two or more phases,
which could be two phases of one species, e.g. water and steam, or multiple species, e.g.
water and air. Characterization of multiphase flows is done according to the phases
present and the four main cases are gas-liquid, gas-solid, liquid-solid and three-phase
flows. Multiphase can also be categorized according to how the phases mix and form
contact surfaces. These are defined by Crowe and Michaelides (2005) as:

• Dispersed flow is a flow where one phase is discrete elements in a continuous phase,
such as droplets in gas flow or bubbles in liquid. In this case the discrete phases
are not in contact with each other.

• Separated flow means the phases have only line of contact, for instance an annular
ring of liquid on a pipe with gas flow in the centre.

Euler-Euler approach

In the Euler-Euler approach the different phases are treated as interpenetrating continua
and combined using the concept of volume fraction, it ensures that the same volume can-
not be occupied by multiple phases at once. The volume fraction function is assumed to
be continuous in space and time and sum to one (ANSYS R© Academic Research).

In a full Euler-Euler approach the phases are treated on their own with a set of governing
equations solved for each phase individually and coupling between the phases is achieved
by a shared pressure and common exchange coefficients between the phases (Crowe,
2005). For details on interaction and exchange between phases see section 3.2.

Chalmers, Sustainable Energy Systems, Master’s Thesis 2014:61 9



3.1. FLUID MECHANICS CHAPTER 3. THEORY

Mixture model

The mixture model is a somewhat simplified version of the full Euler-Euler approach
where the fluid properties are calculated as mixture properties, for instance mixture
velocity or mixture viscosity.

In the relevant case, where two fluids are modelled, the governing equations for the
mixture model become (3.6) for continuity, (3.7) for momentum and (3.8) for energy,
subscript m indicates mixture property.

∂

∂t
(ρm) +∇ · (ρmUm) = 0 (3.6)

is the continuity equation, where Um is the mass-averaged velocity and ρm is the mixture
density, defined as ρm =

∑n
k=1 akρk where ak is the volume fraction of phase k.

∂

∂t
(ρmUm) +∇ · (ρmUmUm) = −∇p+∇ ·

[
µm
(
∇Um + UT

m

)]
+ ρmg + F +∇ ·

(
n∑
k=1

akρkUdr,kUdr,k

)
(3.7)

is the momentum equation for the mixture model where µm is the viscosity of the mixture
and Udr,k is the drift velocity for the secondary phase Udr,k = Uk −Um.

∂

∂t

n∑
k=1

(akρkEk) +∇ ·
n∑
k=1

(akUk (ρkEk + p)) = ∇ · (keff∇T ) + SE (3.8)

which is the energy equation with keff as the effective conductivity which is defined
according to the turbulence model used, and SE is a volumetric heat source.

By solving these equations for the mixture properties the flow is principally treated as
a one-phase flow with the properties as a weighted mean value of the properties of the
phases being modelled. To track the phases a transport equation for the volume fraction
for the secondary phase is introduced and slip velocity between the phases is calculated.
The volume fraction equation is formulated for phase p as

∂

∂t
(apρp) +∇ · (apρpUm) = −∇ · (apρpUdr,p) +

n∑
q=1

(ṁqp − ṁpq) (3.9)

where ṁqp is the mass transport from phase q to phase p and ṁpq is the opposite mass
transfer.
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3.2 Cavitation

Cavitation is most easily described by using the Bernoulli equation for incompressible
flow

p+
1

2
ρv2 = const. (3.10)

where p denotes the local static pressure, ρ is the density of the fluid and v is the
velocity of flow. According to this principle the static pressure must decrease when the
flow velocity is increased. When the static pressure thus drops below the vapour pressure
of the fluid it will lead to the formation of gas bubbles in the fluid flow, which is known
as cavitation. This can be induced in flow by making the flow pass through a smaller
pipe orifice which means that flow velocity must increase to satisfy continuity.

Cavitation is in many ways similar to boiling, see Figure 3.1, but not limited by the
heat transfer in the liquid, rather only limited by inertial effects of the cavitating liquid.
This means that cavitation is a much quicker process than boiling. The quick expansions
and implosions of the bubbles is the reason it can be quite a damaging process. As the
local pressure needs to be lower than the saturation pressure cavitation can occur once
the cavitation number is lower than zero, see Equation 3.11. However, if one is able
to predict where this can occur and control the cavitating flows, these violent processes
could be put to good use (Gogate and Pandit, 2001). Several studies have also been
conducted on the pressure development and erosion of collapsing cavitation bubbles and
a number of them are reviewed in Okada et al. (1989). Though results vary somewhat
between the studies the bubble collapse pressures are typically on the scale of thousands
of megapascal.

Several studies have been conducted on how cavitation can be modelled, and which
important parameters need to be fulfilled for cavitation to occur. The basic considera-
tions are listed in Sauer (2000) where he for example states the basic cavitation number
defined as

σ =
p− psat

1
2ρlU

2
(3.11)

where p and psat are the static and saturation pressures, ρl is the liquid density and U
is the liquid velocity. This is the dimensionless ratio of the pressure difference between
static and saturation pressure and the dynamic pressure of the flowing liquid. However,
in contrast to other dimensionless numbers cavitation can not be said to occur at one
specific value, rather it depends on several mechanical and dynamic effects of the fluid,
such as the number of cavitation nuclei, the friction and the surface tension (Sauer,
2000). Cavitation nuclei is considered as weak spots of the fluid structure and could for
instance be solute gas, contact points with solid surfaces or small solid particles in the
liquid.

The effects can be quite dramatic, for example theoretical work has found that a liquid
free from nuclei could handle tension in the region of 1000 bar without breaking the
liquid structure, while practical experience and experiments show that in general no
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Figure 3.1: A phase diagram describing how cavitation occurs in a system by lowering
pressure.

tension can be overcome (Sauer, 2000). Even under experimental conditions degassed
and filtered water has not been able to withstand tensions larger than around 280 bar
(Briggs, 1950). This can be explained by assuming that even very pure fluids have nuclei
points and a pure fluid should be seen as an entirely theoretical concept. It also means
that for engineering purposes it can usually be assumed that nuclei points are abundant
and the fluid’s ability to withstand tension is negligible.

3.2.1 Bubble dynamics

The dynamics of bubbles are described by the general Rayleigh-Plesset equation which
is stated in Franc (2006) as

ρ

[
RR̈+

3

2
Ṙ2

]
= [pv − p∞(t)] + pg0

[
R0

R

]3γ

− 2S

R
− 4µ

Ṙ

R
(3.12)

where R denotes the bubble radius and Ṙ and R̈ are the first and second order time
derivatives of bubble radius respectively. The surface tension is denoted as S and pv
and p∞(t) are vapour pressure and the farfield pressure of the surrounding liquid re-
spectively. This gives us a relation between the surrounding pressure and the temporal
development of the bubble radius. It can clearly be seen that bubble radius will decrease
with increasing liquid pressure, which means that cavitation bubbles will have a shorter
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lifespan if the pressure recovery is quick after the orifice, and vice versa. The nonlineari-
ties in Equation (3.12) however means that this is only a simplified way of looking at it,
and that the response of bubbles subjected to changing pressures will be nonlinear. This
contributes to the very drastic features of cavitation bubbles. For instance a drop in
pressure leading to nonlinear increase in bubble radius implies a depressed vapour pres-
sure inside the rapidly expanding bubble (Crowe et al., 2011). This low pressure inside
the bubble can further amplify the rapid collapse due to very high pressure gradients
over the bubble wall.

It is important to note that the Rayleigh-Plesset equation has been derived for adiabatic
conditions for the control volume surrounding the bubble, as the evolution of the bubble
is so quick that the heat transfer will be negligible for these time scales. This means
that conditions in the control volume will not be isothermal and the heat needed for
vapourization will be provided by a volume of the liquid surrounding the bubble. Due to
this both temperature and pressure will vary quite heavily on very small scales (Franc
and Michel, 2006).

3.3 Computer modelling

In order to implement the physical models computationally some simplifications are
made to reduce the computational effort.

3.3.1 Mixture modelling

In order to allow for different velocities of the different phases slip velocity need to be
introduced and is defined as

vpq = vp − vq (3.13)

However the individual velocities are unknown, so the slip velocity is calculated using an
algebraic formulation in the FLUENT R© implementation of the mixture model (ANSYS R©
Academic Research). This is done by assuming that local equilibrium is reached over
short length scale and is defined as

vpq =
τp
fdrag

(ρp − ρm)

ρp
a (3.14)

where τp is the particle relaxation time

τp =
ρpd

2
p

18µq

dp is the diameter of particles of the secondary phase and a is acceleration of the sec-
ondary phase computed as

a = g − (vm · ∇)vm −
∂vm
∂t
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3.3.2 Bubble modelling

Modelling cavitating flows is a computationally expensive procedure, so in order to
reduce the calculations some simplifications are done when computing bubble size in
the standard FLUENT cavitation model (ANSYS R© Academic Research). In Equation
(3.12) second-order terms are neglected along with surface tension force yielding the
simplified form

Ṙ =

√
2

3

pv − p∞
ρl

(3.15)

which significantly reduces computational effort for bubble dynamics.

3.3.3 Cavitation modelling

The Schnerr and Sauer model implemented is based on the model they proposed in
(Schnerr and Sauer, 2001). The equation governing the vapour volume fraction is then
formulated as

∂

∂t
(aρv) +∇ (aρvU v) =

ρvρl
ρ

Da

Dt
(3.16)

where index v indicates vapour property and index l indicates liquid property.

The mass transfer rate is then the mass source term modelled as

< =
ρvρl
ρ

da

dt
(3.17)

from the right hand side of Equation (3.16).

This is complemented with a model for the connection between volume fraction and
number of bubbles per liquid volume used to refine the source term describing the mass
flow between the two phases

a =
nb

4
3πR

3
B

1 + nb
4
3πR

3
B

(3.18)

which is used to obtain a refined equation for mass transfer defined as

< =
ρvρl
ρ
a(1− a)

3

RB

√
2

3

(Pv − P )

ρl
(3.19)

where the bubble radius is calculated as

RB =

(
a

1− a
3

4π

1

n

)1/3

(3.20)
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3.4 Optimization

The optimization algorithm implemented is based on the method developed in (Lund-
berg, 2014) and for a more detailed explanation the reader is referred to this thesis. Only
a brief summary of the underlying theory is presented in this section.

3.4.1 First level contra second level optimization

Classical optimization algorithms have used the straightforward approach of conducting
the optimization directly on the experiment or solver. This means the the calculation
is run for every iteration and the model is updated according to some optimization
goal for each iteration until sufficient convergence is reached, see Figure 3.2 for method
schematic.

Figure 3.2: A schematic representation of first level optimization with direct solver looping.
With kind permission from Lundberg (2014).

Second level optimization instead uses a predefined sample space, see section 3.4.3, to
create a set of configurations that need to be computed. Using the output database from
these experiments a solver approximation can then be created, in form of a response
surface or, as in this case, an Artificial Neural Network, see section 3.4.4. The solver
approximation can be seen as a representation of a much larger set of configurations on
which the optimization then can be run, see Figure 3.3 for a schematic of the method.
This means that the optimization can be done in a much quicker way than would be
possible if each configuration had to be simulated computationally. This allows for many
different optimizations to be done and optimization targets to be altered with minimal
effort.

3.4.2 Multiobjective optimization

Optimization with multiple objectives means a possible trade-off where one objective
may be improved at the expense of another objective. To account for this in optimiza-
tion terms the Pareto Front is introduced. It can be understood as the set of points
where no improvement can be achieved in one objective without worsening another ob-
jective.
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Figure 3.3: Schematic representation of second level optimization where optimization it-
erations are performed on an approximation of the solution to minimize the need of costly
computations. With kind permission from Lundberg (2014).

Lundberg (2014) formulates this as:
A tensor u dominates v where (u,v ∈ Rk) if

u 6= v and ui ≤ vi ∀i (3.21)

and a point x ∈ Rk with the objective function f(x) is nondominated if

@x′ ∈ Rk such that f(x′) dominates f(x) (3.22)

where a point is called Pareto optimal if it is nondominated on the search domain.

3.4.3 Latin Hypercube Sampling

Sampling is used to determine which configurations should be simulated to construct the
database that is used for the solver approximation. In order to minimize computation
time the parameters must be sampled in a way that allows broadest possible span of the
parameters to be examined using minimum amount of computations. One such method
is the Latin Hypercube Sampling (LHS), here presented in two dimensions. The sample
space is divided into a number of rows and columns and the space is sampled once for
each row and column, so for instance a case with four rows and four columns would be
sampled four times, as seen in Figure 3.4.

This method has a smaller variance than random sampling while allowing for fewer
samples than a full-factorial design (Fang et al., 2006), which is an important factor for
reducing costly computations. A weakness of LHS is however that it does not reach
minimal variance, i.e. it risks picking points that are quite close to each other despite
being in different rows and columns. This weakness is compensated for by running a
Monte Carlo simulation on top of the LHS generation. This means that a large number
of LHS designs are generated and the minimum distance between sampling points is
calculated. The case with the largest minimum distance is then chosen as the base for
the optimization.
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Figure 3.4: An example of 2D LHS sampling with four samples, i.e. two per parameter.
With kind permission from (Lundberg, 2014).

3.4.4 Artificial Neural Network

The solver approximations is used to create an approximate of the solution for configu-
rations that have not been simulated. The optimization can then be conducted on the
solver approximation.

The solver approximation was obtained by implementing an artificial neural network that
seeks to mimic the function of an organic nervous system by replacing the neurons with
computational nodes that are trained with the results obtained from the solver. This
method is very good at capturing non-linear behaviour in the data which is important
to be able to capture when optimizing a complex problem where the results are hard to
predict.

To train the neural network input data is transferred through the network with a fixed set
of weights and then compared to the output data. Using the error that occurs the weights
are then adjusted and the information is instead fed back through the network to adjust
to the data. This process is called back-propagation method (Van den Braembussche,
2008). By repeating this process the neural network can learn to mimic the behaviour
of the system being researched.

Overtraining

A danger when training the network is to overtrain the network, which is when the
database used for training is too big and causes the network to adapt to closely and
mimic also non-general behaviours of the input data, such as noise.
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Regularization

Regularization assumes that the function being approximated is smooth, meaning that
there are no discontinuities in the system. To obtain a smooth response from the neural
network the weights need to be kept small and simultaneously minimize both the sum
of square of the weights, EW , and the sum of squared output error, ET . Foresee and
Hagan (1997) state this minimization problem as

E = αET + βEW (3.23)

where the main task is to find the optimal values for α and β. Foresee and Hagan (1997)
propose a generalizable method for doing this that has been implemented in MATLAB
function trainbr.

3.4.5 Particle Swarm Optimization

PSO is an evolutionary optimization algorithm first suggested by Eberhart and Kennedy
(1995) that combines local and global optimum search. This is done in a way that mimics
how a flock of birds searches for food. The individuals are spread out over a search
area, corresponding to the sample size of parameters, and each individual performs a
local search whilst communicating with the rest of the flock to yield a simultaneous
global search. This method is very robust, and the random element of the search and
continuous search over a large part of the domain makes it less likely to get stuck at
local optima.
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4

Method

Eextensive parameter studies were conducted to identify relevant and critical pa-
rameters with respect to design of venturi. The same was achieved by varying a large

set of parameters. Below is a detailed description of the method and tools employed dur-
ing the investigations.

4.1 Calculations

All calculations were carried out using commercial CFD software FLUENT in combina-
tion with mesh generation program ANSA and post processing program MATLAB.

4.1.1 Assumptions and simplifications

Modelling hydrodynamic cavitation and bubble growth and its collapse is highly com-
plicated and time consuming. Simulations costs are high. It is therefore important to
apply sensible assumptions and modifications in order to minimize the computational
resources needed to solve the problem on hand. This becomes even more important
when one needs to simulate a large number of cases and at the same time investigate
the influence of several parameters.

• All simulations were conducted as two-dimensional axisymmetric.

• Abundant cavitation nuclei exist in the fluid for all time-steps.

Assumptions increase the risk of deviance between real solution and simulation, so it is
important to note this when analyzing the results. It is however necessary to investigate
many different parameters that influence the flow field.
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Figure 4.1: The general concept studied, a venturi pipe with a centred flow obstruction.
The pipe is designed to be standing up, with gravity working in the flow direction.

Figure 4.2: The baseline configuration of the venturi as seen from the perspective of in-
coming flow.

4.1.2 Mesh generation and morphing

All meshes were generated in ANSA using a baseline case drawn up manually, which was
then morphed using the DFM-tool operating on the curves defining the basic geometry.
Once this morphing was conducted a face was created using the curves, and mesh num-
bering parameters were set according to values obtained from the mesh independence
analysis, see Section 4.2. A quad-mesh was then generated using the Gradual method
in ANSA. The mesh for the baseline case can be seen in Figure 4.3 and an example of a
mesh in a morphed case can be seen in Figure 4.4.
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Figure 4.3: The auto-generated mesh for the baseline configuration.

Figure 4.4: An example of a mesh for an arbitrary morphed configuration.

4.1.3 Solver setup

The solver used is a pressure-based Navier-Stokes solver with k-ω SST turbulence model.
The multiphase calculations utilizes the mixture model presented in Section 3.1.2 and
cavitation is modelled with the Schnerr and Sauer model assuming abundant presence
of nuclei for bubble formation.

Schnerr and Sauer is the default cavitation model in FLUENT. It is chosen for stability
and speed of convergence.

Multiphase calculation, especially cavitating flows, are inherently unstable and difficult
to obtain a converged solution and therefore need to be fine-tuned. By activating different
models gradually, the case was allowed to converge to a reasonable level for every model
implemented in that stage, before adding another level of complexity to the calculations.
The basic process is explained in Figure 4.5. A summary of the steps are

• Read case mesh and set boundary conditions

• Initiate flow by conducting 500 iterations with first order discretization

• Turn on higher order discretization and perform 500 more iterations

• Activate mixture model with Schnerr-Sauer cavitation model

• Perform 10 000 pseudo-transient iterations with user-defined length-scale of 5 mm

• Switch to transient simulations and perform 20 time-steps with 50 iterations per
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time-step and time-step size 10µs

• Initialize transient flow with a further 1500 time-steps with 30 iterations per time-
step and time-step size 50µs

• Start writing output data, exporting pressure, velocity, temperature and vapour
fraction data every 10 time-steps

• Perform a further 4500 time-steps of size 50µs while exporting data

• Exit simulation

This was done to make sure that the case was stabilized and converged before the output
data was written as a way to avoid error in the results. The exact numbers of iterations
and time-steps were found through an extensive iteration independence study, see section
4.2.

Figure 4.5: Flowchart showing how the simulations are conducted for each mesh.

Table 4.1: The boundary conditions set for the FLUENT 2D cases. Pressures were varied
as part of parameter study, for specific values see tables 4.2 and 4.3.

ID Boundary Condition

Inlet Pressure Inlet

Outlet Pressure Outlet

Axis Symmetry Axis

Obstruction Wall

Wall Wall

22 Chalmers, Sustainable Energy Systems, Master’s Thesis 2014:61



4.2. GRID AND ITERATION INDEPENDENCE CHAPTER 4. METHOD

4.2 Grid and iteration independence

When performing CFD analysis, it is important to make sure that the results reflect the
physical characteristics of the flow field and are not the effect of numerical abnormalities.
This can be achieved by investigating whether the case converges to the same solution
independently of the calculation grid, or mesh, used for the simulation. In the studied
case, the multiphase flow requires the grid to be finely refined to correctly capture the
physical behaviour of the cavitating flow. How fine the resolution must be, is determined
by performing a mesh analysis to find out the maximal allowed element size that yields
constant results for a sufficient amount of iterations. The amount of iterations needed
must also be analyzed to avoid either performing too many computations or obtaining
a solution that is not sufficiently converged.

Besides the mesh, when performing transient simulations one must also analyze the
amount of time-steps needed to initiate a solution that is either time-independent or
periodically varying with time. To analyze this an identical case regarding geometry
and boundary conditions is simulated for different meshes, amount of time-steps and
iterations. Measurements were made for pressure, velocity and temperature along lines
intersecting the pipe, see Figure 4.6. vapour fraction was also measured, but for five
larger zones of the pipe in order to compensate for the unstable and fluctuating nature
of the cavitation bubbles. This was done because the fluctuating and random nature
of the vapour fraction in the pipe meant it needed to be measured over larger areas to
capture its behaviour and correctly assess the model.

Figure 4.6: 2D model of the channel downstream the venturi with the lines where data is
output from FLUENT marked.

4.2.1 Grid independence

To investigate the number of mesh elements needed to obtain a stable solution three
different meshes of the baseline case were created using the Gradual meshing method
provided in ANSA. The size of the meshes tested ranged from circa 1000 cells for the
smallest mesh to 48000 cells for the largest mesh with the middle size containing circa
13000 cells. Simulations with the same settings were then conducted for all three meshes,
with inlet pressure of 2 bar and outlet pressure of 1 bar. Measurements were made along
the lines shown in Figure 4.6 for pressure, temperature and velocity. Apart from this,
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the volume fraction was also measured for the entire geometry and averaged over five
zones, defined equidistantly from the end of the obstruction to the outlet.

To analyze which grid resolution would be sufficient, output data from the three different
meshes were compared, an example can be seen in Figure 4.7 where the average vapour
fraction in the five zones are plotted for three different meshes. From this plot one can
conclude that all cases have yielded the same type of trends, but the smallest mesh
with only a thousand cells is consistently underestimating the amount of vapour in the
system. In Figure 4.8 one can note that the two finer meshes correlate fairly well, where
as the coarse mesh cannot fully capture the velocity profile of the flow, especially in the
region near the wall.

Based on the results obtained from the simulations it was decided that the mesh with
13000 cells would be used for the parameter study. It captures the behaviour of flow suf-
ficiently well, while still allowing for a large number of cases to be studied in a reasonable
amount of time.

Figure 4.7: Average of vapour fraction in five zones downstream the venturi plotted for three
different meshes. One can note that the 13k and 48k cases correlate fairly well, whereas the
1k case differs significantly.

4.2.2 Iteration and time-step independence

As a satisfactorily converged steady-state solution was unattainable for the case the
results needed to be calculated as averages over many transient simulations instead.
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Figure 4.8: Velocity profile in the pipe measured at two different cross-sections in the pipe
for the three different meshes.

When one conducts an investigation like this it is important to analyze how the flow
develops over time, if it for instance stabilizes or is oscillating. If the flow oscillates it is
important to measure over a couple of flow cycles.

It is also important to make sure that the time-step is small enough for the development
of flow to be captured. However it cannot be too small as this means that too much
computational effort is needed to simulate any substantial time-scales. For the relevant
case this was determined by analyzing the cell sizes in the highly resolved regions of the
flow and choosing a time-step so that flow particles do not travel a distance greater than
one cell size during one time-step. This is the same as setting the Courant number to
1 or u∆t

∆x = 1. To calculate the time-step this yields ∆t = ∆x
u . As the resolution is the

finest in the throat region of the venturi, where flow velocity is at its maximum, only
this region is considered to be limiting the time-step. For the mesh with 13000 cells the
smallest cell length is 0.5 mm and the maximum speed is about 20 m/s, meaning that the
time becomes 0.0005 m

20 m/s = 2.5 ·10−5 s or 25µs. The maximum velocity was calculated from
test simulations where inlet pressure was 3 bar. A slightly higher Courant number can be
accepted without divergence and deteriorating results, so in order to save computations
the time-step was set to a maximum of 50µs after the flow had been initialized.

This short time-step means that a large number of steps must be calculated in order to
properly describe behaviour on larger timescales. To find the number of steps needed
a test case was run over 4000 time-steps. In analyzing these results it was found that
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after about 3500 time-steps the solution was stable with regard to larger averages of
vapour fraction, though still oscillating locally, much of it due to eddies propagating
down through the flow mixing gas and liquid parts of the flow. See Figure 4.9 for
comparison between two time-steps after 3500 time-steps had been simulated. As the
flow patterns can vary significantly between different configurations it was decided that
all measurements should be averaged over 4500 time-steps after being initiated with a
steady state solution and then 1500 transient time-steps.

Figure 4.9: A comparison of volume fraction plots for two different time-steps with a
common scale for volume fraction. The principal shape of both liquid and gas flow remains,
with local fluctuations due to travelling eddies in the flow. The top sample is taken after
3535 time-steps, and the bottom one after 3975 time-steps.

4.3 Parameter studies

The study was split into two major investigations. The results from the first investigation
was taken as input to the second in order to narrow down the scope of the second
investigation.
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4.3.1 Investigation number 1: Six parameters

The first substudy was done with a broader scope and included the six parameters listed
in Table 4.2. In line with practice for training neural networks implemented by Lundberg
(2014) 26 or 64 different configurations were studied. On top of these a simulation was
also run for the unmorphed baseline case, making it 65 simulations in total.

The parameters studied are mainly geometrical, concerning the shape of the venturi,
and the shape and size of expansion and inlet zone. On top of this both inlet and outlet
pressure were varied to find optimal values. The baseline concept investigated is shown
in Figure 4.1 as seen from the side and in Figure 4.2 as seen from the perspective of
incoming fluid.

In order to find out what influences the results, i.e. the amount of cavitation bubbles in
the mid-stream zone after the venturi, a set of parameters was defined and the geometric
parameters can be seen in Figure 4.10.

Obstruction ratio

This parameter, defined from ro
rt

in Figure 4.10, is the ratio between the obstruction
object and the venturi throat. This is important as it determines the area of free passage
that the flow is pushed through by the inlet pressure. In order to fulfill the continuity
equation this parameter, together with throat radius, regulates the flow velocity through
the venturi throat for the corresponding inlet pressure. It is defined as a ratio to throat
radius to avoid filling the throat entirely, or creating cases where the obstruction is larger
than the venturi. Therefore its limits are defined as percentages of the throat radius, see
Table 4.2.

Curvature length

The curvature length, Lc in Figure 4.10, determines how sharp the expansion will be
after the venturi throat. This is relevant as it determines whether the flow out of the
throat will be attached or separated, which will have a big impact on the flow patterns
downstream the venturi. It can be increased to smoothen the expansion, or decreased
to make the expansion more rapid.

Obstruction length

The length of the flow obstruction object, Lo in Figure 4.10, is varied to investigate how
the flow pattern is affected by the where the sudden expansion occurs. It morphs in
both positive and negative x-direction.
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Table 4.2: The parameters studied in the first parameter study and the range within which
they were varied. Note that throat radius only scales downward, making the free passage
smaller. All geometric values are normalised with inlet radius due to confidentiality.

Parameter Lower Bound Baseline Upper Bound

Curvature Length 0.8 2 4

Obstruction Length 1.6 2 4

Obstruction Ratio 18 % 50 % 80 %

Throat Radius 0.3 0.5 0.5

Inlet Pressure 1.5 bar 2 bar 5 bar

Outlet Pressure 0.5 bar 1 bar 1.25 bar

Throat radius

The throat radius, rt in Figure 4.10, is an important parameter in determining how
much the flow should be accelerated in comparison with the inlet velocity, as the inlet
radius is kept constant. Important to note is that the obstruction scales with the same
percentage as the radius in order to avoid completely filling the venturi throat.

Inlet pressure

Inlet pressure is varied as it is an important factor in determining the flow velocity
through the venturi throat. By examining the Bernoulli equation one realises that this
is important for the static pressure in the venturi throat region.

Outlet pressure

Outlet pressure influences how quickly the pressure recovers after the venturi throat and
acceleration. It is varied in order to see how this affects the size of the mid-stream
cavitation zone downstream the venturi.

4.3.2 Investigation number 2: Four parameters

The first substudy indicated that curvature length had little, or quite unclear, impact
on the objective function, see Chapter 5, and was fixed at the baseline value. It was also
realized that throat radius and obstruction ratio could essentially be combined into one
parameter denoted obstruction radius which is only the height of the obstruction object,
the radius of the throat is fixed. Obstruction length was also somewhat redefined based
on the wish to try a possible tuning parameter defined as obstruction position. This is
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Figure 4.10: The four geometry parameters defined for the study.

defined as the distance from the inlet to the tip of the obstruction, with the size being kept
constant. This is interesting due to the need for a control parameter that can be variable
in the actual industrial application, which could be the obstruction position.

The studied span for both inlet and outlet pressure were raised in the second investiga-
tion. This was done to ensure both that the bubbles collapse at a higher surrounding
pressure and to avoid that the entire flow cavitates downstream the venturi, see for
instance Figure 5.7.

Thus for the second investigation, the following four parameters are studied:

• Obstruction radius

• Obstruction position

• Inlet pressure

• Outlet pressure

24 or 16 different sample configurations were tested apart from the baseline case, making
it 17 simulations in total. This allowed for a larger number of time-steps to be simulated,
raising the total number of time-steps from 6020 to 10020. This further ensures the
system is properly initialized before any results are printed from the simulation. Other
than this simulations are conducted in the same way as for substudy number 1.

4.3.3 Parameter sampling

To improve the accuracy of optimization utilizing artificial neural networks Van den
Braembussche (2008) found that it is important to sample the parameters systemati-
cally rather than at random. To complement this Alam et al. (2004) compared different
sampling methods and found that latin hypercube sampling, see Section 3.4.3, outper-
formed the other sampling algorithms tested. This is implemented in both substudies
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Table 4.3: The parameters and respective sampling range in substudy number two. All
geometric values normalised with inlet radius due to confidentiality

Parameter Lower Bound Baseline Upper Bound

Obstruction Position 0.1 0.2 0.6

Obstruction Radius 0.1 0.25 0.4

Inlet Pressure 3 bar 3 bar 5 bar

Outlet Pressure 1 bar 1 bar 2.5 bar

to create the design samples to be simulated when building the database used for simu-
lation.

4.3.4 Objectives for parameter study

As stated already in Chapter 2 the investigation seeks to maximize the cavitation in
the centre of the pipe and minimize the cavitation near the wall. To perform this an
objective function must be defined. But measuring cavitation in itself is not possible,
so the objective must be defined differently. Noting that the inlet stream is pure liquid
water, that then cavitates and forms vapour in the nozzle, the vapour fraction of the
flow is chosen as the measurement for the objective function. But as noted in Section
4.2 the vapour fraction fluctuates over time and to avoid this disturbing the results the
objective function needs to be defined as an average over time and over a fairly large
number of nodes. The area can be seen in Figure 4.11 and an argument regarding the
number of time-steps measured can be found in Section 4.2.

The measured vapour fraction is saved every ten time-steps of the calculation for the
entire geometry, so in order to for the relevant data to be sampled it must be sorted by
position in the mesh. This is done in the post-processing script in MATLAB where data
is sampled after the flow is deemed sufficiently initialized. The data is measured for each
computational cell, so in order to calculate a correct average the value is weighted with
the size of the relevant cell to return an average for the entire zone for that time-step. The
measurements from the different time-steps are then averaged to retrieve concise output
data from each simulation. The zone is placed some distance from the venturi to ensure
that the bubbles don’t collapse instantly. The zone does not stretch all the way down to
the outlet to avoid the outlet pressure having too big an impact on the measured results.
The height is chosen to be half of the channel height, to avoid maximizing cavitation too
close to the wall.

On top of this a second objective is defined for minimizing near-wall cavitation. The
vapour fraction is measured along the wall, the entire way from the venturi throat to
the outlet. This zone can be seen in Figure 4.12. For this case the vapour fraction
measurements are also averaged over all time-steps after initialization, in the same way
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Figure 4.11: The 2D model with the mid-stream zone over which the vapour fraction
was measured marked. It is placed somewhat downstream from the venturi throat as the
obstruction object will be considerably elongated as part of the first parameter study.

as described above, to avoid large oscillations due to the fluctuations in the flow.

Figure 4.12: The 2D model with near-wall zone where the vapour fraction is to be minimized
marked in red.

4.3.5 Database generation

When using second level optimization you need to create a solver approximation on the
basis of the experiments conducted. This solver approximation, in this case the neural
network, is then in turn utilized for the actual optimization. To train the neural network
a database is created on the basis of the simulations performed.

The database consists of information relevant for the optimization, i.e. parameter config-
uration and output data from the simulation. So for each case the configuration sampled
was paired with the calculated output values, see Section 4.3.4, to make it possible to
analyze the influence of the individual parameters on the results.

4.4 Optimization

The optimization was conducted using neural network methods presented in Section
3.4.4 and a Particle Swarm Optimization method adapted for multiobjective optimiza-
tion.

4.4.1 Neural network

The neural network is trained with a Levenberg-Marquardt back-propagation method
and the training error is measured by the mean square of output errors. To avoid
overtraining the network, regularization was used for all available samples. This is
done to get more accurate results with a smaller database, compared to using early
stopping.
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4.4.2 Optimization algorithm

The optimization is based on a multiobjective extension to the PSO algorithm, see
Section 3.4.5, proposed by Coello et al. (2004). It is named MultiObjective Particle
Swarm Optimization (MOPSO) and was found to compare favourably to several other
multi-objective optimization methods in that it performed well at reasonably low com-
putational costs.

It implements the same basic idea as the PSO method, but it considers that a global
optimum cannot be achieved, rather each particle should be moved in the direction of
the Pareto front. The method is summarized in Lundberg (2014, Chap 4) as

1. Create particles with random position on search domain.

2. For every generation:

(a) Use solver approximation, i.e. Neural Network, to compute average vapour
fraction on both zones.

(b) Find Pareto front.

(c) Choose particle leaders from Pareto front. Leaders differ between particles
depending on place in domain.

(d) Move the particles in the direction of the leader that was assigned.

(e) Randomly mutate position of some particles as local search.

3. Return Pareto front from the last generation as solution.
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Results

In the following chapter the results obtained in the two parameter studies are
shown.

5.1 Investigation 1: Six parameters

The largest study that was carried out within this project was a six parameter investiga-
tion testing several geometrical parameters as explained in Section 4.3. In the following
section results and considerations from this investigation are listed.

5.1.1 Parameter influence

The most important result to take from the investigation was the type of influence
the parameters had on the results. It means analyzing whether a change in a certain
direction of a parameter has a positive or negative impact on the objective function.
For multiple objectives this means that the same parameter can have a positive and
a negative influence at the same time, and therefore the results for each objective are
shown in figures 5.1 and 5.2 for mid-stream zone and near-wall respectively.

Pressures

The large influence of the outlet pressure is ostentatious. It has a large negative influence
on the vapour fraction both near the wall and in the mid-stream zone. This is reasonable
considering that the cavitation collapse will increase when the surrounding pressure
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Table 5.1: The number assigned to each parameter in the plots showing parameter correla-
tion. For details on the parameters see Section 4.3.

ID Parameter

1 Curvature length

2 Obstruction length

3 Obstruction ratio

4 Throat radius

5 Inlet pressure

6 Outlet pressure

Figure 5.1: Correlation between the parameters and the vapour fraction for zone in the
centre of flow. As this objective should be maximized a positive correlation is coloured green
and a negative correlation is coloured red. For information on which parameter corresponds
to which number see Table 5.1.

increases. Furthermore an increase in outlet pressure also leads to an overall decrease in
driving pressure over the pipe and lower velocities in the venturi throat which in turn
lowers the pressure drop in the venturi. This means that the total amount of cavitation
in the system will decrease when the outlet pressure is increased. To further analyze this
parameter a large number of sample points from the solver approximation are plotted in
Figure 5.3. The downward trend becomes more clearly visible, and this is a key parameter
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Figure 5.2: The correlation between each parameter and the vapour fraction in the zone
near the wall. A positive correlation indicates an increased value of the parameter yields a
higher value for the objective function and vice versa. As the target is to minimize vapour
fraction near wall a negative correlation is considered more optimal, hence red colour for
positive correlation and green for negative correlation. The parameter corresponding to a
certain number can be seen in Table 5.1.

for controlling the cavitation. It is also key for controlling the intensity of the cavitation
collapse, as the intensity will increase with increasing surrounding pressure. As intensive
bubble collapses are important for fibre treatment the pressure in the downstream zone
must not be too low.

This view is confirmed by the fact that outlet pressure also plays a very important role in
limiting near-wall cavitation, which can be clearly seen in Figure 5.2. The same physical
mechanisms are at play here, but for this parameter the decrease in vapour fraction is
seen as a positive thing. This, together with increasing intensity of bubble collapse, is
the main rationale behind actually increasing the outlet pressure for the second part of
the study, despite the positive effect on mid-stream cavitation.

The inlet pressure however seems to have very little influence on the amount of cav-
itation downstream the venturi, indicating that it is not the limiting parameter and
that the venturi effectively shields the downstream volume from influence of the inlet
pressure.
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Figure 5.3: The vapour fraction in the mid-stream zone plotted against the outlet pressure
for a large number of solver approximation samples. The blue bars correspond to values for
each sample point of outlet pressure and the red line shows the mean value. The decreasing
trend can be seen.

Curvature length

As the pressure may be regulated independently of the venturi shape, further attention
should be directed to geometrical parameters of the investigation. As can be seen in
Figure 5.1 curvature length has very little influence on the vapour fraction in the zone,
it decreases slightly with increasing curvature length.

From Figure 5.2 it can be seen that the curvature length also has a small negative
influence on near-wall cavitation, i.e. increasing the curvature length slightly increases
the near-wall vapour fraction.

Obstruction length

From Figure 5.1 it seems that the negative influence of increasing the length of the
obstruction is significant. However looking in more detail at the impact of the length of
the obstruction, see Figure 5.4, the trend is less clear cut. The trend is only clear for
values near the baseline, increasing the obstruction further downstream has little effect
on the amount of vapour fraction in the flow. This indicates that the critical span is near
the venturi throat, if the end of the obstruction is in this region the effects are clearly
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Figure 5.4: Vapour fraction in the zone behind the obstruction object plotted against the
length of the same object for a large number of points from the solver approximation.

postive.

This argument is further strengthened by the results from the near-wall region, in Figure
5.2 it is noted that the obstruction length is the geometric parameter with the largest
influence on near-wall vapour fraction. If the length of the obstruction is increased the
amount of near wall vapour increases significantly, which further reinforces the argument
that the obstruction should be kept within the venturi throat.

Obstruction ratio

Analyzing the influence of the obstruction ratio it can be seen quite clearly that increasing
the ratio of the throat that is blocked by the obstruction also increases the vapour
fraction in the mid-stream zone. This is reasonable as increasing the ratio of the throat
that is blocked decreases the free flow passage and increases velocity of the liquid when
passing through the venturi. This causes larger pressure drop and increases the amount
of cavitation.

Interestingly the obstruction ratio has a positive influence on the near-wall vapour frac-
tion as well, i.e. the vapour fraction decreases with increasing obstruction ratio. This
is probably because the flow is pushed towards the wall and tends to attach, which cre-
ates what can be likened to a protective film on the wall, shielding it somewhat from
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cavitation.

Throat radius

For the throat radius the effect is the opposite of the effect of obstruction ratio. This
is to be expected as the two parameters are effectively cancelling each other out. Thus
increasing the throat radius decreases the amount of mid-stream cavitation.

However the effect on the near-wall cavitation is next to negligible, indicating that this
parameter could be fixed, and the flow controlled by varying only the obstruction ra-
tio.

5.1.2 Pareto front

The multiobjective optimization yields a Pareto front of non-dominated configurations,
see Section 3.4.2. For the first investigation the Pareto front can be seen in Figure 5.5.
Here one can note that values are unrealistic due to the high standard deviations in
the results creating an extremely volatile response surface which needs higher database
resolution to be able to make accurate predictions from a solver approximation.

Figure 5.5: The Pareto front yielded from the optimization of the first investigation. The
jump in the front indicates that for some critical points the mid-stream vapour fraction
cannot be enhanced without significantly increasing the near-wall vapour fraction.
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5.1.3 Geometry enhancement

The optimization tool returns an optimal design based on the solver approximation. In
practice this means choosing a certain non-dominated point on the Pareto front accord-
ing to the priorities of the design. In this case the choice was made where the gradient
of the Pareto front is small to avoid large oscillations of results around the chosen point.
It must however also consider desired results, and in this case it was decided that mini-
mizing the cavitation along the wall was especially important. So the optimal value was
chosen where the approximated wall vapour fraction was 0 or below, which yielded the
configuration seen in Table 5.2.

The trends of parameter influence are reflected in this result and many of the values are
near the maximum allowed values for that parameter. An extreme value is reached for
outlet curvature, obstruction length, obstruction ratio and inlet pressure and very nearly
for throat radius. For all these parameters the maximum value of mid-stream cavitation
was reached near an extreme value for the parameter.

Figure 5.6: Comparison of the baseline geometry and the optimal geometry obtained from
optimization of investigation 1. The baseline on top and the optimized case below. The pipe
section downstream has been removed to more clearly illustrate the changes in the throat
region.

The near maximal parameter change also suggests that further improvement of the
model could be possible if it allows for larger variations in parameter values, or that the
parameter has so small influence on the objective function that it can vary almost without
consequence. This is reflected in the second investigation where certain parameters are
varied within a different range while others are locked entirely.

An illustration of the baseline case and the optimal configuration obtained in this inves-
tigation can be seen in Figure 5.6. It can be noted that the cross-section of the venturi
throat is significantly smaller than for the baseline, and that the expansion of the throat
a lot more rapid than for the baseline case.
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Table 5.2: The normalized changes to values of the investigated parameters, as suggested
by optimization during investigation 1. Values are normalised, see Section 4.3.

Parameter Change

Outlet curvature length −1.2

Obstruction length −0.4

Obstruction height +30 %

Throat radius −0.072

Inlet pressure −0.5 bar

Outlet pressure −0.19 bar

Figure 5.7: The Amount of vapour fraction plotted for the optimal configuration in substudy
1. To visualize axisymmetry the plot has been mirrored. It is also rotated to correctly describe
the flow direction. The colour bar indicates amount of vapour fraction.

Verifying optimal case

The optimal case was tested by simulating the case with the same settings that had been
utilized for the larger investigation. This was particularly important considering that
the predictions for vapour fraction from the optimization were non-physical with values
not lying between 0 and 1, see Table 5.3. This meant that optimization predictions did
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Figure 5.8: The vapour fraction in the mid-stream zone for two random parameter sample
configuration plotted against time.

Table 5.3: The values for the two objective functions calculated for the baseline case and
the optimal case in investigation 1. The mid-stream objective is significantly improved, but
at the expense of significant increase in near-wall cavitation.

Case Mid-stream vf [%] Near-wall vf [%]

Baseline 0 1.8

Prediction 90 -63

Optimum 94 59

contain some errors, and by simulating the case the error margin could be determined.
Comparing the simulation with the prediction it can be seen that the prediction for the
mid-stream vapour fraction is within reasonable error margin, but the near-wall vapor
fraction is not well predicted. The reasons for this deviance are discussed in Chapter
6.

With the mid-stream vapour fraction considerably increased the optimization tool has
achieved an improvement in parameter one, but at the cost of a decline in parameter
two, where a significant increase is noted.

This is largely due to the increased overall vapour fraction for the entire pipe-section
and the lowered outlet pressure certainly contributes to bringing a larger volume below
critical pressure. With the outlet pressure under 1 bar the pressure recovery is much
slower and almost the entire zone downstream the venturi is gas phase, see Figure 5.7.
This is a reason for raising the maximum outlet pressure for substudy 2, to guarantee
that the entire flow does not cavitate.

5.1.4 Convergence study

As all simulations are transient and the system is noted to be highly unstable the residuals
and convergence of the study must be scrutinized in order to determine the reliability of
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the results.

The first consideration for the larger investigation was to assess the fluctuation of the
vapour fraction over the time of the simulation. The process fluctuates with time, so this
becomes a key factor for reliability. In Figure 5.8 two instances of this can be seen for
the mid-stream zone. It is noticeable that the fluctuations cannot be said to be cyclic for
this sample size, i.e. the mid-stream zone, rather they seem stochastic. The limitation
in time-steps means that a longer cycle cannot be entirely ruled out, but the fluctuating
behaviour of the flow seems partly offset by the amount of time-steps over which the
mean is calculated, making the output representative of the measurement series.

The irregular nature of the vapour fraction means that the standard deviation from
the mean for the measurement series is rather large, and this can be seen clearly from
the two samples shown in Figure 5.8. The high fluctuations of the cavitational activity
could lead to uneven fibre treatment, so the residence time of the fibres within the
reactor cavitation zone must be large enough to compensate for this. This could pose
an important question for future simulations and experiments in establishing timescales
for both cavity fluctuation and residence time of fibres with greater certainty.

For comparison the same case as in Figure 5.8 was tested for a somewhat longer time-
span, and measurements were also taken on a larger mid-stream zone. The near-wall
zone was not enlarged, but was also tested for a longer time-span. These measurements
however provide little to no extra information about any longer cycles in flow, see Figure
5.9. It can be noted that measuring over a larger zone evens out the spikes and lowers
the peaks, suggesting that the cavitation activity is focused in the zone defined for the
objective function. This is further emphasized by the considerably higher average in the
smaller zone than in the larger zone.

(a) Vapour fraction in the standard mid-
stream zone during a longer time.

(b) Vapour fraction in the mid-stream zone
plotted for both longer time and larger zone.

Figure 5.9: The vapour fraction plots from reference run, with added time-steps compared
to Figure 5.8.
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Table 5.4: The number assigned to the parameters in the parameter correlation plots for
the four parameter study. For details on the parameters see Section 4.3.

ID Parameter

1 Obstruction position

2 Obstruction radius

3 Inlet pressure

4 Outlet pressure

5.2 Investigation 2: Four parameters

The second investigation utilizes input from the first investigation to lock two parameters
and study only four parameters deemed to be the most important for the objective
function. The analysis of the first investigation also yielded a slight alteration on how
the parameters were defined. The length of the obstruction seemed to be less important
for the objective than the position of the obstruction. This is also interesting as it
could become a control parameter where a mechanism could be installed to make the
obstruction mobile.

Both the curvature length and the throat radius were locked as their influence was not
substantial. Furthermore the more important part of the influence of the throat radius,
i.e. the cross-section of free flow through the throat, is still investigated when varying
the radius of the obstruction object.

Furthermore input from project management had requested the pressure be kept at or
above atmosperic level to increase the intensity of the cavitation collapse, so the sample
span for the pressures were adjusted upwards for both inlet and outlet pressure.

5.2.1 Parameter influence

The impact of the parameters on the two targets can be seen in Figure 5.10 where
the correlation between parameters and vapour fraction in the mid-stream zone and
Figure 5.11 for the correlation between parameters and vapour fraction along the wall
of channel.

Obstruction position

It is noted that the mid-stream zone vapour fraction is negatively impacted by moving
the obstruction in the positive x-direction, i.e. downstream. At the same the near-wall
vapour fraction is also increased by the same change. This suggests that the cavitat-
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Figure 5.10: Influence of the four parameters in the second parameter study on the vapour
fraction in the mid-stream zone. As the target is maximizing this value, a positive influence,
i.e. increase of parameter leads to higher vapour fraction, is coloured green. Conversely a
decrease is coloured red.

ing flow is pushed towards the wall of the pipe when the obstruction is moved down-
stream.

Obstruction radius

The vapour fraction is increased overall, both for the mid-stream zone as well as the
near wall zone with decreasing radius. However it can be observed in Figure 5.13 the
relation is nonlinear for the vapour fraction near the wall. It can also be noted that for
increasing radius of the obstruction object, values are rather constant.

Pressure

Inlet pressure again has a very limited effect on both mid-stream and near wall cavitation,
presumably because the obstruction and venturi shields the pressure field downstream
from influence of the inlet pressure. The outlet pressure however retains a negative effect
on the amount of cavitation both near the wall and mid-stream. This result is to be
expected, but to make the cavitation collapse more intense it should still be kept fairly
high.
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Figure 5.11: The influence of the parameters in the second parameter study on the vapour
fraction near the wall. colouring reflects the goal of optimization, i.e. reduction is considered
good and is coloured green. Correspondingly an increase is coloured red.

Table 5.5: The optimal values for the investigated parameters as suggested by optimization
on investigation number 2. All values normalised, see Section 4.3.

Parameter Change

Obstruction position −0.1

Obstruction radius −0.031

Inlet pressure +1.25 bar

Outlet pressure 0 bar

5.2.2 Geometry enhancement

The optimization based on the second investigation yields a near maximum negative
displacement of the obstruction object, with the radius kept at nearly baseline level.
The baseline and optimal configurations can be seen in Figure 5.14. The changes in the
parameters are also listed in Table 5.5 together with the predicted values for the two
objective functions. Here a weakness in the optimization can be observed as it predicts
a negative value for the near wall vapour fraction. This is because the optimization
is unbounded and can assume any value on the solver approximation. Therefore the
optimal case is run and tested, see below.
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Figure 5.12: The vapour fraction in the mid-stream zone plotted against the position of the
obstruction object. The declining trend in vapour fraction is clear, indicating the obstruction
object should be placed upstream of the venturi throat exit.

The small alterations made indicate that the new baseline design set for the second
investigation is an improvement on the previous designs, and that the parameters need
not be severely altered.

Verifying optimal case

The suggested optimum was generated and tested using the same algorithm as for the
parameter study. It was especially interesting given the unphysical predictions given by
the optimization study. The output was a clear improvement on the baseline case with
the vapour fraction in the mid-stream zone more than doubling from 42% to 94%, while
the near-wall vapour fraction decreased slightly from 5.3% to 3.4%. Results can be seen
in Table 5.6.

In summary this can be said to indicate that the optimization tool works in so far as
improving the configuration, but its predictions on untested configuration seems rather
unreliable. The prediction should therefore be interpreted on a qualitative rather than
a quantitative level.
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Figure 5.13: The vapour fraction near the wall plotted as a function of the radius of the
obstruction. This indicates that the obstruction radius should be increased to avoid near-wall
cavitation.

Figure 5.14: Comparison of the baseline geometry and the optimal geometry obtained from
optimization of investigation 2. The baseline on top and the optimized case below. Only
small alterations produced in optimization, but not that the obstruction is moved slightly
upwards and upstream.

5.2.3 Convergence study

Just as for the first investigation the results tend to oscillate quite heavily, and the
convergence and stability must be examined. In Figure 5.16 it can be noted that the
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Figure 5.15: The vapour fraction for the optimal configuration yielded from substudy 2.
Mirrored to reflect axisymmetry. The attached flow of water along the wall prevents the
cavitating flow from reaching the wall which well reflects the targets of optimization. It can
also be noted that for this time-step a vapour bubble is released from the rest of the cavitating
zone.

Table 5.6: The values for the two objective functions calculated for the baseline case and
the optimal case in investigation 2. As seen both objectives are enhanced in the optimal case
compared with baseline.

Case Mid-stream vf [%] Near-wall vf [%]

Baseline 42 5.3

Prediction 54 -16

Optimum 94 3.4

random oscillations still occur in the simulations. The oscillations are quite large and
seem to occur randomly or quasi-randomly.

Analyzing the cases with Fast Fourier Transform of the data to retrieve any dominant
frequency in the fluctuation yields some peaks at frequencies around 35 Hz and 45 Hz
for the second case, see Figure 5.16. This corresponds to period of roughly 0.03 s and
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(a) Sample case 1. Vapour fraction in mid-
stream zone.

(b) Sample case 2. Vapour fraction in mid-
stream zone.

(c) Sample case 1. Fast Fourier Transform
of vapour fraction data.

(d) Sample case 2. Fast Fourier Transform
of vapour fraction data.

Figure 5.16: Average vapour fraction plotted against time for two random samples in
the four parameter study. Directly underneath is the Fourier transform of the data plotted
against frequency. Fluctuations are quite quick and standard deviations are fairly large. No
clear results can be be deduced from the Fourier transformation implying a random nature
of the fluctuations.

0.02 s respectively, which is well within the sample time of 0.2 s. For the first case
almost no clear frequencies can be noted except for 0 Hz which has no physical meaning.
The fact that it varies between different simulation also indicates random rather than
deterministic frequencies of vapour fraction variation.

The residuals of the calculations are notoriously high for cavitation calculation, especially
continuity becomes sensitive given the mass transfer between the phases. For the most
cases the continuity residual hovers around the 10−2 mark, which must be considered
higher than desired. However the limitations in computer resources meant that somewhat
higher but stable residuals are acceptable to be able to run more time-steps and thus
minimize the influence of random events on the results.
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5.3 Summary

To summarize, the two studies show that outlet pressure and obstruction configuration
are the most critical parameters to control the amount and position of cavitation bubbles
downstream the venturi. The inlet pressure is shielded and has little influence on the
cavitation. This is as long as the pressure is high enough to accelerate the flow to the
point where cavitation is induced. The outlet pressure however is important for the
amount of cavitation, and need to be kept fairly high to limit near-wall cavitation and
to ensure the intensity of bubble collapse.

In general one can conclude that the radius of the obstruction object should be increased
to reduce the amount of near-wall cavitation, but this also reduces the mid-stream cavita-
tion, so a working compromise needs to be found. The position should be moved towards
the inlet both to increase mid-stream cavitation and reduce near-wall cavitation.
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6

Discussion

In this chapter the results obtained are analysed and discussed.

6.1 Error margin

The error margin of all the performed studies in this thesis is quite high, a problem
that is very hard to resolve given the unstable physics of the problem and the scope
of the study. To be able to conduct a detailed parameter study it is important that a
considerable number of simulations can be performed. This means that in this work due
to the limitations with respect to time and computational resources the simulations were
executed for a shorter time period and for fewer sample configurations.

The trade-off between accuracy and speed is fundamental in all computational modelling,
and it is important that one pays significant attention to finding a good balance between
the two. When doing so one must also consider the needs for the specific study. For this
particular case the complexity of the researched problem and difficulty to predict the
behaviour of the system without running full scale simulations meant that this became
especially important. On the one hand it is important that the results are accurate and
reliable, while on the other hand it is important to test as broad a spectrum of parameter
settings as possible. Otherwise an important parameter might be overlooked and locked
at a sub-optimal value without sufficient investigation. It is also important to know that
this study is at an early stage in a larger project, and the results from this study are not
intended to form the basis of a prototype. Instead they should be used as an indicator
of which direction to go with the future development of the project and give a better
understanding and feeling for the system. This is important when the behaviour of the
system is non-linear and non-intuitive.
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6.2 Source of errors

In a study that consists of several layers of models it is important to note that each of
these models are approximative and have their own error sources. This means in principal
that any errors in output results from optimization could be induced from either one of
CFD simulations, neural network solver approximations or optimization.

6.2.1 CFD simulations

To find a working compromise between the need for accuracy and the need for speed in
the simulation was one of the major time consuming tasks. As stated above, a fairly
large error has been tolerated in these calculations. This was done partly because theory
and literature (Lundberg, 2014) suggested quite high precision and robustness for the
solver approximation and optimization methods that have been implemented in this
thesis.

The biggest problem for these simulations was minimizing the residuals of continuity
and vapour fraction, which are also coupled to each other. The complex case of mass
transfer between two phases where density varies by about three orders of magnitude
requires a very fine resolution in both space and time to be accurate when performing
transient simulations. So for the mesh and timestep decided on, see Section 4.2, the
residuals were typically on the scale of 10−2 for continuity and 10−3 for vapour fraction
with all other residuals on the range from 10−6 to 10−8 for a typical run. The notion that
these high residuals were coming from the multiphase modelling and phase transition was
confirmed by analyzing the residuals for non-cavitating cases, ie where critical conditions
for cavitation were not achieved. For these cases continuity residuals could go down to
about 10−12 and vapour fraction residuals were non-applicable as the flow was single-
phase.

Is it advisable to resolve the case finer both in space and time to further reduce these
residuals and obtain better results? Firstly this would mean much more time-consuming
simulations for a case that can be considered feasible, see Section 6.4. Secondly, when
further analysis were conducted, it was found, the same did not have a significant im-
pact on the end results. For instance, despite the high residuals for continuity, the mass
imbalance between inlet and outlet were below 0.1% for all analyzed cavitating cases.
Furthermore the grid independence study suggested that the essential behaviour of the
objective function, i.e. the distribution of cavitation, was sufficiently resolved in the
13k-cell mesh studied. The cell measurements used for this cell then formed the basis for
all simulations. In the grid independence study the general shape of the flow and cavi-
tating parts of the flow were also visually analyzed, and although a finer mesh naturally
produced more accurate results when it comes to describing turbulence and location of
cavitation zones the general shape and distribution in the flow were satisfyingly captured
by the coarser mesh as well.
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So despite causing higher than desired residuals, indications are that the objective func-
tions were not significantly altered by the residuals. Unfortunately more exact testing
of this was impossible to conduct because of the limitations in computational resources,
so an exact value of the error could not be obtained. But based on the results of grid
independence study, the errors are within acceptable margins for a pilot study designed
to find only general behaviour of the system, rather than exact solutions.

6.2.2 Neural network solver approximation

The error generated in the neural network solver approximation can be characterized
mainly as the error in predicted results from a configuration, and the actual result when
the configuration is simulated. As seen in the previous chapter this error can be quite
large.

These errors can be tracked back to the training of the network, which in turn is depen-
dent on database size, training method and non-linearities in response surface. Given
the rather small database of 65 cases for 6 parameters a review of literature suggested
the training method to be Bayesian Regularization, see Chapter 3. However it is also
important to note that there is a degree case specificity to the number of sample points
needed to construct an adequate database. For the studied case where solutions are
highly non-linear and measurements vary over time the response surface will be quite
complex and might need a higher resolution for the neural network to be able to yield
accurate predictions. This would the require more simulations and therefore it was de-
cided to accept some prediction error as long as the underlying trends could be accurately
described.

To test whether this level of reliability had been achieved the same database was approx-
imated using different neural networks. This was done using the same method and size
of database multiple times, to test if the neural network converged to similar solutions
for every initialization, i.e. multiple tries with the same settings in MATLAB. The re-
sult can be seen in Figure 6.1 where it is noted that the differences are not insignificant
between the different cases, but they all capture the same type of trend and are not
randomly distributed.

To gain further insight into the influence of the neural network the parameter correlations
were tested for two different neural networks, the comparison can be seen in Figure 6.2.
From this comparison one can note that the different networks yield somewhat different
results, most ostentatious is the change in sign for parameter 1. The other parameters
vary somewhat in the correlation, but the principal effect on the system remains the
same. The reason for this change is unclear, but could be due to the relatively small
influence of this parameter and the pretty small database size, which makes the neural
network more prone to converging to different solutions for a complex surface. It must
therefore be noted that the solutions are not independent of the neural network, but
differences are within acceptable error margin. Specifically for parameter 1, curvature
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Figure 6.1: Eight different Pareto fronts created using 100 particles and 300 generations
optimization, but with the neural network reinitialised for each case.

length, the uncertainty of the results and relatively small influence meant it was locked
at the baseline value for later investigations.

(a) Neural network 1. (b) Neural network 2.

Figure 6.2: The parameter correlation for two different neural networks. Some differences
occur, most notably in the first parameter, the curvature length, which changes sign. But
absolut value is small for this parameter in both cases.
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(a) 50 particles. (b) 100 particles.

Figure 6.3: Test of different number of generations for optimization. On the left with 50
initial particles, and 100 initial particles on the right. All tests are done with the same neural
network. It can be seen that they have converged to the same Pareto front with very small
deviations.

6.2.3 Optimization

The optimization can give rise to an error by finding different solutions for the same
solver approximation. This can be described by the same neural network and optimiza-
tion setting yielding different Pareto fronts. However, when accuracy of prediction is
not needed, the most important measurement is the relative impact of the different pa-
rameters. That means that it is sufficient that the general shape of the Pareto front is
constant, and that the parameter influence on the objective functions is independent of
the optimization.

This was tested by running the optimization for different settings regarding number of
initial particles and number of generations, seen in Figure 6.3. This study shows that
the optimization is stable as long as the neural network is kept constant, and seemingly
regardless of both amount of particles and generations it converges to a similar Pareto
front. From this the conclusion can be drawn that the results are next to independent
of the optimization parameters, at least for the tested range.

Judging from this, the results yielded from optimization using 100 particles and 300
generations are reliable enough to draw conclusions about the system behaviour and
influence of the parameters on objectives. However, what cannot be done, is drawing
specific quantitative conclusions based on the optimization as the predictions obtained
are often non-realistic, therefore every configuration suggested from the optimization
tool should be verified by simulations before any further conclusions are drawn.
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6.3 Accuracy of results

Acknowledging the error sources in the study, the large residuals of the simulation runs
and the difficulties of the solver approximation to respect the physical boundaries of the
result space, one should be careful in drawing conclusions from the results obtained. But
this does not mean that the results cannot be used and analyzed.

The test runs with the optimal configurations suggested by the two investigations have
yielded interesting results and vastly improved results in comparison with the baseline
cases that formed the basis of each investigation. This is an indication that the method
works to the degree that it improves the system and the design, but not to the degree
where accurate predictions can be made using the optimization tool and solver approx-
imation. In short one can say that predictions can be made on a qualitative but not on
a quantitative level.

This is also within the aim and scope of the study, i.e. to find a better baseline for
the continued research and providing information on the behaviour of the system and
influence level of different parameters.

6.4 Simulation time consumption

Computational resources were limited to a four-core desktop computer with effectively
unlimited availability and a mulitple CPU (16, 32 or 48) cluster with limited availability.
This meant that simulation duration could vary quite heavily depending on availability
of CPU cluster, an analysis run according to the flowchart seen in Figure 4.5 on the
desktop computer took roughly 4 hours to perform. This meant that performing 65 such
simulations would take 65·4

24 ≈ 11 days. This is an important reason why the database
could not be larger and the amount of timesteps simulated could not be increased.
Any addition to each case would magnify 65-fold and cause considerably longer overall
calculation times.

The calculations for the first investigation could be split between desktop and cluster
and the time it took to obtain results was thus reduced to roughly five days, which is
still high, but just within acceptable time consumption.

Once the CFD simulations were finished, the post-processing and optimization packages
were run in MATLAB. The major time consumption in this step was reading the output
data to create the database used in the optimization. For each simulation the output data
was roughly 1 GB which was stored on a network drive, with which the communication
speed varied significantly meaning it was hard to make time predictions for reading data.
But typically it ranged between 1−3 min which meant that creating the entire database
for the six parameter investigation took about two hours.

The optimization package took about 2 minutes to run on a desktop computer, which

56 Chalmers, Sustainable Energy Systems, Master’s Thesis 2014:61



6.5. OBJECTIVE FUNCTION CHAPTER 6. DISCUSSION

includes both training of neural network and evolutionary optimization with 300 gener-
ations.

So summarizing it is clear that the limiting factor for the investigation is the amount,
and length, of CFD simulations, especially when optimizing for a large set of parameters.
This also limits the scope of the investigation both when it comes to amount of timesteps
possible as well as the resolution of the mesh used making this key decisions for the
feasibility of the project.

6.5 Objective function

The objective function definition is important to control the optimization, as it sets the
bar for what the optimization should strive to achieve. For this study it was dictated
by technical demands, the combination of wanting maximum cavitation while still not
ruining the walls of the device. The only real change to these parameters that can be
proposed is the size and position of the zone on which cavitation seeks to be maximized.
A bigger zone may be produce more reliable results by averaging over a larger number
of cells, where as a smaller zone can make it possible to be more exact in optimization
and obtain a safety cushion so to speak between the cavitating flow and the wall of the
device.

The proposed future design that combines sonar control with the hydrodynamically
induced cavitation also demands a certain distance between the expanding part of the
venturi and the cavitation collapse so that the sonar control device can be applied on a
non-expanding pipe. This is important to be able to achieve standing waves etcetera for
the sonar reactor.

The maximization also took into consideration the need to avoid creating a zone of
pure gas downstream of the venturi, and on the latter stages of the project the wish
to have higher intensity in the cavitation collapse which can be ensured by having the
bubbles collapse at a higher pressure. Thus limiting the pressure drop downstream the
venturi whilst still aiming for high cavitation levels pretty far downstream yields the
most interesting case for the continuation of the project.

6.6 Optimal cases

The two optimal configurations obtained and tested from respective investigation gives
a strong indication on which physical properties that dominate the flow.
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Investigation number 1

From the first case, shown in Figure 5.7, it could be deduced that the outlet pressure
is very important to control the amount of cavitation downstream the venturi. It also
shows that for sub-atmospheric pressures almost the entire volume may be vapour-filled
despite outlet pressure being above the vapourization pressure. This is because it keeps
travelling at elevated speeds when large fractions of the flow is low-density vapour.

It also shows that the flow can attach even for rather sharp expansions of the venturi, as
long as the flow velocity is not increased too much, and that the curvature at the outlet
was less important than expected.

Investigation number 2

Applying the lessons learned from investigation number 1 the minimum pressure was
elevated to reveal the influence of the other parameters on the flow, a visualization of
the vapour fraction can be seen in Figure 5.15. It could be seen that the obstruction in
the throat should be placed far upstream so that the sudden expansion of flow volume
occurs at high velocities in the middle of the venturi throat. This helps achieve large
amounts of cavitation that is also kept in the centre of flow more effectively than when
the obstruction is moved further downstream.

Another interesting observation that was made in the second investigation was that when
the obstruction was made bigger and the flow was increasingly accelerated it tended to
separate from the wall and thus cavitation along the wall was increased.
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Conclusion

Considerable progress with regards to cavitation generation, control and design
outline for venturi have been achieved. The results obtained show great promise

for the future design of refiners used in paper and pulp industry in order to reduce the
energy consumption.

A single phase flow optimization method has been generalized and adapted for multi-
phase flows. Efficient and faster parameter studies of complex multiphase flow systems
is now possible and the same can be applied in a wide range of applications in the
future.

The data obtained from the first parameter study was used as input data to further
perform several parameter studies in series. We can conclude that the accuracy of
prediction can further be improved as the results obtained in this investigation serve
only as a roadmap in finding better configurations for venturi based on the positive or
negative influence of each analyzed parameter.

The design configuration proposed from the second investigation shows much improved
performance with respect to generation and controlling of cavitation in a venturi. On
an average, the mid-stream vapour fraction and near-wall vapour fraction was 94 % and
3.4 % respectively for the optimal design compared to non existent mid-stream cavitation
and a vapour fraction of about 2 % near the wall for the very first simulated case.

Parameter studies also indicates that obstruction object can be used as a control param-
eter for generation of cavitation by adjusting the position in the streamwise direction.
Also, the outlet pressure needs to be kept at a sufficiently high level for the cavitation
bubbles to collapse downstream without reaching the wall.
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8

Future work

Below are the outline for future work in order to innovate and design a new refiner
technology based on hydrodynamic cavitation in venturi. Also, in Figure 8.1 a

summary of the future work is laid out according to Shankar et al., with the most
important stages of the planned development.

8.1 Computer simulations

The development process should consist of conducting more computational simulations
in order to narrow the search for an optimal design. This means that for each set of
simulations, representing a step forward in the series, smaller variation of dimension of
parameters should be taken into consideration and the number of parameters should be
decreased.

8.1.1 3D modelling

As all simulations included in this thesis have been conducted as 2D axisymmetric to
reduce computational costs, an interesting development would be to test the results from
the 2D investigations in a full 3D simulation not assuming axisymmetry. Simulating a
cavitating flow of pure water could serve as a partial verification of the results obtained
in the 2D investigation, and could give a further indication on how to construct an
optimal venturi. 3D calculations will also increase the computational effort required for
each simulation and require a new way of morphing the geometry, and as such represents
a big step in the development of an actual prototype.
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Figure 8.1: An outline of the work still to be performed within the project to develop a new
type of industrial scale refiner. The current work stage, which constitutes the master’s thesis
is marked in red.

8.1.2 Modelling fibre flow

To investigate how cavitation bubbles will behave, the future simulations need to consider
the influence of fibres within the flow. This can be done with varying levels of accuracy,
from simply modifying physical properties of water to try and account for the different
fluid properties of the water-fibre mixture, to actually introducing solid state fibre into
the simulation.

The above mentioned points should be analyzed to be able to answer a number of
important questions that cannot be addressed by simulations of just water flow in the
venturi.

• How does the fibre suspension concentration affect the cavitation forming and
collapse?

• How do the fibres behave when it passes through the venturi nozzle?

• How does the flow patterns change with varying concentration?

• How will the individual fibres behave in the very turbulent liquid suspension envi-
ronment?
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The answers to the above questions depend on the accurate modelling of fibre for a
satisfactory response. The same will be one of the most important challenges for the
upcoming development.

However, when fibres are modelled as solid phase particles, it means that when the flow
is allowed to cavitate it will become a three-phase flow with a solid, liquid and gas phase
which is a very complex system to simulate. There has been previous work conducted
on fibre modelling but to the best of the author’s knowledge only on a two-phase fibre
suspension of fibres and liquid water. This means that an entirely new and exciting field
of CFD simulation needs to be researched to obtain accurate results of cavitating fibre
suspension flow.

8.2 Experimental work

In order to verify the results from computer simulations prototypes must be built and
tested experimentally. Until verified by actual experimental work CFD simulations can
only be considered guidelines, especially when previously untested simulation cases are
being run, as for instance the cavitating flow with fibres.

However, this is not the only rationale for performing experimental work, it also offers
the possibility to test mechanisms that are not readily modelled numerically. In this
case for instance, the fibrillation and processing of fibres in the cavitation zone is quite
complex to model numerically, we may only ever obtain a rather simplistic estimate for
these effects numerically. Experimentally however it is possible to obtain accurate results
on how the fibre degradates in the cavitation zone, and compare this to results obtained
in conventional refiners.

Experimental work is expensive and labor consuming, especially for large scale proto-
types, so first experimental tests need to be conducted on a laboratory scale, purely as
a way of verifying the results from the CFD calculations. If results are positive and
correlate well with simulations it would be relevant to continue with tests on a larger
scale, as a suggestion on a pilot scale in an existing pulp and paper mill to see both how
the design can be controlled on a large scale, as well as how well it performs in refining
the fibre from wood.
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Government report, Statens Energimyndighet, 2014.

R. A. Van den Braembussche. Numerical optimization for advanced turbomachinery
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