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Abstract
Autonomous cars have gained much attention in the past few years. Partially au-
tomated features are sold to consumers, and advance autonomous test vehicles are
driving on public roads. These features and vehicles have caused a debate about
their safety as they have been involved in a couple of fatal crashes in recent years. To
simultaneously develop autonomous cars and features without compromising safety
is a big challenge for the automotive industry, which is investing heavily in technol-
ogy.

This thesis aims to describe constraints in advanced driver-assistance systems (ADAS)
and autonomous driving (AD) developed with machine learning techniques, how
companies are adapting to this new technology demand, and current development
paths towards autonomous cars. A model of the development of ADAS/AD was
created by interviewing industry experts and a literature review. Companies efforts
in the area were identified by searching databases and reading news articles and
press releases.

Data is a valuable asset but requires extensive work to be useful when developing
ADAS/AD. Collecting data per se is not considered as a challenging task. Instead,
the difficulty is to collect data about edge-cases, that is, rare situations occurring
maybe once in a human lifetime of driving. Another key takeaway is the inherent
difficulty of creating consistent datasets to train neural networks with, as it requires
humans to interpret subjective situations the same way.

Incumbent firms in the automotive industry are accompanied by startups and es-
tablished technology companies from outside the industry in trying to develop and
capture value from ADAS/AD. Collaborations and acquisitions are prominent ways
to get desired know-how and secure supply of critical components. A schematic
overview of the relationships in the industry is mapped to give the reader an idea
of the sophisticated ecosystem companies are part of through investments, acquisi-
tions, spin-offs and collaborations.

Efforts to capture value from ADAS/AD can be divided into two branches. One
being OEMs developing and offering ADAS in consumer products aiming to develop
autonomous driving gradually. The second is characterized by companies targeting
autonomous robo-taxi solutions in geo-fenced areas. Although both approaches are
facing many similar challenges, they also differ in specific areas such as operational
design domain.

Keywords: Machine Learning, Computer Vision, Autonomous cars, Value chain,
Business ecosystem.
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Nomenclature
Advanced driver assistance system (ADAS) - driver support features requir-
ing constant human supervision. ADASs can handle human tasks such as steering,
braking, or accelerating as a way to make the driving more comfortable and safe.

Annotated, Labeled, or Training Data - refers to data that have been classified
through an annotation process and is ready to be used for training a neural network.

Artificial Intelligence (AI) - an intelligent agent mimicking of the human brain’s
ability to obtain information, see relationships, draw conclusions, solve problem,
plan, and learn from experience.

Autonomous car - also known as self-driving car, and driverless car refers to a
car which can handle some of, or all, the human tasks of driving a car.

Autonomous Driving (AD) - fully automated driving features with level 4-5 in
autonomous scale that can drive a vehicle under limited to all conditions.

Deep learning - is a machine learning techniques using neural networks with many
hidden layers for tasks such as speech recognition, language understanding, and im-
age classification.

Deep neural network - is an artificial neural network containing many hidden
layers.

Machine learning - is a subcategory of artificial intelligence and is based on the
idea of computers generating models and rules from data instead of being explicitly
programed.

Operational design domain - refers to the operating conditions where an au-
tonomous car or feature are designed to function.

Robo-taxi - is an autonomous car serving customers as a taxi.
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1
Introduction

This chapter gives the reader a brief background to why autonomous features and
cars are relevant and the context of the thesis. Additionally, purpose, research
questions, and delimitations are defined to establish the scope of the thesis.

1.1 Background
According to the U.S. National Highway Traffic Safety Administration (NHTSA),
94% of severe crashes in 2016 were caused by humans (NHTSA, 2019). In the U.S
alone, 37,000 fatalities were caused by motor vehicles crashes (NHTSA, 2019). In
2016, the number of deaths in road traffic accidents worldwide was 1.35 million and
the leading cause of death for children and young adults aged 5-29 (WHO, 2018).
The rate of road traffic deaths varies significantly among regions. Africa and South-
East Asia have the highest rates with 26.6 and 20.7 deaths per 100,000 population
respectively. In the other end of the continuum are countries in the Americas and
Europe with 15.6 and 9.3 deaths per 100,000 population respectively (WHO, 2018).

Thus, increasing road safety is a matter concerning many actors in a society, not
least the automotive industry. NHTSA describes five eras of road safety starting
with passive safety features such as seat belts and anti-locking brakes (NHTSA,
2019). Gradually safety features have become more advanced, proactive, and auto-
mated. NHTSA name the current era of safety as partially automated with features
such as adaptive cruise control and lane keeping assist. The next era is called fully
automated which is indicated to arrive year 2025+ (NHTSA, 2019).

In a perfect world, all road crashes caused by human errors could be eliminated by
autonomous cars. Autonomous cars have been predicted to save billions worth of
dollars as a result of a reduced number of crashes, increased productivity, and other
benefits such as reduced fuel consumption and reduced congestion (Römer, Gaenzle,
& Weiss, 2016).

Today software accounts for around 10% of the vehicle content of a large car
(Burkacky, et al., 2018). This segment is approximated to grow by 11% per year
until it hits 30% in 2030 (Burkacky, et al., 2018). An increasing share of software
solutions is impacting the value chain and the automotive industry’s demand for
new technology end expertise (Burkacky et al., 2018).
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1. Introduction

1.2 Research Problem
One challenge with autonomous cars is to make them able to perceive their sur-
roundings. Humans are capable of distinguishing the differences between pedestri-
ans, bicyclist, other vehicles, and animals and can read subtle clues to what these
objects will do next (Abuelsamid & Gartner, 2018). Computer vision is an inter-
disciplinary field covering a host of techniques to acquire, process, analyze, and
understand complex input data aiming to replace the human vision system (Huang,
1996; Jähne and Haussecker, 2000).

Machine learning, a subcategory of artificial intelligence, is being addressed as an
increasingly important piece to solving the autonomous car puzzle (Huval et al.,
2015). Abuelsamid and Gartner (2018, p.3) endorse this and argues that machine
learning based on deep neural networks is “[...]widely considered to be the key to
the successful development of highly automated vehicles.”. Luckow et al. (2016) also
emphasize how machine learning and deep neural networks have improved computer
vision dramatically. Improvements in storage capacity and compute capabilities are
two enabling factors making computation heavy deep neural networks more success-
ful and an increasingly researched area (Huval et al., 2015).

As opposed to a human, a deep neural network requires a huge amount of train-
ing data or examples of objects to distinguish them from each other (Abuelsamid
& Gartner, 2018). These examples need to be labelled to make sense for a neural
network. Labelling, or annotating, is simply to add an explanatory label to some-
thing and could be a bounding box around a car with a virtual label saying “car”.
Creating large-scale annotated datasets is labour intensive and costly (Janai et al.,
2017). Thus, data in general, and training data in particular, is a desirable asset.

Advancements in machine learning are driving the development of advanced driver-
assistance systems (ADAS) and autonomous driving (AD) technology. Incumbent
OEMs (original equipment manufacturers), established technology companies, and
startups are all trying to position themselves in order to capitalize on the new mar-
ket demands (Burkacky et al., 2018). Recent investments and acquisitions in the
industry as indicators of this. Intel acquired Mobileye, an Israeli ADAS/AD com-
pany, for $15.3 billion in 2017 (Cohen, et al., 2017). Google acquired DeepMind,
an artificial intelligence company, in 2014 for about $400 million (Reuters, 2014).
General Motors acquired an AD startup called Cruise Automation in 2016 for $581
million, in which both Honda and SoftBank invested $2.75 billion and $2.2 billion re-
spectively in 2018 (Hawkins, 2018). An extensive list could be made of investments,
partnerships, and acquisitions made in ADAS/AD and the technology revolving it.

These efforts witness about an industry in change. The traditional tier positions
start to fade where tier 2 and tier 3 suppliers try to reposition themselves within the
value chain (Burkacky, et al., 2018). The repositioning is done by upgrading their
current technology stack and move from applications and features towards operating
systems (Burkacky, et al., 2018).
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The tier 1 suppliers of electronic systems try to move in the direction towards tech-
nology giants and OEMs tries to moves further up the value chain to be able to
protect the essence of their technical differentiation and distinction (Burkacky, et
al., 2018).

However, Ritter and Gemünden (2003) point out that, in the network economy, a
firm’s competitiveness does not only depend on its internal competence but also on
its ability to interact with its environment. Iansiti and Levien (2004) also emphasizes
the importance of the external ecosystem and argues that traditional models of
strategy neglect this and the role of co-creation of value.

1.3 Purpose and Research Questions
The purpose of this thesis is to provide a deeper understanding of how the develop-
ment of machine learning in computer vision solutions for advanced driver-assistance
system and autonomous driving affects companies positions in the automotive value
chain and how they aim to capture value. The purpose is considered as fulfilled by
answering the following research questions:

• How is advanced driver-assistance system and autonomous driving developed
by using machine learning techniques in computer vision and which are the
current constraints?

• How is the development of advanced driver-assistance system and autonomous
driving affecting the competitive landscape?

• Which are currently the most prominent way to capture value from advanced
driver-assistance systems and autonomous driving?

1.4 Delimitation
Although this thesis is deeply rooted in technology, the reader should not expect
to get a detailed insight into how machine learning or different technologies work.
Instead, the scope of this study is limited to give the reader an overview of the main
components and technologies of ADAS/AD. Autonomous car technology spans over
many technological areas whereas this thesis will only study computer vision tech-
niques using deep neural networks and the revolving business ecosystem. The tech-
nology overview will serve as a support to understand the positions of companies
within the business ecosystem. The area of application is limited to autonomous
cars although the technology might be similar in other application areas. Due to
that only non-confidential data has been gathered, the result should not be seen as
an absolute truth but rather as a compass.
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2
Theoretical Framework

This chapter provides the reader with a framework of theories and models that this
thesis builds upon. Value chain, value network, and business ecosystem are central
theories complemented with vertical and horizontal integration.

2.1 Value chain

The value chain concept is circled with some terminological confusion and overlap
depending on in which context it is being used (Kaplinsky and Morris, 2000). The
value chain was introduced by Porter in 1985 to explain how activities within a firm
contribute to creating competitive advantage (Porter, 1985). Porter (1985) divide
the value chain into primary and supporting activities within a firm. The value chain
is in its’ turn embedded in an extended value system which is a larger stream of
activities including other firms as well (Porter, 1985). Kaplinsky and Morris (2000)
argue that the notion of the value chain is more commonly referring to the linkages
between firms rather than within them as Porter defined it. They argue that the
value chain is a concept that describes the full range of activities of bringing a prod-
uct or service from concept to final delivery to a customer, including disposal after
use (Kaplinsky and Morris, 2000). Peppard and Rylander (2006) are also using the
value chain concept with the logic that each company holds a position in the chain
providing the next link with inputs. This thesis will adopt the definition where the
value chain is regarded as linkages between companies.

Disregarding terminological ambiguities, understanding both internal and external
linkages and value creation is essential when determining the vertical scope of a firm
and what makes it competitive (Porter, 1985; Kaplinsky & Morris, 2000). Identify-
ing core competencies help a firm determine which activities to outsource and which
to pursue. Mapping the flow of goods and services help a firm in identifying other
essential companies within the value chain. However, Peppard and Rylander (2006)
argue that this mainly holds in traditional manufacturing industries. Furthermore,
they argue that as products and services become dematerialised, the value chain
concept becomes inappropriate to uncover sources of value in many industries. This
linear model does not account for alliances, competitors and other members in busi-
ness networks (Peppard & Rylander, 2006). Verna (2000) support this and also
argues that the traditional value chain originates from the industrial age and is an
old and linear way of describing how value is created.

5



2. Theoretical Framework

2.2 Network and Ecosystem Approaches
The value chain approach mainly emphasizes the internal linkages within firms
and a sequential flow while a network implies multidimensional linkages (Turati
& Ruta, 2002). Alternative approaches, such as networks (Powell, 1990), value net-
works (Verna, 2000), and business ecosystems (Moore, 1996; Iansiti & Levien, 2004;
Anggraeni et al., 2007; Basole et al., 2015) include actors outside the value chain in
a higher degree.

2.2.1 Value Network
Porter’s original value chain has since it was introduced been adapted and expanded
to fit the dynamic modern economy better and consider value creation beyond a sin-
gle firm. Verna (2000) refers to this broader view as a value network (Verna, 2000).
The value network is a system with dynamic exchanges between strategic partners,
suppliers, customers, and other actors that create economic value. In addition to
services and goods, the value network includes knowledge transfer and intangible
benefits as value generation between firms (Verna, 2000). Knowledge transfer is ex-
changes of strategic information, planning knowledge, process knowledge, technical
know-how, collaborative design, policy development which all are connected to the
core product or service value chain. Intangible benefits are exchanges that stretch
beyond the actual service or product and can be customer loyalty, sense of commu-
nity, co-branding opportunities, or image enhancement (Verna, 2000).

Verna (2000) deems that knowledge transfer and intangible benefits become in-
creasingly important components when services and products get more complicated.
Hence, including knowledge and intangible factors refines the analysis of value cre-
ation. The value network can be mapped out as a type of flow chart with each node
representing a firm or group of people. Arrows that connects the nodes represent
one of the three value generating categories which are; products or services; knowl-
edge; and intangible benefits. This perspective helps to analyze the value creation
from many different perspectives such as goals, time, costs, value added, result, and
resources (Verna, 2000).

Powell (1990) is, in essence, also describing network forms of organizations as a
way to generate value. Network forms of organizations are filling the gap in the
traditional view of market-hierarchy as a continuum (Powell, 1990). He identifies
know-how, demand for speed, and trust as three critical components of networks.
Know-how is often related to intangible and tacit knowledge that is hard to transfer
or codify and is typically highly mobile knowledge as it exists in the minds of talented
people. Powell (1990) argues that networks emphasize lateral communication and
mutual obligation which is well-suited in an environment with a skilled workforce
and where know-how is applicable in different fields of activities. In this context,
the demand for speed address the situation where an incumbent firm is faced with
intense technology competition and need to reposition themselves.
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Competition makes firms join forces with other companies, suppliers, and researchers
to reduce risk and share expenses of development efforts (Powell, 1990). Porter and
Fuller (1986) argue that partnerships and coalitions are faster means of getting de-
sired know-how instead of developing it internally and less costly and less irreversible
than a merger.

2.2.2 Business Ecosystems

Similar to the value network concept, business ecosystems rely on interconnected
firms in complex systems of relationships (Basole et al., 2015). Moore (1996, p.26)
defined business ecosystems as “An economic community supported by a founda-
tion of interacting organizations and individuals - the organisms of the business
world[. . . ]”. He argues that an ecosystem includes customers, suppliers, lead pro-
ducers, competitors, and other stakeholders. The members of a business ecosystem
are coevolving over time, shaping their capabilities and roles and usually align them-
selves with the direction set by central firms in the ecosystem (Moore, 1996).

Iansiti and Levien (2004) also allege that traditional models of strategy emphasize
capabilities within firms and business models neglecting the importance of the ex-
ternal relationships of firms. By adopting a business ecosystem approach, value is
regarded as being co-produced by different economic actors, such as suppliers, part-
ners, allies, and customers (Iansiti & Levien, 2004). Previously, individual firms have
been thought to battle other individual firms. Iansiti and Levien (2004) argue that
this is no longer the case, and instead ecosystems of interconnected organizations are
competing against each other where leaders must view individual companies within
their ecosystem as equally important as their own to succeed.

Iansiti and Levien (2004) argue that the ecosystem of the automotive industry histor-
ically has held strong and conservative bonds with its supplier, which has prevented
new niches from emerging. Connections with other companies with a similar view
of what the future will look like are essential to managing the unknown future were
technological changes affect how the ecosystem is organized. The ecosystem must
be able to manage disruptions and sudden technological change in order to survive.
Companies that are well integrated with each other can easier predict which changes
that will come and mitigate the effects of external shocks (Iansiti & Levien, 2004).

Dominant players in an ecosystem tend to absorb the value created by other com-
panies (Iansiti & Levien, 2004). An ecosystem must share the value between its
participants. The common theme for business that has become extraordinary suc-
cessful is the investment to build tight connections and strong relationships with
other business to shape the ecosystem. Otherwise, it becomes vulnerable and often
leads to its collapse, where the dominant player often is the long term loser (Iansiti
& Levien, 2004).
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2.3 Automotive Value Chain

Heneric et al. (2005) and Lind et al. (2012) both provide examples of how the
automotive value chain can be structured. Heneric et al. (2005) divide the auto-
motive value chain into five steps including Tier 3-, Tier 2-, Tier 1 suppliers, OEM,
and Retail. Lind et al. (2012) refine this model by dividing the value chain into
six steps including, Raw material suppliers, Refined raw material suppliers, Com-
ponents suppliers, System suppliers, Car manufacturers, Car dealers. Each step
has their internal value chain and therefore is these models not meant to show all
parts included in a car and Lind et al. (2012) mention that for instance software is
missing.

Figure 2.1: The value chain described by Heneric et al. (2005).

Figure 2.2: The value chain described by Lind et al. (2012).

2.4 Vertical Integration

Kenton (2018) view vertical integration as when a company takes control over several
production or distribution steps in its value chain. This type of strategy is often
connected with cost reduction and efficiency improvement. Either by acquiring an
existing business or internal expansion into other steps of the value chain. When
a business is active in other verticals, this means that the business also creates
value by producing other types of product or service in comparison to its original
core competence. When a company controls several parts in the supply chain cost
reduction and efficiency improvement among other advantages can be achieved by
example reducing turnaround times and transportation expenses (Kenton, 2018).
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Figure 2.3: Illustration of the different strategies of expanding a business.

Kenton (2018) describes two types of vertical integration. Forward integration
(downstream), and backward integration (upstream). A firm is integrating forward
when taking control over downstream activities, towards end customers, following
the output of the original business. An example could be a forest company acquir-
ing a sawmill. Backward integration would be a sawmill company getting their own
forest and thus control upstream activities in the value chain (Kenton, 2018).

2.4.1 Advantages of Vertical Integration
How the steps of vertical integration look like differs between industries. However,
Zhang (2013) argues that cost reduction is the main reason for vertical integration
and is independent of the industry. This approach does not suit all types of com-
panies, it depends on what the business strategy objectives are. Companies that
gain their competitive advantage from being cost leaders will be more beneficial of
vertical integration (Zhang, 2013).

2.4.2 Disadvantages of Vertical Integration
Zhang (2013) means that vertical integration also has its complications, especially on
an operating performance level. By shifting focus from the core competence toward
a cost reduction approach will affect the company’s performance from example, a
quality perspective, due to the trade offs decisions that have been made.
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2.5 Horizontal Integration
Kenton (2018) view that horizontal integration as when a company expand its busi-
ness into new or similar industries as to where they are currently positioned. Hor-
izontal integration is a strategy that aims to strengthen the competitiveness by in-
creased market power in the value chain, differentiated product offering, economies
of scale, or expand to new markets. A retailer selling clothes can integrate hori-
zontally by adding accessories to the product offering. By adding accessories, the
retailer will be able to increase revenues in a way that would not have been possible
by only selling clothes (Kenton, 2019).

2.5.1 Advantages of Horizontal Integration
The idea behind horizontal integration is to create synergy effects (Kenton, 2019).
Cost synergies can involve reduced purchasing cost of raw material due to higher
order volumes, sharing production or distribution facilities, and take advantage of
shared R&D expenditures. Synergies can also be created by combining markets or
products. An example from 2005 is when Procter & Gamble acquired, Gillette.
Both companies were active at the same level in the value chain of hygiene-related
products. With the merge, Procter & Gamble were able to create synergies to lower
product development and marketing cost per product. The acquisition also allowed
Procter & Gamble to increase the growth of each business’ market with cross-selling
opportunities from a broader range of product offerings (Kenton, 2019).

2.5.2 Disadvantages of Horizontal Integration
Horizontal integration could still have complications. One case is when expected
synergies do not materialize, or even worse, giving negative synergies that reduce
the value of the business. Example of negative synergies can be increased overhead
costs as larger firms can become more complex to manage and become inflexible
and unwieldy. Merges can cause differences in company culture or leadership styles
to clash resulting in reduced efficiency (Kenton, 2019).
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3
Methods

This chapter provides the reader with information about how this master’s thesis
was conducted. According to Edmondson and McManus (2007), it is essential to
create a method that is suitable for the study. They suggest a funnel model with
an iterative process with feedback and modifications at the different steps in the
study process which have been used as a foundation of this thesis (Edmondson &
Mcmanus, 2007).

Figure 3.1: Funnel model. Source: Edmondson and McManus (2007)

3.1 Research Strategy

The thesis aims to map and highlight the position of companies within the value
chain and its ecosystem for the development of ADAS/AD from a computer vision
viewpoint. A base model for the ADAS/AD value chain has been developed by com-
bining various articles and literature about big data and computer vision. The base
value chain has then been quality checked and further developed by interviewing
experts in order to become an accurate representation of the real value chain. The
selection of experts was based on well-recognised names with useful insight into the
industry, and each expert serves as a representative for a specific step in the base
value chain. The selection of experts has been based on a T-structure approach
(CHAIR, 2019), which means that there has been a mix between experts with spe-
cific knowledge in one vertical step in the value chain and experts with a broader
perspective over the whole value chain.
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Figure 3.2: Strategy for interview for developing the value chain.

Edmondson and McManus (2007) state that even if there is no best way of crafting
a research design, it is more likely that qualitative research strategies will be more
successful in topics with limited knowledge. This is usually done in an inductive
approach. The complexity of finding a relevant theory for this research in an imma-
ture industry has led to the conclusion that the study needs to take an abductive
approach. Dudovskiy (2015) describes that an abductive approach works its way
from incomplete observation and from that make the best possible explanation for
the research question. An abductive approach is suitable when a research field lack
theory to explain observations or phenomena (Dudovskiy, 2015).

Figure 3.3: How abductive reasoning works Dudovskiy (2015).

3.1.1 Qualitative and Quantitative Research Considerations
Porter (2008) suggest that when analysing an ecosystem there should not be to much
focus on qualitative data to increase validity. Instead of a mix, where qualitative data
is backed up with quantitative data, should be used. Since the research questions
focus on understanding an immature industry were data, in general, is hard to
acquire and many players are startups or private companies which do not have any
obligation to make numbers official, this study will only be able to take a qualitative
approach.
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3.2 Research Design
For the theory to be valid, it is crucial that the thesis is related to reality in an
empirical way (Glaser & Strauss, 1967). This connection is especially important
when analysing an ecosystem where the focus is on understanding the social aspects
that define the environment. By choosing to conduct the study as a case study,
there will be a substantial advantage in empirical validity (Eisenhardt, 1989). Even
if case studies are particularly suitable for developing new theory (Voss, Tsikriktsis,
& Frohlich, 2002) focus of the research is not to do that. Instead, the abductive
approach will be used to collect empirical data to identify patterns and trends of
how the ecosystem functions today from both technical and economic aspects which
then is analysed with existing theories.

3.3 Research Methods
The research method describes the different types of data and collection techniques
used in the thesis (Bryman & Bell, 2011). Bryman (2012) mentions that the research
strategy, -design and -techniques have different limitations and sets the standard for
what is a possible and reasonable conclusion by answering the research questions.

The development and research around machine learning and ADAS/AD have rapidly
expanded in recent years (Huval et al., 2015). The industry is in a fluid state due
to the early phase where products are in an R&D stage and knowledge in the topic
develops quickly. Due to this rapid change, there is very little research on this topic,
especially on the business side. In the technical domain, there is some research. Due
to the rapid change in technology, research quickly becomes obsolete. Hence, data
from updated sources is essential in this thesis.

3.3.1 Research Process
The research follows the suggested steps from figure 4 and consist of three major
phases; Define; Case study; and Conclusions. These phases overlap each other to
some extent as a consequence of the iterative approach that ensures the gathered
information aligns with the research questions.

In the first phase, Define, the focus is to gain insight on the development of au-
tonomous cars, both from a technical and a business perspective, to understand
how the research questions should be formulated. The abductive approach set the
standard for what type of information could be gathered. An essential part of the
Define-phase is to understand what topics are relevant and discussed within the
industry today. Insights of relevant topics were collected by attending the kick-off
conference of Chalmers AI Research Centre (CHAIR) and a seminar about machine
learning at Knitech. The CHAIR conference was also used as a strategy to identify
experts for the interviewers in the Case study-phase.
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In Case study-phase, insight from the Define-phase was used as the foundation for
creating the empirical results. In the Case study-phase focus was to gather, trans-
form, and analyse data. Between the Define-phase and Case study-phase, there was
an iterative process to refine and ensure the relevance of the research questions. In-
sight from the Define phase was used as the baseline for developing the prototype of
the value chain. The baseline value chain was then set in an iterative improvement
step to improve the model with the help of the expert interview. Interviews were
held with experts within different areas of the value chain. In total, seven experts
were interviewed, each session was based on open questions around the model and
from their area of expertise. The model was improved after each session with the
insight gained from the interviews. Interview questions were sent out in advance
and in addition to those, complementary questions were asked during the interview.
The interviews were given the option to be anonymous and read the report before
publishing. The most important findings from the interview regarding the value
chain and the technology were summarised in the empirical results.

The last step of the Case study-phase was to start mapping companies within
the value chain. Information about companies was retrieved from CrunchBase, a
database which gathers in-depth company information such as investments, acqui-
sitions, and funding rounds. Additionally, companies homepages and news articles
were used to track down companies and their collaborations. Which information
to collect about the companies was inspired by the value network model by Verna
(2000).

The results from the Case study-phase was analysed with the theory explained in
chapter 2, followed by final conclusions and elaboration on further research. It is
essential to understand that because of the research abductive nature the answers
will only be able to reflect the best-known truth of today. How the value chain
appears to be at the current state should not be interpreted as the absolute truth.
Thus, it is important to understand that the results can change and be interpreted
in other ways depending on technical development and factors of the ecosystem.

3.3.2 Data Gathering Methods
Most of the theory in this thesis have been obtained by searching keywords connected
to the research questions. The search was done via Chalmers library database,
Google Scholar, and Google Search. Furthermore, the theory has been collected
from references found in other master thesis and other articles that are relevant
to the topic. However, the market of computer vision solutions based on deep
neural networks is still immature and many of the companies that are relevant for
this research are in an early stage and is considered as startups. Hence, public
information is limited and was mainly gathered from news articles, home pages, and
interviews rather than annual reports.
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Below is the different type of sources of knowledge that was used in the study.

• Databases: CrunchBase, where information about investors and owners can
be found, has been used to gather quantitative and qualitative data to map
company’s value creation connections in the business ecosystem.

• News articles, research articles, and consultancy reports: was the
primary data source about technology, companies, and market trends.

• Web pages and topic forums: were used to better understand the technol-
ogy side, development progress and business models of different OEMs.

• Expert interviews: were used to gather info about trends in the market
and get a better understanding about the value chain. Each interview was
recorded with permission from the interviewee and varied in length from 30-60
minutes. The interviewees are:

Interviews
Alexey Voronov Senior Researcher RISE 3-05-2019

Andreas Geiger Professor of computer science Autonomous Vision Group 8-04-2019

Daniel Langkilde CTO Annotell 29-03-2019

Erik Rosén Technical Expert Deep Learning Zenuity 11-04-2019

Marcus Hedberg CPM Aptiv 23-04-2019

Nasim Farahini CTO Camqom 11-04-2019

Per Lundberg Machine Learning specialist CEVT 13-04-2019

• Conference: gave a broad understanding of which knowledge that is impor-
tant and found attractive candidates to interview.

3.4 Quality of Research
Bryman (2012) argues that to ensure an appropriate quality the aspects of relia-
bility, validity, and transferability need to be taken into account. Triangulation is
used to ensure the validity of the data gathered (Bryman, 2012). Case studies as
a research method have some drawbacks that are important to understand when
evaluating the results. One of the significant risks of conducting a case study is that
theory easily tends to be complicated, making it applicable in only a few situations
(Eisenhardt, 1989).

Bryman (2012) explains that the nature of qualitative studies results in that much
data is collected and processed. Replications are therefore hard to perform. How-
ever, a clear description of the method facilitates replications (Bryman, 2012). The
general approach this thesis has makes it transferable to use in other business cases
where the value chain and the business ecosystem can be used as analysing tools.
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3.5 Ethical Consideration
Easterby-Smith et al. (2015) describe the following ethical principles as essential to
being covered in a study:

Ensure with the companies that it is acceptable to perform the research.
This only apply to the expert interviews. Public information is not accounted for
in this principle.

Give continuous transparency information about how the research is be-
ing performed and what the aim of the study is.
Companies and interviewees were informed about the purpose of the research before
the information was gathered. The method have been explicit of how each step have
been performed and how the information have come to use.

If there are any confidential data in the research make sure that those
included in the study have the option to be anonymous and that the data
is being protected.
Before each interview, interviewees were given the opportunity to be anonymous.
Each interviewee were also able to approve citings before publishing.

Avoid drawing to generalising conclusions since this can lead to miscon-
ducting research.
To avoid generalising have the report been transparent in its method and its limi-
tations of what type of conclusions that are possible to make.
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4
Technology Overview

In this chapter, the aim is to give the reader an overview of the technology that con-
stitutes an autonomous car. First, the concept of an autonomous car and ADAS/AD
is explained in a broader sense with the help of the different levels of automation.
Second, the main tasks of an autonomous car are explained. Last, computer vision,
as a critical area in an autonomous car, is divided into software and hardware used
in the development today.

4.1 Levels of Automation
When describing autonomous cars, it is necessary to classify levels of automation as
many features in a car makes driving more or less automated. Society of Automo-
tive Engineers (SAE) International provide a classification system ranging from no
automation at level 0 to full automation at level 5 (SAE, 2018). According to this
classification system, level 0-2 is regarded as “driver support features” while level
3-5 is considered “automated driving features”.

Figure 4.1: SAE International’s levels of driving automation, SAE International
(2018).

Takács, Rudas, Bösl, and Haidegger (2018) refers to the SAE classifications system
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and describes level 0-2 as the commonly referred advanced driver-assistance systems
(ADAS). These features are just supporting the driver and require constant human
supervision. Level 3-5 ranges from partially to fully automated driving features.
Takács et al. (2018) also point out that it is hard to define strict boundaries from
a technical point of view. Furthermore, they suggest a rule of thumb stating that
level 0-2 can be solved with traditional sensor-processing algorithms and currently
available hardware while level 3-5 depends on advanced machine learning and deep
learning techniques.

4.2 Key Technologies of an Autonomous Car
An autonomous cars main characteristic is to transport humans or objects to prede-
termined targets without humans performing the driving (Zhao, Liang, and Chen,
2017). Such a car requires many technologies performing multiple tasks that need to
be coordinated in a high-level sense-plan-control chain (Takács et al., 2018). Zhao
et al. (2017) are in essence describing the same chain as Tackács et al. (2018) but
frames it as environment perception, a car navigation system, and car control. Zhao
et al. (2017) also add path planning which can be included in the car navigation
system.

4.2.1 Environment Perception
If a car should be able to make its own decisions it needs to understand its en-
vironment by collecting and interpreting data. All the data gathering is managed
by perception sensors, such as cameras, LiDARs (light detection and ranging), and
radars (Choi, 2016). The data collected is helping the car detect vehicles, traffic
lights, pedestrians, and other objects of interest. Data from multiple sensors are
fused to give the control unit in the car one comprehensive picture of the surround-
ings to base decision on (Zhao, et al., 2017). In chapter 4.4.1 more about the features
of the different sensor is found. The focus of this thesis will be on the environmental
perception technology of an autonomous car.

Figure 4.2: Description of environment perceptions ecosystem, Zhao, et al.,
(2017)
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4.2.2 Car Navigation System and Path Planning
Zhao et al. (2017) explain two issues in particular that need to be solved when it
comes to navigating an autonomous car. The first one is to determine the current
location of the vehicle, and the second one is which path the car should take to reach
its final destination. For a human, this is a relatively easy task, but for a machine
to be able to replace this task, things become much more complicated. Therefore,
an autonomous car needs a system for navigation (see figure 4.3). Geographic in-
formation and global positioning (GPS) is required to determine the latitude and
longitudinal position accurately. Other sources of data input are digital HD maps
which are used for the path planning calculations. The path planning model cal-
culates a driving route by determining its position through GPS and combining it
with HD maps. In comparison to many other types of technologies, path planning is
instead a well-developed technology and commercially available (Zhao, et al., 2017),
e.g. Google Maps.

Figure 4.3: Description of the car navigation system, Zhao, et al., (2017)

4.2.3 Vehicle Control
Managing speed and direction with the help from the cars status perception and the
development of the vehicle’s control method is the task of vehicle controls explains
Zhao, et al., (2017). In figure 4.4 a better understanding of how vehicle control fit
in the self-driving framework. The input data is used to calculate the direction and
speed of the vehicle environment perception, vehicle status, driving target, traffic
regulations and driving knowledge. This information feds into the perception module
also called TPU where the vehicle control algorithm processes the input data. After
the algorithm has processed the data it passes forward to the vehicle control system
where the execution of those actions the vehicle is about to take happens. The
control platform which decides what type of action to take is seen as the core of
the self-driving vehicle. Some example of functionalities that the vehicle control
system handle is car anti-lock braking system, auxiliary brake system, car radar
anti-collision system and cruise control system (Zhao, et al., 2017).
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Figure 4.4: Parts included in the vehicle control system, Zhao, et al., (2017)

4.3 Computer Vision
Computer vision is an interdisciplinary field covering a host of techniques to acquire,
process, analyze, and understand complex input data aiming to replace the human
vision system (Huang, 1996; Jähne and Haussecker, 2000). Klette (2014) view com-
puter vision as the area of making computers interpret the world with the help of
sensors such as cameras, radars, and LiDARS. Computer vision can be used to esti-
mate the distance between an object and the sensor, estimate the number of people
in an area, and object recognition among other things. The field of computer vision
is not new. However, it is not until recent years, when processing power and sensors
have become more advanced, the application areas have grown. Advancements in
this domain have made computer vision a critical technology for the development
of autonomous car technology (Klette, 2014).

Davies (2018) illustrate how computer vision functions in a simple way in figure 4.5
where a set of labelled data of 25 bit (5x5) is used. Data in the upper part of the
figure is the “training data that has been used to train the computer to recognise,
for instance, how the letter D should look like in 25 bit. To see if the computer
identify the letters test data is used for validation. The computer compares the test
data with what it has been learned and assign it with a percentage degree to which
label it most likely belongs to. One method to determine if there is a match between
the training set and the test pattern is by measuring the Hamming distance. This
method measures the differences in length of the comparing image in order, to sum
up, how similar they are. There are other methods for analysing an image and
depending on the choice of the method there will be a trade-off when it comes to
the results of accuracy, robustness, cost or other variables (Davies, 2018).
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Figure 4.5: Illustration of how image recognition works, Davies (2018)

What is essential to understand is that computers are not intelligent. Computers
will only do what it has been taught to do (Davies, 2018). The computer would
struggle if the test data were in another resolution or in lowercase letters. Thus, the
computer needs to be trained with examples of other resolution and lowercase letters
to successfully recognize the letters. This is one of the reasons why computer vision
becomes a complex task when there is a lot of unique scenarios to take into account
(Davies, 2018). Applying this logic to autonomous cars materializes a major chal-
lenge as the number of unique scenarios an autonomous car might face is virtually
infinite. Training data is therefore crucial for supervised machine learning systems.
Other complications that could affect the complexity are shifting light, other mod-
els of sensors, noise levels, processing power, amount of data, and consensus over
standardisation (Davies, 2018).
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4.4 Hardware

This section includes a description of the most relevant type of hardware used in
the development of ADAS/AD. It is only the hardware that connects to computer
vision that will be taken into account.

4.4.1 Sensors
There is no consensus in the industry on which combination of sensors to use for
autonomous cars. Some players argue that vision and radar system is enough when
others claim that LiDAR sensors also need to be included to create a redundant
system (Burkacky et al., 2018). Following is a description of the most common type
of sensors used.

4.4.1.1 LiDAR (Laser) System

Waymo (2018) describes Light Detection and Ranging (LiDAR) as a type of sensor
that uses laser beams that shoots out in a 360-degree perspective. When the beam
hit an objective the sensor measure the time it takes until the beam gets back to
the sensor. When the LiDAR sensor has enough measurement points it creates a 3D
point cloud of the surrounding. The LiDAR sensor comes in various types depend-
ing on the distance they are supposed to be used for. The sensor functions both day
and night but can struggle in heavy rain or snowfall. The different types of LiDAR
that are used by Waymo is:

• Short-range LiDAR: Creates an uninterrupted view around the vehicle.
• Mid-range LiDAR: A for high-resolution 3D point cloud.
• Long-range LiDAR: A powerful new generation that’s detects objects far

away (Waymo, 2018).

4.4.1.2 Vision (Camera) System

Waymo (2018) use cameras in order to view the world as a human would, cameras
are used as sensors for the vision system. These cameras are positioned to give
a 360-degree field of view around the vehicle. The vision system with its high
resolutions can detect colours which are suitable for tasks such as spot traffic lights,
detecting school buses, emergency vehicles, and construction zones. The cameras are
optimized to work together for longe range in both daylight and low light scenarios
(Waymo, 2018).

4.4.1.3 Radar System

Waymo (2018) describes how a radar sensor is used to perceive objects and their
movements. This is measured by wavelengths that the radar is sending out. This
technique is suitable for rainy, fogy or snow conditions day and night. Just like the
other sensor, the radar sensors are also placed to obtain a 360-degree field of view
(Waymo, 2018).

22



4. Technology Overview

4.4.1.4 Supplemental Sensors

Supplemental sensors can vary between different companies. Waymos cars use ad-
ditional sensors such as audio detection system for detecting emergency vehicle and
GPS to have an accurate perception of the vehicle localisation (Waymo, 2018).
Other automakers include ultrasonic sensors to detect objects close to the vehicle.

4.4.2 Computing
ADAS/AD requires a high amount of computing power both for training the neural
network and when processing live input data when driving. Training a deep neural
network can be a complex and time-consuming task. Nasim Farahini explains that
the training requires a significant amount of processor power, and this needs to be
performed on specialised computers with built-in AI accelerator, which is a type of
microprocessor. However, companies do not necessarily want to own and maintain
their own computers for training these algorithms. Cloud computing is a possible
solution in which computations can be performed via external parties, e.g. Google
cloud. All input data gathered from sensors need to be processed in a central
computer in the car. Computing all the data is challenging. A potential solution is
to use cloud computing via the 5g bandwidth to minimise the required computing
power of the car. However, this is not a sufficient technology yet as it implies high
latency which becomes a problem when the computing needs to be performed in
real time 1.

4.5 Software
In this chapter the reader will find a description of the essential type of techniques
and tools that are used today for building computer vision software for the au-
tonomous car.

4.5.1 Artificial Intelligence
Artificial Intelligence refers to an intelligent agent who is a system that acts intel-
ligently to reach a goal. The system can learn from experience, adapt to changing
environments and changing goals with limited perceptual abilities and with a finite
number of computations (Poole, Mackworth & Goebel, 1998).
Maini (2017) argues that the rapid increase of computer processing and data storage
have changed the field of what is possible to accomplish with AI. The technology is
based on a wide range of concepts like probability, logic, mathematics, linguistics,
philosophy, neuroscience, and decision theory. The term artificial intelligence is
comprehensive and is an umbrella name for technologies such as robotics, computer
vision, natural language processing and machine learning (Maini, 2017).

1Nasim Farahini, CTO at Camqom, 11-04-2019.
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4.5.2 Machine Learning
Machine learning is a subcategory of artificial intelligence according to Maini (2017),
further he explains that it is the scientific study of algorithms and statistical models
that computer systems rely on instead of being explicitly programmed to solve each
task. Machine learning is often referred to as the core subcategory of artificial
intelligence. Machine learning algorithms can identify observed data patterns by
training the algorithm to recognise and interpret input (e.g. images, video, text).
The algorithm’s goal is to respond appropriately to reach a predefined objective.
Machine learning eliminates the usage of explicit pre-programmed rules and models.
Eliminating explicit programming can be a beneficial approach in applications areas
where it is hard to define the rules (Maini, 2017).

Figure 4.6: Differences between traditional programming and machine learning,
Grossetti (2018)

According to Dwivedi (2018), the amount of data in the world is growing by each
day, and over 80% of the data classifies as unstructured audios, videos, photos,
documents, and graphs. To interpret all this data and finding patterns within rea-
sonable time and accuracy is nearly impossible for humans. Machine learning solves
this problem to some extent and is divided into three subcategories of supervised
learning, unsupervised learning, and reinforced learning (Dwivedi, 2018).

Features and labels are the base for the input data in the machine learning algo-
rithm (Camacho et al., 2018). Labels are the output of the model and are what the
machine learning algorithm aims to predict. In the learning process, the machine
learning algorithm is trained with input data which accurately predicts the output
labels. The training process is done by identifying the optimal set of model param-
eter and convert it into the input data (Camacho, et al., 2018).

The process of finding these parameters is called training, and is an iterative process.
The training is repeated in the following order (Camacho, et al., 2018).

1. Parameters are estimated
2. Model performance is evaluated
3. Errors identified and corrected
4. The process repeats until the performance (reduction of errors) of the model

cannot be improved more.
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Camacho et al. (2018) point out that the goal of the training process is to make
the machine learning algorithm reliable in predicting new input data. Models are
considered as properly trained when both the training and validation data sets are
accepted. A machine learning algorithm can be accurate in its predictions for the
training data while still having low precision on the validation data (Camacho, et
al., 2018).

4.5.2.1 Supervised Machine Learning

Supervised machine learning includes labelled data also called annotated data (Dwivedi,
2018). Labelled data is data with an explanatory label attached to features, such as
a car, and is used when training an algorithm. Both the input- and output data is
known in supervised learning, and the way the algorithm is learning is by compar-
ing the inputs with the outputs to see how much the model deviates (Dwivedi, 2018).

Janai, Güney, Behl, & Geiger (2017) explains that supervised machine learning is
being used to develop object recognition capabilities for autonomous cars, giving
a car the ability to identify objects such as pedestrians, bicycles, and cars. The
algorithms are improved by feeding training data to make the car correctly identify
objects when driving.

4.5.2.2 Unsupervised Machine Learning

In comparison to supervised learning, the training of unsupervised learning is based
on unlabeled data (Dwivedi, 2018). Unlabeled refers to data there is no previous
knowledge about, making it impossible to categorize by labelling it (Grossetti, 2018).
Dwivedi (2018) explains that the goal with an unsupervised approach is to identify
patterns and structure in the input data which is raw and not pre-processed. The
output is unknown, so the result is much harder to quality check. That is why
training data and test data cannot be distinguished (Dwivedi, 2018). Since the data
cannot be classified, another method called clustering is used to separate the data
into different groups (Grossetti, 2018). Input data get labelled when it has been as-
signed to a cluster (Dwivedi, 2018). There is no clear way of deciding the number of
clusters or the method of calculating the cluster (Grossetti, 2018). Instead, it is gut
feeling and trial and error that decide approach. There are many different types of
clustering methods, and most of them are geometry based on their way of working.
Some of the methods used for clustering is the following categories (Grossetti, 2018):

Hard Clustering:
• Hierarchical methods (agglomerative and divisive)

Soft Clustering
• Fuzzy methods: gives confusion matrices.

More complex methods
• Density-based methods

25



4. Technology Overview

Figure 4.7: Cluster segmentation used in Unsupervised learning.

4.5.2.3 Reinforced Machine Learning

Marr (2018) alleges that reinforced learning differs a lot from the two previous
methods of how to develop a machine learning algorithm. Instead of teaching the
machine learning algorithm with the help of trained data, the reinforced learning
method has a trial and error approach. In this way of learning, the machine learning
algorithm does not have any previous knowledge of how to interpret its tasks. To
handle this task are performed with a focus on maximising a reward function which
is pre-programmed to steer the learning process. By focusing on maximising reward,
will the algorithm learn what is the best approach to achieve the desired outcome
(Marr, 2018).

Marr (2018) compares reinforced learning to how it works to learn to ride a bicycle.
When making the wrong moves on the bicycle you will fall and hurt yourself, and
this feedback is taken into account to improve. The same thing is done by the
computer when using reinforced learning, however with a high amount of iterations
that tune the algorithm (Marr, 2018).

4.5.3 Neural Networks
Camacho et al. (2018) argue that deep learning has become one of the most popular
subcategories within machine learning. Deep learning relies on a neural network as
its architecture which is very good to compute high volume data with high com-
plexity in comparison to traditional machine learning. A neural network is based
on the idea of how neurons from the human brain functions and are replicated in an
artificial structure. The network builds up from individual neurons that are stacked
together in layers. The neurons in the layer are then interconnected to the neurons
in the next layer and so on were all connections together creates the network (see
figure 4.9). Each neuron and layer in the network has its function and information
is transmitted through the network in order to make predictions (Camacho et al.,
2018).
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Figure 4.8: Comparison between a real neuron and a artificial neuron, Grossetti
(2018).

Layers are divided into three categories; input layer, hidden layer, and output layer
(Camacho et al., 2018). All neural networks consist of one input layer and one output
layer while the number of hidden layers varies and distinguish deep learning from
other machine learning techniques using a neural network. “Deep” implies multiple
hidden layers. Figure 4.9 illustrated how the neural network function. It receives
raw data to the input layer. The raw data is then distributed out to neurons in
the first hidden layer. The data goes through all the hidden layers which transform
the raw data by mathematical functions to representations that help the machine to
identify its patterns. When the data reaches the output layer, it refers back to the
problem in hand and gives it a classification. As the report focuses on supervised
learning, the neural network needs to be trained with labelled data to make accurate
predictions of the output data (Camacho, et al., 2018).

Figure 4.9: Illustration of how a neural network functions, Grossetti (2018)

Camacho et al. (2018) point out that the number of hidden layers and how they
function is a problem with deep learning. It is nearly impossible for a human,
who can only control the input data, to understand how the neural network makes
its decisions due to its enormous complexity. Luckily this gap can be reduced by
letting the machine understand these layers by continuously toning parameters to
reduce the prediction error, which is called the backpropagation. Another significant
drawback is that the network requires a considerable amount of data when being
trained. The reason for this is because there usually is a massive amount of hidden
layers that need training (Camacho, et al., 2018).
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Sellam et al. (2018) argue that, although neural networks are showing impressive
results in a wide range of areas, it is still unclear what high-level logic they follow and
how and why neural networks are so effective. Understanding how trained neural
networks works will improve experimentation and development of models, help to
identify biases in current models, and explain predictions (Sellam et al., 2018). A
broader verification and inspection framework for neural networks would further
support the understanding and development of models (Sellam et al., 2018).

4.5.3.1 Training Data

Abuelsamid and Gartner (2018) argue that using data follows the logic of “garbage
in, garbage out”. Training data, which is annotated (also known as labelled) data,
is a vital part of supervised machine learning as it determines the consistency and
accuracy of the algorithm. Before any data can be used to train a neural network it
must first be understood, curated, and annotated (Abuelsamid and Gartner, 2018).

Dingli (2011) explains that the meaning of annotations comes from labels and an-
notating is the action of adding notes or labels to define or explain something. The
purpose of annotating is not to change the object but instead adding value in the
form of defining the objects by labelling them into categories (Dingli, 2011). The
usage of different media formats has broadened the meaning of annotations. Dingli
(2011, p.3) define annotations as “ [...] comments, notes, explanations, or other
types of external remarks that can be attached to any Web document or a selected
part of the document without actually needing to touch the document.”.

Gili-Jiménez et al. (2016) point out that the demand for annotated data has in-
creased by large quantities due to the growing demand for video and image process-
ing. Concerning images, annotating is about labelling objects that appear in the
image. From a technical point of view, this means that every pixel that is inside
this annotated area have the same label. In reality, the annotation process is done
by marking the object by writing a polygon or a simple shape often a rectangle
around the object in an annotation software program. The cost and time it takes
to annotate a picture depending on its complexity, e.g. depending on the accuracy,
the annotations need to have (Gil-Jiménez et al., 2016). Janai et al. (2017) also
argue that creating large-scale training data is labour intensive and costly.

According to Gil-Jiménez et al. (2016), videos and images that shall be annotated,
or have been, can come from different sources. One source can be public image
databases such as ImageNet (ImageNet, 2016). However, public databases tend to
be too generic and limited in scope to build software for autonomous cars (Abuel-
samid & Gartner 2018). Annotating a video can be a hideous task as it essentially
consists of a lot of images. Annotating every frame in a video will quickly become
a time-consuming effort. This problem can partially be solved by skipping a few
frames and predict movements of objects between annotated frames. (Gil-Jiménez,
et al., 2016).
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Findings

In this chapter, the aim is to give the reader insight into the gathered empirical data.
The findings are divided into two parts. The first part is about data gathered from
interviews regarding the value chain. In the second part, data from CrunchBase and
companies webpages are used to describe the characteristics of companies within the
business ecosystem.

5.1 Computer Vision Value Chain
The value chain describes the different steps in enabling ADAS/AD solutions based
on deep learning technologies is very generic says Andreas Geiger. Even if the hard-
ware is excluded to giving the value chain a better overview, it is essential to not
forget that both hardware and software need to work together to match the function-
ality and generate data. An example of this is when the amount of data increases it
also create implications on power consumption, processing power and transfer speed
which is essential for computer vision solutions to make fast decisions2.

Erik Rosén argues that deep learning has disrupted the computer vision industry,
affecting both the software and hardware side. Working with the software is more
flexible because of adaptability. When choosing a hardware supplier, the choose
need to be based on how software technology will develop in the future. Nvidia
has its very general GPUs, which is not a cost-effective way but flexible if there is
significant progress in the research world. Many in the industry use development
platforms and tools from Nvidia3.

It is essential to understand the differences between ADAS and AD, in the past,
people have believed that it would be a steady way were combining ADAS functions
builds up to the fully autonomous driving. However, it is not that many people
that believe that any more2. Erik Rosén explains that in the industry, some actors
advocate that level 1-2 is called ADAS while level 4-5 is called AD, and that it
is unclear what level 3 is. AD requires a lot more validation data, stricter, and
different requirements in comparison to ADAS. Thus, the development of AD is
more expensive and slower3. Current vision-based systems are not on a sufficient
level to reach human capacity (level 4-5) for many tasks were 99.99999% accuracy
is needed2.

2Andreas Geiger, Professor of computer science, 8-04-2019.
3Erik Rosén: Technical Expert - Deep Learning at Zenuity, 11-04-2019.
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The software must be able to handle everything that can happen says Erik Rosén.For
ADAS, the focus is on building the function and comfort as well as possible for the
driver. For some companies, this may not be the case because they want the driver
to be attentive and therefore add features that make it less comfortable. For AD,
the focus is mainly on safety and comfort comes in second hand3.

5.1.1 Model Deployment (Start)
In developing computer vision functions Erik Rosén explains that everything starts
with an understanding of what problem you want to solve, “a user case”. When the
problem is identified it evolves to the idea of what the network should do and the
development of a neural network is initiated. The network sets the standard for how
the other steps in the value chain should be carried out, e.g. guides which data that
needs to be collected and annotated3.

Marcus Hedberg says that the demand for what functionality that should be included
in an autonomous car that derives from OEMs and industry visionaries4. Further
down in the value chain, there is less overview of what the requirements are and
where they come from5. Even if there is an understanding of the functionality of the
demanded features, much of the discussion is about how to ensure that the software
can be delivered4.

5.1.2 Data Acquiring
Daniel Langkilde explains that, with a developed idea of what problem that should
be solved and how the neural network will be developed sets the standard for what
data the algorithm needs. The data consist of information on what the sensors say
about the world at a specific time. Different combination of sensors is used depending
on the requirements. The most common sensor types are LiDAR, camera, and radar.
It is essential that this data is collected in different ways to cover special situations
to achieve high reliability. When using a combination of sensors, they need to be
time synchronized. An example is when using LiDAR and cameras, the 3D point
clouds from the LiDAR must be synchronized with the pictures from the camera,
to accurately determine objects positions in relation to the car5.

5.1.3 Curation
Gathered raw data needs to be managed in a curation step to fit machine learning
applications better (AltexSoft, 2018). In this phase, the focus is mainly on for-
matting, cleansing, and sampling. Anonymisation is relevant in those cases were a
picture from the public environment is used that involves people and licence plates
as examples. Formatting data is the task of making sure that the data has the right
format.

3Erik Rosén: Technical Expert - Deep Learning at Zenuity, 11-04-2019.
4Marcus Hedberg: CPM at Aptiv, 23-04-2019.
5Daniel Langkilde, CTO at Annotell, 29-03-2019.
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When the data is gathered from several different inputs formatting becomes increas-
ingly important. In the data collecting process, data can contain imperfections.
Some images may become blurry or have other defects that make them useless.
Hence, data cleansing aims to remove inconsistency in the data. Data cleansing can
also include adding missing data to the original raw data. Managing big data sets
is time-consuming and can be computation heavy. Therefore, data sampling is used
as a method to lower the complexity of training and do it faster by dividing the data
into smaller portions (AltexSoft, 2018).

5.1.4 Annotations
Annotation is one of the most critical parts of the value chain3. The most significant
cost generation comes from training data and not from programmers or purchasing
GPUs5. One reason for this is that much data is required to train these high ca-
pacity models because it includes many parameters2. Even if data takes up more of
business costs than it has done in the past, it is possible to find savings elsewhere3.
Because of the time consuming and costly efforts behind annotations, it has become
a prominent hotspot for startups to entry3.

Daniel Langkilde points out that the customer wants to use as little training data
as possible, and it should be done as fast as possible without compromising with
quality. So fully charged efficiency is starting by annotating the right thing. One
problem here is that the customer must have good insight into what high-quality
training data is. If the customer does not know what high-quality training data is,
then it is hard to guarantee the performance. Training data and validating data are
the two types of data that is produced at the annotating phase. The training data,
which is used to train the neural network with, requires high quality. Validation
data which, is used to evaluate the performance of the neural networks, require a
greater amount of data although not as high quality5.

5.1.5 Data Processing
When the neural network is developed and the training data set is complete it is
time to move to the data processing phase says Erik Rosén. The first step in this
phase is to train the neural network with the training data. When the network has
reached a sufficient level for its parameters, it needs to be validated. Validating
is when the algorithm is checked with the validation data that it does what it is
supposed to do. It is difficult to argue that the algorithm does the right things when
it is not tested for all the data points. The problem with neural networks is that no
one knows exactly how they work3. There are methods to visualise neural networks
because there need to be something to confirm why it is going wrong, but with deep
learning, it is in large extent a black box2.

3Erik Rosén: Technical Expert - Deep Learning at Zenuity, 11-04-2019.
5Daniel Langkilde, CTO at Annotell, 29-03-2019.
2Andreas Geiger, Professor of computer science, 8-04-2019.
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Andreas Geiger says that simulations in a virtual environment can be used when
testing the algorithm. The virtual environment is not yet on the level of fidelity
that is required to do a seamless transition over to how it would work in reality.
Therefore, it is not sufficient to train an algorithm on simulations2.

5.1.6 Model Deployment (Finish)
If the algorithm does not perform as expected, each step of development has a feed-
back loop to improve something from a previous step says Erik Rosén. It may be a
problem, requiring the algorithm to be retrained. Maybe the data needs to be anno-
tated in another way, selection of new data, change the input data. These iterations
can take place between all steps.When the algorithm has reached a sufficient level
that is expected from the customer ends the development process, and the algorithm
fulfils a use case3.

5.1.7 Complications
Erik Rosén explains a few special occasions that can change the rules of the value
chain to some extent. The first one it the usage of sensor type. Neural networks are
susceptible to different sensor models. So if an algorithm has been trained with data
from one camera sensor and when its finish is implemented in a car with another
camera model is there a high risk that the algorithm starts to behave weirdly3. The
technique is not on the production level yet for making this transfer between sensors
seems smooth and being easy without fully reannotate everything2.

The other one is if any changes are made to the driving algorithm, the one that
controls the car, which means that old data for validation becomes obsolete to use
on the model and therefore need to start working on new raw data3.

2Andreas Geiger, Professor of computer science, 8-04-2019.
3Erik Rosén: Technical Expert - Deep Learning at Zenuity, 11-04-2019.
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5.2 Companies in the Value Chain
This section describes a selection of companies in the value chain of ADAS/AD
solutions. The companies have been categorised with inspiration from Jay (2018)
to make it easier to understand where they fit in the value chain. Those empirical
findings which are considered to be most significant from each category will be sum-
marised and described below. The gathered information about companies consists of
localisation, description of the business model, what technology they are working on
from computer vision, investment information, and relations between organisations.
All the individual information about the companies can be found in Appendix 1.

5.2.1 Ecosystem
What type of expertise that is needed in the future ecosystem is unclear. Andreas
Geiger explains that some car companies have the engineering skills of building a
car but lack the software skills, and some companies have the engineering skills of
developing software but not cars2. Erik Rosén says that there are still many unan-
swered questions even for ADAS solutions so there is no consensus in which solution
will be the winning in the industry. Thus, winners in the short-term might turn out
to be long-term losers and vice versa3.

Andreas Geiger implies that it is much harder to hire outstanding technology people
for car companies compared to big technology companies. Big technology companies
hire top candidates, which usually finds an offer from Google more attractive were
they publish excellent research. Car manufacturers ramp up from zero, they have
their electrical and mechanical engineers, but these are not AI people. So what can
be seen now in the industry is that companies fight to acquire this type of compe-
tencies2.

Marcus Hedberg explains that it is essential to find other participants in the ecosys-
tem to collaborate with in order to speed up the development. Because of the
uncertainty, this leads to trying out different types of collaborations. One thing is
for sure, and that is hardware will be a smaller part of the total value. Today best
practices start to come from, e.g. Google and Apple instead of the more traditional
automotive companies4.

2Andreas Geiger, Professor of computer science, 8-04-2019.
3Erik Rosén: Technical Expert - Deep Learning at Zenuity, 11-04-2019.
4Marcus Hedberg: CPM at Aptiv, 23-04-2019.
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5.2.2 Annotation Platform
Annotations are seen as one of the most significant bottlenecks in the value chain
because of its cost and time intensiveness when developing neural networks5.Many
developers of computer vision solution have decided that it is better to outsource
annotations to companies whos not having their core competence in that domain3.
This shift has led to steady growth for annotation companies were many are in a
startup stage and trying to differentiate themselves with different approaches to
solve the customer’s problem3. Even if there are a large variety of annotation com-
panies all of them should not be seen as competitors. Annotations are of different
severity and therefore have different quality constraints6. Therefore, annotation
companies can be divided into two essential groups. The first type with those who
work on application towards industries with high-quality requirement (e.g. auto-
motive, radiology). The second one who is working towards industries with lower
quality requirement (e.g. surveillance systems). The annotation companies in this
study have a connection to the automotive industry and therefore are considered to
have customers with high demands on quality. Daniel Langkilde says high quality
is described as the accuracy and precision needed both for the annotated object
and between annotators, it can be that objects should be annotated with a 2-pixels
accuracy, but the annotations need to have excellent precision between them of were
2-pixel accuracy is. The problems lie in who can guarantee high quality when the
customer does not know how good the training data needs to be5.

It is clear that all annotation companies provide an annotation platform. However,
the approach between companies differs after that. A few companies provide the
platform and let the customer handle the annotation themselves. The most common
approach is more of a complete solution were that the annotation company also helps
with the annotation of both training- and validation data. The annotation process
differs between companies the most common one for high-quality annotations is that
the company has its team of annotators. Crowdsourcing is another approach which
is used but not that common for high quality annotation companies due to the lack
of knowledge of the competence of the annotator. A third approach is an automated
annotation, and this is often not considered to be fully automated but instead a mix
between human and automatic annotation5.

A few companies have also extended their business models to include professional
services where they help customers projects to become more efficient to reduce the
number of iterative improvement cycles. Some have even gone upstream in the value
chain to help with the data collection. It is still unknown to what extent curation
is done by the annotation companies or those who collect and provide the data.

5Daniel Langkilde, CTO at Annotell, 29-03-2019.
6Per Lundberg, Machine Learning specialist at CEVT, 13-04-2019.
5Daniel Langkilde, CTO at Annotell, 29-03-2019.
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5.2.3 Tier 1
The tier 1 segment consists of three types of suppliers. Established automotive
suppliers that have started to adapt software solutions for ADAS as a complement to
their old business models. Spinoffs that have started to focus their core competence
on providing complete ADAS solutions were some of the software and hardware is
developed in-house. New entrants have taken the approach of becoming the suppliers
of the future for software and electronics for AD systems.
Private initiatives by established suppliers are actively shown from the number of
investments that have gone into computer vision and machine learning companies.
The spinoffs and new entrants have taken more significant focus on an acquisition
approach in addition to its investments.

5.2.4 Tier 2
In the tier 2 segment, a significant change can be seen. Traditional tier 2 suppliers
who provide hardware components is not found in a large extent focusing on the
software development of ADAS/AD. Software has emerged as a part of the tier 2
segment over the last few years. This shift has lead to an increase in new companies
which can be seen from the high founding and internally low investment activities.
These companies have a similar approach to each other. Focus is on the majority of
the steps of computer vision except for annotations3. Daniel Langkilde says a tier 2
supplier could choose to do all the development steps for the ADAS/AD solutions
by them self. Some of the steps are much more complicated than, and therefore it
can be a good idea to outsource these step to become more efficient5. The goal is
to develop ADAS/AD software that is sold to tier 1 suppliers or directly to OEM3.
Some of these companies have chosen to integrate horizontally and also become
providers of hardware such as sensor and computing chips.

5.2.5 OEM
On the car manufacturer side, there is one company that stands out who has moved
its development of ADAS/AD systems to be done internally and focus on developing
its car fleet network through private customers. The rest of the OEMs is a more
homogenous group where the focus is on developing strategic collaborations, invest
and acquire vertically in the value chain. Their focus is more on integrate ADAS/AD
solutions in their cars which are then sold to private customers or robo-taxi compa-
nies. In order to do this OEMs need to focus on becoming better at understanding
what they are buying from suppliers because it is hard to buy something one does
not understand5.

3Erik Rosén: Technical Expert - Deep Learning at Zenuity, 11-04-2019.
5Daniel Langkilde, CTO at Annotell, 29-03-2019.
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5.2.6 Establish Technology Companies
Established technology companies are a group of companies with previous knowl-
edge from working with techniques such as computer vision, machine learning, and
advanced computing hardware. They have a strong position in the software and
hardware domain and the computer industry but lack knowledge about the au-
tomotive industry (Burkacky et al., 2018). Due to the similarities between these
companies core competence and the technology used for autonomous cars has the
interest of horizontal integration emerged. The approaches were and how they aim
to fit in the value chain differs. What they have in common is the focus on hardware
and complementary software. In this group, they try to fit in as both tier 1, tier
2 and robo-taxi, some by starting up their divisions that expand horizontally and
others by acquiring companies that have established a position in the value chain.

5.2.7 Sensor
Sensor companies do not try to take any unique positions in the market by vertically
or horizontally integration. Sensors companies have a strong focus on collaboration
and not so much on investing and acquiring activities.

5.2.8 Mobility Solution Companies
Companies in this category span from platform providers for ride-hailing services to
software developer retrofitting cars aiming to build robo-taxis. Waymo and Lyft are
two companies in the category. Waymo is developing self-driving cars and is looking
to provide these at Lyft’s platform (Higgins, 2019). Uber is another company that is
trying to provide both the app and develop the self-driving technology (Uber, 2019).

These companies focus on developing both hardware and software to enabling level
4-5 cars were a customer can buy a taxi trip from a driverless car. Collaborations
with the traditional OEMs is establish where they will handle the production of
cars, and the robot-taxi companies develop the AD hardware and software used for
these vehicles and also manage the taxi business towards customers.
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Analysis

In this chapter will the reader be provided with an analysis of the findings of the
thesis. The analysis will be divided into four sections were the first section is for
the first research question. The second and the third section is analysing the second
research question and the fourth section analysing the last research question.

6.1 Computer Vision Value Chain
The process of developing a neural network and refine raw data to valuable training
and validation data is illustrated in figure 6.1. The process is initiated by defining a
use case that requires a neural network and training data. Data is then collected, cu-
rated, and annotated to train a neural network with. As the process of development
advances, necessary improvements in preceding steps are increasingly undesirable.
An example would be to realize that the annotated data is inaccurate when observ-
ing the result of the trained model and would slow down progress as annotations
need improvement before proceeding.

Building the algorithms and deep neural networks used in ADAS/AD solutions is
sometimes addressed as the problem to solve. However, collecting the right data
and processing it requires human consensus that, at first glance, might not get the
deserved attention. A massive amount of data is required to train and validate the
network with. However, a vast amount of data is not per se valuable. It needs to
be the right data and consistently and precisely annotated. Both collecting and
annotating the right data is time-consuming and especially annotating data is an
expensive task as it requires a lot of manual labour. Therefore, collecting and an-
notating the right data is vital in the overall process.

A robo-taxi company operating in a suburban area will not need to collect data about
highway driving if that is outside the operational design domain. Conversely, an
OEM working on a highway pilot solution will not need to gather data about urban
driving. Thus, which data to collect is defined by either the OEM or the mobility
solution provider aiming for a specific solution or a tier 1 supplier wanting to provide
a specific ADAS/AD solution. The collection is often performed by the company
developing the ADAS/AD solution since they are the ones’ with information about
what the solutions are supposed to do when finished. The developer usually has
access to the necessary sensors and equipment of collecting data as well. However,
the necessary equipment and knowledge about what the solution is intended to do
are not enough.
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A problem with data collection is the edge cases. Edge cases are situations that a
human driver would encounter very few times or maybe never in a lifetime. Thus,
it is difficult to collect data about edge cases and eventually train the network with.
Hence, having the right equipment with sensors and cars sweeping the roads collect-
ing data is irrelevant if the right data cannot be captured. Simulation becomes an
increasingly important piece of the puzzle in order to cope with edge cases. Data
about a tricky situation in traffic can in simulation be modified to provide developers
with even more challenging cases to train their models with. In addition to training
a model on edge cases, the simulation will most likely be an integral part of valida-
tion and safety demonstration as it would be impossible to expose the algorithm for
every possible solution in real life situations before deployment.

A major challenge when annotating data is to eliminate ambiguities and room for
interpretations that eventually could confuse an algorithm controlling a car. Thus,
well-defined instructions are critical for annotators. However, humans do not in-
terpret things in the same way. If the people giving the instructions cannot reach
consensus on how to interpret things, consistent annotation becomes close to im-
possible.

An issue with neural networks is the lack of overall knowledge about how they work
and which logic they follow. Efforts to understand the behaviours of neural networks
and create a standardised framework for inspection and verification could help in-
crease knowledge and support the development of future models.
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Figure 6.1: Workflow of developing a deep neural network for ADAS/AD.
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6.2 Impact on the Automotive Value Chain

To understand the bigger picture of how the value chain has evolved from a tradi-
tional linear model to an even more complex ecosystem the computer vision value
chain has been combined with a summarized version of the traditional value chains
displayed in chapter 2.3. The computer vision value chain is from a software per-
spective and directly connects to the tier 2 position of the old value chain. Software
is often seen as a tier 2 position because it shall be integrated with the tier 1 sup-
pliers hardware. Nonetheless, some tier 2 software developers sell directly to the
OEMs. The trend that tier 2 suppliers also sell their products to tier 1 suppliers
and OEMs can be seen from the network analysis figure 6.3. One of the impor-
tant factors to take into account when selling to tier 1 is the compatibility between
software and hardware. With the increasing focus on software this becomes a new
interaction that affects the value chain both upstream and downstream. The future
development of software sets the standard for what hardware is needed to enable
the usage of new techniques.

From a tier 1 perspective, the focus is on building both ready to deliver ADAS solu-
tions with OEMs as their focus customer group. There are also some new initiatives
were the focus is to develop AD solutions (level 4-5) that can be sold both to OEM
and robotaxi companies. The perspective that tier 1 can sell to a customer that
is not an OEM is a new one that has emerged from the futuristic ideas of what
new types of business models that may occur. This means that it is not clear yet
if robo-taxi is a sustainable business idea for the future or if there will be other
concepts that tier 1 supplier can also sell their products to. Tier 1 supplier such
as Aptiv does even develop their own robot-taxi in collaboration with Lyft which
enables them to both take the position as part of a robo-taxi company and a tier 1
supplier. It is uncertain to whom tier 1 suppliers will sell and if they will be active
in several parts of the value chain. However, it is clear that the old linear way with
OEM as tier 1 only customer will not look the same in the future.

Even if the value chain is changing around OEMs they will hold their dominant po-
sition of being car producers. This is because of their long knowledge and no signs
of vertical integrations into this domain. OEMs are not expected to become the best
att developing ADAS/AD systems. They get involved because they need knowledge
in order to become good at buying these solutions. This can be seen in figure 20
that OEM has invested and some have even acquired companies both upstream and
downstream in the value chain. The upstream involvements seams to be more to
understand what they are buying and that they will have developed ADAS and AD
systems that match their products. For those who have gone downstream is seems
to be more from an investment opportunity to have a piece of the revenue stream of
the futures mobility solution and get closer to the end customer. One of the most
obvious changes at this step is that OEMs will no longer only sell to car retailer.
Some manufacturers have started to try and cut out the middleman in order to
directly sell to end customer. For mobility solutions such as robo-taxi companies
has realized that they will not be good at producing cars that is the reason why
they have teamed up with OEMs to buy cars from.
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There are new types of mobility solution that seems to emerge with this new tech-
nology. The most recognized ones within this segment are the robo-taxi companies.
These companies focus on managing a fleet of autonomous cars and provide them
as a taxi service. They develop most of there technology on their own, and they are
only focusing on AD solutions. The software for AD is produced in no small extent
entirely because these companies have their core competence within the software.
Hardware products such sensors are provided by some of the actors mainly to slim
down cost and make the development more efficient. Most robo-taxi companies do
not have the intention of producing cars. Their main focus is to transform cars from
OEMs to autonomous vehicles which they can use in their business. For the rest of
the supply chain is it only some parts of tier 1 and most of the steps for software
tier 2 they replace.
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Figure 6.2: Illustration of the whole automotive value chain for ADAS/AD.
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6.3 Automotive Business Ecosystem
The network in figure 6.3 is showing the current connections between some of the ma-
jor players in the development of ADAS/AD. Although each participant’s individual
ecosystem vary in size, most have a mix between multiple customers, collaborations
and investment to drive their development forward. The arrows represent the three
categories of connections in a value network, where goods and services are equal
to customers, knowledge transfer is equal to collaborations, and intangible bene-
fits are equal to investment and acquisitions. Especially interesting is the amount
of collaborations, investments, and acquisition between companies. Collaborations
between competitive OEMs strengthen the statement that individual companies do
not have what it takes to manage the transition alone. It is also a way of deal-
ing with uncertainty and sharing risk and costs of development. Established tier
1 suppliers, OEMs, and established technology companies have diversified invest-
ments in companies from various places in the value chain. Diversification of this
sort also shows that companies want to expand to have a small stake independent
on who the long-term winner might be. Investments can also be seen as a way to
gain short-term wins by fast becoming more credible in the autonomous car industry.

Figure 6.3: ADAS & AD companies customer relations in the Business
Ecosystem.

Now when the automotive industry has reached a point where innovation requires
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more software to create customer value the barriers to enter the traditional ecosystem
have become lower. It is due to the shift of what type of expertise that is demanded
to drive innovation forward. It has started to move away from the automotive
industry expert area towards software where the knowledge much lower. The shift
has led to a weakening of the old ecosystem and given access for companies that are
experts on software to move horizontally.

Figure 6.4: ADAS & AD companies collaborations in the Business Ecosystem.

The network displays a higher concentration of collaboration around OEMs. A
logical reason for this is that OEMs are the dominant players in the value chain and
therefore need to have good connections with their suppliers to improve themselves.
However, when analyzing established technology companies and mobility solution
companies who are new in this industry, focus on collaboration does not seem as
strong.
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OEMs collaborates with a diversified mixed of companies all over the value chain
when established tech and robo-taxi mostly collaborating with OEMs. One of the
reasons OEMs have much more collaborations and investments could be to man-
age the change from the old ecosystem and still stay relevant. The differences in
collaboration could also be a response to the problems of acquiring the right type
of competences for AI development. Robo-taxi companies have that knowledge in-
house and collaborations is used as a way to be provided with the cars that match
their technology. For OEM seems to have a lack of the right knowledge and try to
acquire it through collaborations instead.

Figure 6.5: ADAS & AD companies investments in the Business Ecosystem.

Vertical integration is occurring to a great extent for tier 1 and OEM trough own
initiatives and by acquisitions. OEMs use it as a way to both be relevant with the
usage of new technology and strengthen their position for a future that is unclear
how it may affect the core business. One of those scenarios can for example in GM’s
case be that autonomous cars cannibalize on sales.
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By investing in mobility companies such as Cruise Automation, GM can keep its
position at the end of the value chain and mitigate the effects of declining car sales
by selling mobility solutions. For tier 1 suppliers it is also about staying relevant in
a technology shift from traditional hardware towards more software. To do so, these
companies focus on acquiring the right competence they need to make this transition
towards more software focused business to manage the change in flexibility between
tier 2 and tier 1 for supplying OEMs as usual.

Horizontal integration can mainly be seen from the non-traditional players, in this
case, established technology companies and some of the robo-taxi players like Uber
and Lyft. For the established technology companies, players know about working
with computer vision however not in the context of automotive. Investing and ac-
quisition play a significant role in the integration where the goal is on getting a ticket
into the automotive market. Clear examples here are Intel’s acquisition of Mobil-
eye and Alphabet investing and spinning-off Waymo. Robo-taxi companies, such as
Uber and Lyft, did not start with the initial idea to become a robo-taxi company,
but have been forced on this type of service to be able to keep their positions by
meeting future demands. The horizontal integration here is that these companies
try to go from being platform providers for taxis to become a robo-taxi company.
This transition is supported through investments and collaboration from mainly tier
1 suppliers.

Two companies positioned at the end of the value chain that stands out is Waymo
and Tesla. These companies are both involved in the race towards autonomous
cars. However, what makes them unique is that they have a rather small amount of
connection when it comes to collaboration and investments in comparison to other
OEM and mobility solution companies. If Tesla or Waymo would become the winner
in this race, even they need to focus on building the ecosystem they want. Tesla
and Waymo are also relatively new players on the automotive market, this has given
them the opportunity to be more flexible and integrate their long-term strategies
when building their ecosystem. Tweaking the strategy is much harder with a well-
established ecosystem tailored after an old strategy. In Waymos example, they are
owned by Alphabet that is a vast technology conglomerate. One of the explanation
to a lower amount of connections to other companies could be that companies as
Alphabet are confident that with all their internal resources, they have the power
to build an ecosystem mainly depending on companies from the own organization
instead of external companies.
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6.4 Two Paths Towards Self-driving Cars
As with the general development of autonomous car technology, how firms are go-
ing to capitalize on autonomous cars is in many aspects still uncertain. However,
two paths towards autonomous cars have been identified. The first one is target-
ing the consumer market while the second one is aiming for a ride-hailing service
with robo-taxis in geo-fenced areas. Both approaches imply a limitation to either
the level of automation and/or the operational design domain. The first approach
is mostly adopted by OEMs striving to gradually offer more autonomous features
to the consumer market until reaching fully autonomous cars. As of today, most
OEMs, especially in the premium segment, offer some sort of ADAS whether it be
adaptive cruise control, lane keeping assists or something else. However, the step
from ADAS to fully autonomous driving is monumental. A common approach is to
start by developing features for a strict operational design domain determined, but
not limited, by road types, speed ranges, and environmental conditions. Highways
are typically easier environments to start with as they, in general, have proper lane
markings and are well maintained. The absence of pedestrians and bicyclists make
behaviour more predictable on highways as well. Thus, traffic jam assistance that
relief the human driver in traffic jams on highways are a common target for OEM
since it is limited to a certain road type and speed range. This incremental approach
towards self-driving cars will gradually try to expand the operational design domain
to include all type of conditions.

The second approach is targeting the consumer service market through ride-hailing
services within a geo-fenced area. Companies adopting this approach is targeting au-
tonomous cars directly instead of developing ADAS to existing consumer products.
In other words, fully autonomous driving under certain conditions. The difference
is that this approach is targeting the consumer market through ride-hailing services
without incrementally providing ADAS. Elaborating on their probability of success
is outside the scope of this thesis.
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7
Conclusion

Autonomous cars are complex products combining expertise from a host of research
domains and increasingly so from computer and software engineering. Extensive
efforts have been made in terms of research, investment, and acquisitions advanc-
ing the technology to a level where companies are pursuing tests on public roads.
Nonetheless, autonomous car technology is still surrounded by uncertainties indi-
cated by the absences of common standards in many aspects. One such aspect is
the training and validation of algorithms and their reliability in supervised machine
learning, which is commonly considered the most successful way to achieve envi-
ronmental perception for autonomous cars. Data is essential to supervised machine
learning algorithms and the development of autonomous cars. However, possessing
significant amounts of data will not give companies competitive advantages by def-
inition. In this context, creating value from data is a non-trivial process including
acquiring, curating, annotating and processing the data. Both training and testing
the model requires sufficiently large datasets of every-day situations and so-called
edge-cases. Currently, there is no consensus on what “sufficiently” implies and is
left to each developer to determine themselves. Given that a consequence of an
error could be fatal, requirements on datasets and models are very high compared
to other application areas.

The automotive industry is facing a shifting knowledge-demand. Although me-
chanical engineering is still a vital part, current technology development requires
computer and software engineering to a more significant extent. Acquisitions and
collaborations are faster means of getting desired know-how than internal develop-
ment and reduces cost and risk of development for individual firms. Acquisitions
and collaborations have been identified between all levels of suppliers and OEMs
and can be seen as a business ecosystem where companies success is dependent on
the prosperity of the overall ecosystem. This collaborative approach is practised
by many companies in the automotive industry. Nonetheless, it is not the only ap-
proach practised as some companies at the forefront of development have extensive
in-house development.

How companies will capturing value from ADAS/AD is still uncertain. Currently,
two branches have been identified in trying to develop and capitalize on autonomous
cars. Traditional OEMs adopts an incremental approach by developing ADAS for
consumer products. In a long-term perspective, OEMs are targeting fully au-
tonomous cars while how their business model will look like by then is yet to be
revealed. The second approach is companies targeting the raid-hailing market in
geo-fenced areas. This approach is in a more direct way trying to realize autonomous
cars although still in a limited area initially.
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8
Further Research

As computer vision in cars increasingly relies on machine learning and neural net-
works, data is becoming a crucial asset. Access to a great amount of data and the
ability to enhance it is identified as key factors to create value. Further investigating
the importance of data and how it can be used as a competitive advantage would be
interesting. Many aspects of development are still in an immature phase, flexibility
and adaptability are essential as the pace and direction of development could change
rapidly.
This thesis has solely focused on the technological perspective of autonomous cars
and the ecosystems of companies behind the development. Including regulatory
and legislative aspects would further increase knowledge about how development
is linked to geographical areas. Comparing different legislative frameworks could
highlight external beneficial circumstances of development. Further investigation of
beneficial external circumstances including social acceptance and cultural differences
could also increase understanding of the demand. Another area of interest would
be to study responsibility and the possibility to ensure the safety of software when
behaviours of neural networks remain uncertain.
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A
Appendix 1

This chapter provides the reader with the data collected about the companies anal-
ysed in the study and creation of the value network. The data is a sample from
recognised companies working with computer vision towards autonomous car indus-
try. Every company mentioned in the cells collabs to invested will be taken into
account for the network analysis. The reason behind this is that all players do not
have a well defines connection to computer vision. Thus also help to reduce the
complexity of analysing, especially when there is doubt if they provide additional
value for the analysis in answering the research questions. The information from the
table is only based on public information and collected from open platforms such
as CrunchBase and company home pages. Without the usage of confidential data,
there is an increased risk that the data may not be a good represent the reality.
For those cells that have the symbol "-" means that no data could be found and for
those with "N/A" means that data could be found but were not relevant for thesis.
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Table A.1: ADAS & AD company sample
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A.1 Annotation Plattforms

Table A.2: Collected data from companies, categorised as annotation platforms

[1] Company website, Retreived 2019-05-21.
[2] Crunchbase, Retreived 2019-05-21.
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A.2 Tier 2

Table A.3: Collected data from companies, categorised as tier 2 suppliers

[1] Company website, Retreived 2019-05-21.
[2] Crunchbase, Retreived 2019-05-21.
[4] Tech crunch (2017), BMW, Intel and Mobileye bring Delphi in on their self-driving platform, 2019-05-21.
[6] Business Region Goteborg (2017), Zenuity: "We’re our own master", 2019-05-21.
[7] Tech crunch (2019), Self-driving car startup Aurora is raising capital at a $2B valuation, 2019-05-21.
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A.3 Tier 1

Table A.4: Collected data from companies, categorised as tier 1 suppliers

[1] Company website, Retreived 2019-05-21.
[2] Crunchbase, Retreived 2019-05-21.
[3] Bloomberg (2018), Retreived from https://www.bloomberg.com/hyperdrive, 2019-05-21.
[4] Tech crunch (2017), BMW, Intel and Mobileye bring Delphi in on their self-driving platform, 2019-05-21.
[5] Intels website, Retreived 2019-05-21.
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A.4 OEM

Table A.5: Collected data from companies, categorised as OEMs

[1] Company website, Retreived 2019-05-21.
[2] Crunchbase, Retreived 2019-05-21.
[3] Bloomberg (2018), Retreived from https://www.bloomberg.com/hyperdrive, 2019-05-21.
[9] Reuters (2019), GM, Ford and Toyota join to advance self-driving testing, standards, 2019-05-21.
[10] Reuters (2018), GM’s driverless car bet faces long road ahead, 2019-05-21.
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A.5 Established Tech

Table A.6: Collected data from companies, categorised as Established Tech

[1] Company website, Retreived 2019-05-21.
[2] Crunchbase, Retreived 2019-05-21.
[3] Bloomberg (2018), Retreived from https://www.bloomberg.com/hyperdrive, 2019-05-21.
[8] Tech crunch (2018), Baidu hits the gas on autonomous vehicles with Volvo and Ford deals, 2019-05-21.
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A.6 Robo-Taxi

Table A.7: Collected data from companies, categorised as robo-taxi producers

[1] Company website, Retreived 2019-05-21.
[2] Crunchbase, Retreived 2019-05-21.
[3] Bloomberg (2018), Retreived from https://www.bloomberg.com/hyperdrive, 2019-05-21.
[11] Tech crunch (2018), Lyft speeds ahead with its autonomous initiatives, 2019-05-21.
[12] The Verge (2019), Waymo’s self-driving cars are now available on Lyft’s app in Phoenix, 2019-05-21.
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A.7 Sensor

Table A.8: Collected data from companies, categorised as sensor suppliers

[1] Company website, Retreived 2019-05-21.
[2] Crunchbase, Retreived 2019-05-21.
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