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Abstract

M-theory is an attempt to unify the different 10-dimensional superstring
theories in a single framework. In this 11-dimensional theory the strings be-
come two-dimensional objects called M2-branes. The interactions of these
branes are not very well understood at a fundamental level. At low ener-
gies, however, a three-dimensional superconformal field theory known as the
ABJM theory has been conjectured to describe the world-volume dynamics of
multiple M2-branes.

We introduce monopole operators in three-dimensional field theories and
calculate the R-symmetry charges of such operators in N = 3 Chern-Simons
Yang-Mills theory. This theory reduces to the ABJM theory in the IR, but
our calculations are performed in the UV. Results for the ABJM case can be
obtained by flowing to the IR, if the quantities involved are constant along
the RG flow. Monopole operators with vanishing R-charges are needed in the
ABJM theory, both for supersymmetry enhancement and for matching the
spectrum with the dual gravity theory.

To describe the monopole operators we use the radial quantization method,
allowing us to indirectly study the operators by looking at monopole states.
We start by calculating the abelian R-charges carried by our monopole vacuum
state. This is done by a normal ordering computation and proves that there
exist monopoles with vanishing R-charge. Since the abelian charge can change
along the RG flow, however, this does not prove anything for the ABJM the-
ory. The non-abelian SU(2)R-charges are calculated by studying the collective
coordinate parametrizing our monopole vacuum state. These charges are also
found to be vanishing, and since non-abelian representations cannot change
continuously the result is valid in the IR (ABJM) limit as well. As a part of
our computations we also derive explicit expressions for the monopole spinor
harmonics, defined as eigenspinors of the Dirac operator on a sphere around
a magnetic monopole.

Keywords:
Monopole operator, ABJM, BLG, R-charge, superconformal field theory, Chern-
Simons theory, M-theory
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1
Introduction

In the history of theoretical physics, unifications has always been of great im-
portance. In unifying two different concepts under a single theoretical frame-
work, a closer understanding of the laws of nature is obtained. Earlier exam-
ples of great unifying theories are electromagnetism and Einstein’s theory of
special relativity. The task that now lies ahead for physicists is to unify the
strong and electroweak interactions, currently best described by the standard
model of particle physics, with gravity, which is described by a completely
different theory; general relativity.

In trying to describe the fundamental laws of nature, the main guiding prin-
ciple is that of symmetries. A theory is symmetric under a specific set of
transformations if these transformations leave the theory, often expressed by
its action, invariant. The continuous symmetries of a theory can be divided
into two classes; spacetime symmetries and internal symmetries. The former
are symmetries affecting spacetime, such as translations, rotations and Lorentz
boosts. In this class of symmetries we also find conformal symmetry and su-
persymmetry, which will be introduced below. The internal symmetries, on
the other hand, reflect a redundance in the way we describe the theory math-
ematically. The so-called gauge symmetries, which in field theories transform
different fields into each other, are extremely common in modern physics. Of-
ten, most of the properties of a theory follow directly from its symmetries.

The standard model is formulated in the framework of quantum field the-
ory (QFT), where elementary particles are described as quantum excitations
of fields. Quantum field theories are enormously widespread in fundamental
physics and show up in many other contexts as well. For an introductory text
on QFT, see [19].

Despite the big success of the standard model to describe the strong and
electroweak interactions, it suffers from several problems. First, there are
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2 Chapter 1: Introduction

some ”minor” ones concerning fine-tuning and the so-called hierarchy problem.
These can be solved by introducing the concept of supersymmetry (SUSY); a
symmetry between bosons and fermions. Most physicists believe that SUSY
exists in nature, even though no experimental evidence has been found so far.
For an introduction on the subject, see [3].

The major problem of the standard model, however, is that it does not include
gravity. Supersymmetrical quantum field theories of gravity (supergravity)
have been studied since the 1970:s and was for a while considered as poten-
tial candidates for a ”theory of everything”. These theories met a number of
problems though, excluding them as alternatives for a fundamental theory. In-
stead, the 1980:s saw the rise of string theory as the main candidate. In string
theory, the fundamental objects are not point particles, but vibrating one-
dimensional strings. Interestingly, only string theories with supersymmetry
(superstring theories) seem to be without inconsistencies. After a while, five
separate superstring theories emerged, each one being 10-dimensional. Later,
in the mid 1990:s, it was suggested by Edward Witten that these theories are
different limits of an underlying more fundamental theory called M-theory [25].
In M-theory, the world is 11-dimensional and the strings in superstring theory
become two-dimensional membranes called M2-branes. It was also found that
11-dimensional supergravity can be seen as a low-energy limit of M-theory,
which revived the interest in this ”dead” field.

To this day, M-theory is still poorly understood. Many leading physicists
believe that completely new mathematics is required to correctly describe the
theory at a fundamental level. Nevertheless, certain aspects and limits of the
theory are possible to study via superstring- and supergravity theories. Also, a
special class of quantum field theories known as conformal field theories (CFT)
can describe the world-volume dynamics of strings and branes in certain cases.

In the late 1990:s, the so-called AdS/CFT-correspondence was suggested by
Juan Maldacena [16]. This turned out to be an important breakthrough in
theoretical physics and offered a completely new way of looking at things.
Maldacena conjectured that superstring- and supergravity theories defined on
Anti-de Sitter (AdS) spaces are actually dual (equivalent) to supersymmet-
ric and conformal (superconformal) field theories on the boundaries of these
spaces. Since then, many dualities of this kind has been found and new aspects
of string- and M-theory can be studied via conformal field theories. Needless
to say, this has increased the importance of CFT in fundamental physics. The
AdS/CFT-correspondance can also be used the other way around. Many sys-
tems in condensed matter theory, for instance, that are described by CFT can
now be studied using methods from string theory.

The concern of this thesis is a superconformal field theory known as the ABJM
theory, which is proposed to describe the world-volume dynamics of multiple
M2-branes. The ABJM theory is manifestly N = 6 supersymmetric. For
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certain choices of parameters, however, it is conjectured to describe M2-brane
configurations with N = 8 supersymmetry. Thus, if the ABJM theory is a cor-
rect world-volume theory of M2-branes, the supersymmetry must be enhanced
for these choices of parameters. That this really is the case has been explicitly
proven using monopole operators. These must exist inherently in the theory
and have certain properties for the SUSY enhancement mechanism to work
out. The main subject of this thesis is to prove the existence of monopole op-
erators with the desired properties in the ABJM theory. Most of the content
in the thesis is based on the arguments and calculations made in [7], and no
new results are presented.

1.1 Outline

In chapter 2, we introduce superconformal field theories and give the details of
the BLG and the ABJM theory. We also describe a mechanism of supersym-
metry enhancement in the ABJM theory and briefly explain the importance
of monopole operators in this context.

In chapter 3, we introduceN = 3 Chern-Simons Yang-Mills theory as a UV
completion to ABJM and rewrite it in the radial quantization formulation. We
also define monopole operators in gauge theories and proceed to find a classical
BPS monopole background solution to our theory.

In the first part of chapter 4, we consider a special case of the monopole
background and calculate its U(1)R charge. This is done by normal ordering
the charge operator derived from the R-symmetry Noether current. In the
second part of chapter 4, we instead look at the general monopole background
and calculate the SU(2)R charge. This is done by quantizing the collective
coordinate that parametrizes the background.

In chapter 5, we summarize what we have done and comment on our
results.
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2
Superconformal Field Theories

The spacetime symmetry group of the standard model is the Poincaré group,
containing translations and Lorentz transformations. As mentioned in the
previous chapter, other important spacetime symmetries are supersymmetry
and conformal symmetry. A field theory possessing both these kinds of sym-
metries, in addition to the Poincaré symmetries, is called a superconformal

field theory. In fact, it can be shown that the superconformal algebra is the
largest possible spacetime symmetry algebra of a quantum field theory [12].
With supersymmetry also comes R-symmetry, which is a symmetry rotating
the different supersymmetry generators (supercharges) into one another. R-
symmetry is a central concept in this thesis.

Conformal transformations are defined as transformations preserving an-
gles. They can be divided into scaling transformations (dilatations) and special
conformal transformations.

Conformal symmetry is not consistent with the existence of massive par-
ticles, which is why a theory like the standard model cannot be conformally
invariant. Nevertheless, as hinted in the previous section and as explained be-
low, CFT is very important in modern physics. In condensed matter physics,
Euclidian two-dimensional CFT:s are used to describe critical point phenom-
ena. In addition, a special class of three-dimensional gauge theories known
as Chern-Simons theories are important in the description of phenomena that
has to do with topological order. In a Chern-Simons theory, the gauge field
dynamics is given by the Chern-Simons form

k

4π

�
tr

�
A ∧ dA+

2

3
A ∧A ∧A

�
(2.1)

where the integer parameter k is called the Chern-Simons level.
In string theory, two-dimensional conformal field theories are known to

arise on the world-sheet of strings. In superstring theory, the world-sheet
dynamics is described by superconformal field theory.

5



6 Chapter 2: Superconformal Field Theories

Recently, three-dimensional superconformal Chern-Simons theories were
suggested to describe the world-volume dynamics of coincident M2-branes.
These specific theories are known as the BLG and the ABJM theory and will
be described in the subsequent sections. Most of this thesis is concerned with
properties of the ABJM theory.

2.1 BLG

In 2007, a world-volume theory for stacks of multiple M2-branes was found by
Bagger and Lambert [4,5] and separately by Gustavsson [10] (BLG). The BLG
theory is anN = 8 superconformal Chern-Simons theory based on an algebraic
structure called a three-algebra, with a basis T a and a totally antisymmetric
triple product:

[T a
, T

b
, T

c] = f
abc

dT
d
. (2.2)

There is also a symmetric trace-form allowing us to raise and lower three-
algebra indices. Analogously to the Jacobi identity for ordinary Lie algebras,
the three-algebra generators obey a fundamental identity. Expressed in the
structure constants this identity reads

f
abc

gf
efg

d = 3f ef [a
gf

bc]g
d, (2.3)

which equivalently can be written as

f
[abc

g f
e]fg

d = 0 (2.4)

or
f
ab[c

gf
d]efg = −f

cd[a
gf

b]efg
. (2.5)

Furthermore, one can show that the structure constants are totally antisym-
metric:

f
abcd = f

[abcd]
. (2.6)

For a specific realization of the three-algebra, related to the Lie algebra SO(4),
it was later shown in [24] that it is possible to rewrite the theory as an ordi-
nary SU(2)×SU(2) gauge theory, without any reference to the three-algebra
structure constants. This realization, however, seems to be the only finite-
dimensional one, which means that the BLG theory can only describe stacks
of two M2-branes. As a solution to this problem, Aharony, Bergman, Jafferies
and Maldacena (ABJM) were led to formulate another world-volume theory
for stacks of M2-branes. The ABJM theory is described in section 2.2.

2.1.1 Field Content and Lagrangian

The original BLG theory consists of two dynamical fields, the scalar Xi
a and

the spinor Ψa, and an auxiliary gauge field Ã
a

µ b. Here, µ, ν,... are flat indices
on the 2 + 1-dimensional world-volume, i, j,... are SO(8) R-symmetry vector



2.2 ABJM 7

indices and a, b,... are three-algebra indices. The SO(8) spinor indices and
the world-volume spinor indices are not explicitly written out. To construct
a Lagrangian one also needs a basic gauge field Aµab, which is related to the
auxiliary gauge field by

Ã
a

µ b = Aµcdf
cda

b. (2.7)

The BLG Lagrangian is

L = −1

2
(DµX

ia)(Dµ
X

i
a) +

i

2
Ψ̄a

γ
µ
DµΨa −

i

4
Ψ̄bΓ

ij
X

i
cX

j
dΨaf

abcd

−V +
1

2
ε
µνλ

�
Aµab∂νÃ

ab
λ +

2

3
Aµ

a
bÃ

b
ν cÃ

c
λ a

�
(2.8)

with the potential

V =
1

12
f
abcd

f
efg

dX
i
aX

j
bX

k
cX

i
eX

j
fX

k
g. (2.9)

The covariant derivative is defined by

DµX
ia = ∂µX

ia + Ã
a

µ bX
ib
. (2.10)

SUSY transformation rules

The Lagranian (2.8) is invariant under the following SUSY transformations:

δX
ia = i�̄ΓiΨa (2.11)

δΨa = DµX
ia
γ
µΓi

�+
1

6
X

i
bX

j
cX

k
dΓ

ijk
�f

bcda (2.12)

δÃ
a

µ b = i�̄X
i
cΓ

i
γµΨdf

cda
b. (2.13)

An explicit verification of this invariance is carried out in Appendix A.1.

2.2 ABJM

As mentioned in section 2.1, the underlying algebraic structure of the BLG
theory is so restrictive that it has only one realization. This realization is
related to the gauge group SO(4) = SU(2) × SU(2), which limits the BLG
theory to describe stacks of two M2-branes. We also mentioned that the BLG
theory can be rewritten as an ordinary gauge theory with gauge group SU(2)×
SU(2), without any reference to the three-algebra. As a generalization to
this, Aharony, Bergman, Jafferis and Maldacena (ABJM) constructed a theory
based on gauge group U(N)×U(N), describing the world-volume dynamics of
N M2-branes [2]. For this to work out, however, they had to reduce the
number of manifest supersymmetries from N = 8 to N = 6. Later, Bagger
and Lambert proved that it is possible to reformulate the ABJM theory in
terms of a three-algebra with a less restrictive structure than their original
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one [6]. Yet another formulation of the theory was given in [18], relating it to
Jordan triple systems.

The original ABJM theory contains two Chern-Simons terms with opposite
levels k and −k. Thus, 1/k is the coupling parameter of the theory. In
fact, for level k, the theory is conjectured to describe M2 branes in an R8

/Zk

background. A stack of M2 branes on R8 or R8
/Z2 has N = 8 supersymmetry

which means that the number of supersymmetries is expected be enhanced
in ABJM theory with k = 1, 2. For the special case of gauge group SU(2) ×
SU(2), it was shown in [22] that one actually gets enhanced supersymmetry.
In fact, the resulting theory is identical to the BLG theory. For the ABJM
theory to correctly describe multiple M2-branes of any number, however, the
supersymmetry must be enhanced for all permissible choices of gauge groups.
That this really is the case was explicitly proven in [11]. The proof relies
heavily on the existence of certain monopole operators in the theory. A brief
explanation of the role these operators play is given in section 2.2.2.

2.2.1 Details of the ABJM Theory

Below, we give the details of the ABJM theory as formulated in [18]. The
Chern-Simons level in this case is k = 1, which means that the theory describes
M2-branes in an R8 background.

The four-index structure constants are written as

f
ab
cd = f

[ab]
cd = f

ab
[cd] . (2.14)

Fields with upper and lower gauge indices are treated as objects in differ-
ent vector spaces and, correspondingly, there is no metric to raise and lower
indices. Furthermore, the structure constants obey the fundamental identity

f
a[b

dc f
e]d

gh = f
be
d[g f

ad
h]c (2.15)

and
(fab

cd )
∗ = f

cd
ab (2.16)

under complex conjugation.
The dynamical fields in the theory are the scalars Z

A
a , the spinors ΨAa

and their complex conjugates Z̄ a
A and ΨAa. Here, upper(lower) capital indices

are (anti-)fundamental SU(4) R-symmetry indices. The basic gauge field A
a

µ b

and the auxiliary gauge field Ã
a

µ b are related by

Ã
a

µ b = f
ac
bdA

d
µ c . (2.17)

The ABJM Lagrangian is

L = −(DµZ
A
a )(D

µ
Z̄

a
A )− iΨ̄Aa

γ
µ
DµΨAa

−if
ab
cd Ψ̄

AdΨAaZ
B
b Z̄

c
B + 2ifab

cd Ψ̄
AdΨBaZ

B
b Z̄

c
A

− i

2
�ABCDf

ab
cd Ψ̄

AcΨBd
Z

C
aZ

D
b −

i

2
�
ABCD

f
cd
ab Ψ̄AcΨBdZ̄

a
C Z̄

b
D

−V +
1

2
�
µνλ

�
f
ab
cdA

d
µ b∂νA

c
λ a +

2

3
f
bd
gc f

gf
aeA

a
µ bA

c
ν dA

e
λ f

�
(2.18)
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where the potential is given by

V =
2

3
ΥCD

BdῩ
Bd

CD , (2.19)

ΥCD
Bd = f

ab
cdZ

C
aZ

D
b Z̄

c
B + f

ab
cd δ

[C
BZ

D]
aZ

E
b Z̄

c
E . (2.20)

The covariant derivative is

DµZ
A
a = ∂µZ

A
a − Z

A
b Ã

b
µ a, (2.21)

DµZ̄
a

A = ∂µZ̄
a

A + Ã
a

µ bZ̄
b

A , (2.22)

DµΨBd = ∂µΨBd −ΨBdÃ
a

µ d. (2.23)

SUSY transformation rules

The SUSY transformation rules for the scalar and spinor fields are:

δZ
A
a = i�̄

ABΨBa (2.24)

δΨBd = γ
µ
DµZ

A
d�AB + f

ab
cdZ

C
aZ

D
b Z̄

c
B �CD − f

ab
cdZ

A
aZ

C
b Z̄

c
C �AB,

(2.25)

where the transformation parameters �AB and �AB obey

�
AB =

1

2
�
ABCD

�CD, (2.26)

�AB =
1

2
�ABCD�

CD
, (2.27)

and
�
AB = (�AB)

∗
. (2.28)

In Appendix A.2.3 we explicitly show that the ABJM Lagrangian is invariant
under (2.24)-(2.25).

2.2.2 SUSY Enhancement and Monopole Operators

As said above, the supersymmetry in the ABJM theory must be enhanced to
N = 8 for k = 1, 2. This was proven in [11], where the authors could write the
action in an SO(8)R invariant form, identify an extra N = 2 supersymmetry
and show that it closes with the original N = 6 algebra. This was done
by considering, in addition to the original ABJM fields, fields with a different
index structure. As an example, recall from section 2.2.1 that the ABJM scalar
field and its complex conjugate has index structure ZA

a and Z̄
a

A respectively.
For the SUSY enhancement to work out, however, fields with index structure
Z

Aa and ZAa must also exist in the theory. In other words, we need a way
to raise or lower gauge indices without changing the R-symmetry properties.
This is the role of the monopole operators. In [11] the authors use monopole
operators W

ab with two gauge indices. By attaching these operators to the
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original ABJM fields, one obtains fields with the desired index structure. Of
course, the monopole operators must transform trivially under R-symmetry.
In addition, their scaling dimension must be zero, since otherwise scalar or
spinor fields with different index structures would have different dimensions.
The question of whether there really, inherently in the ABJM theory, exist
monopole operators with these properties will be the topic for the rest of this
thesis.

As a side note, monopole operators are also important in the verification
of the conjectured AdS/CFT duality between ABJM theory and M-theory on
AdS4 × S7/Zk.



3
N = 3 Chern-Simons Yang-Mills

Theory

The goal of this chapter and the next is to prove the existence of monopole
operators with certain properties in the ABJM theory. These operators should
transform non-trivially under gauge transformations, be R-symmetry singlets
and have vanishing scaling dimension. By the superconformal algebra, the
scaling dimension of the operators is actually related to the R-symmetry
charges. If the R-symmetry charges of the operators can be shown to van-
ish, this is also true for the scaling dimensions. Therefore, the most important
issue in this thesis is to calculate the R-symmetry charges of the monopole
operators.

The charges can, in a weakly coupled theory, be calculated using perturbation
theory. The coupling constant of the ABJM theory is 1/k, so for large Chern-
Simons level perturbation theory can be used. The problem is, however, that
we are interested in the case of small k-values (k = 1, 2 to be more specific),
in which case the theory is strongly coupled. The solution to this problem is
to add a Yang-Mills term to the action, introducing another coupling constant
g. Adding the Yang-Mills term one must also add additional dynamical fields
to the theory in order to preserve some amount of supersymmetry, and the
result of all this is an N = 3 Chern-Simons Yang-Mills theory [7]. In the
IR, where g is divergent, this theory reduces to the N = 6 ABJM theory. In
the UV, on the other hand, the theory is weakly coupled and it is possible
to use perturbation theory. Thus, values of quantities that are unaffected
by the renormalization flow can be computed in the UV and still be valid
in the ABJM (IR) limit. Since a non-abelian representation cannot change
continuously, the non-abelian R-symmetry charge is such a quantity.

11
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3.1 Field Content and Lagrangian

The N = 3 Chern-Simons Yang-Mills theory contains two gauge fields Aµ

and Âµ, corresponding to the two gauge groups. These fields form two gauge

multiplets together with the scalar fields φ and φ̂ and the spinor fields χσ,
χφ, χ̂σ and χ̂φ, all transforming in the adjoint representation of the two gauge
groups. In addition, we have two types of chiral multiplets. The first one
contains the scalars Z

A and the spinors ζ
A in the fundamental and anti-

fundamental of the two gauge groups respectively. The other type of chiral
multiplet is formed by the scalar WA and the spinor ωA, transforming in the
anti-fundamental representation of the first gauge group and the fundamental
representation of the second one. Here, A,B, ... are SU(Nf ) flavour indices.1

The gauge indices are not explicitly written out.
To make the R-symmetry manifest, we arrange the above scalar and spinor

fields into SU(2)R multiplets. First, we have the doublets

X
Aa =

�
Z

A

W
†A

�
, (3.1)

X
†
Aa =

�
Z

†
A

WA

�
(3.2)

and2

ξ
Aa =

�
ω̄
Aeiπ/4

ζ
Ae−iπ/4

�
, (3.3)

ξ
†
Aa =

�
ωAe−iπ/4

ζ̄Aeiπ/4

�
. (3.4)

The adjoint scalars can be written as φa
b = φi(σi)ab

3 (and similar for φ̂), where
i is an SU(2)R vector index. Finally, the adjoint fermions are grouped as

λ
ab =

�
χσe−iπ/4

χ̄φe−iπ/4

χφeiπ/4 −χ̄σeiπ/4

�
, (3.5)

λ̂
ab =

�
χ̂σe−iπ/4 − ˆ̄χφe−iπ/4

−χ̂φeiπ/4 − ˆ̄χσeiπ/4

�
. (3.6)

The complex conjugates of the adjoint fields are

(φa
b )

∗ = φ
b
a = �ac�

bd
φ
c
d, (3.7)

(λab)∗ = −λab = −�ac�bdλ
cd
. (3.8)

1We will keep the number of flavours Nf in the computations arbitrary. The ABJM
theory has Nf = 2.

2The bars refer to the ordinary spacetime Dirac conjugate
3Here, (σi)

a
b denotes either a Pauli matrix or a transposed Pauli matrix, depending on the

context. The SU(2)R indices of the fields are always placed as in (3.1)-(3.4), Pauli matrices
are written as (σi)

b
a and their transposes as (σi)

a
b. These conventions will, in every given

context, make clear which set of matrices we are dealing with.
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We can now write down the action for the N = 3 Chern-Simons Yang-Mills
theory. The kinetic part is given by4

Skin =

�
d
3
x tr

�
− 1

2g2
F

µν
Fµν + κ�

µνλ

�
Aµ∂νAλ +

2i

3
AµAνAλ

�
−

− 1

2g2
F̂

µν
F̂µν − κ�

µνλ

�
Âµ∂νÂλ +

2i

3
ÂµÂνÂλ

�

−DµX
†Dµ

X + iξ
† �Dξ

− 1

2g2
Dµφ

a
bDµ

φ
b
a −

1

2
κ
2
g
2
φ
a
bφ

b
a −

1

2g2
Dµφ̂

a
bDµ

φ̂
b
a −

1

2
κ
2
g
2
φ̂
a
b φ̂

b
a

− i

2g2
λ
ab �Dλab −

κ

2
iλ

ab
λba −

i

2g2
λ̂
ab �Dλ̂ab −

κ

2
iλ̂

ab
λ̂ba

�
(3.9)

and the interaction part by

Sint =

�
d
3
x tr

�
−κg

2
X

†
aφ

a
bX

b + κg
2
X

a
φ̂
b
aX

†
b − iξ

†
aφ

a
bξ

b − iξ
a
φ̂
b
aξ

†
b

+�acλ
cb
X

a
ξ
†
b − �

ac
λcbξ

b
X

†
a − �acλ̂

cb
ξ
†
bX

a + �
ac
X

†
aλ̂cbξ

b

+
κ

6
φ
a
b [φ

b
c, φ

c
a] +

κ

6
φ̂
a
b [φ̂

b
c, φ̂

c
a]−

1

2g2
iλab[φ

b
c, λ

ac] +
1

2g2
iλ̂ab[φ̂

b
c, λ̂

ac]

−g
2

4
(XσiX

†)2 − g
2

4
(X†

σiX)2 − 1

2
(XX

†)φa
bφ

b
a −

1

2
(XX

†)φ̂a
b φ̂

b
a

−X
†
Aaφ

b
cX

Aa
φ̂
c
b +

1

8g2
[φa

b , φ
c
d][φ

b
a, φ

d
c ] +

1

8g2
[φ̂a

b , φ̂
c
d][φ̂

b
a, φ̂

d
c ]

�
. (3.10)

The covariant derivative is

DµX = ∂µX + iAµX − iXÂµ. (3.11)

It can be verified that the action given by (3.9) and (3.10) is invariant under
the following N = 3 SUSY transformations, with variation parameter εab:

δAµ = − i

2
εabγµλ

ab

δλ
ab =

1

2
�
µνλ

Fµνγλε
ab − i �Dφ

b
cε

ac +
i

2
[φb

c, φ
c
d]ε

ad

+κg
2
iφ

b
cε

ac + g
2
iX

a
X

†
cε

cb − ig
2

2
(XX

†)εab

δφ
a
b = −εcbλ

ca +
1

2
δ
a
b εcdλ

cd

δÂµ = − i

2
εabγµλ̂

ab

δλ̂
ab =

1

2
�
µνλ

F̂µνγλε
ab + i �Dφ̂

b
cε

ac +
i

2
[φ̂b

c, φ̂
c
d]ε

ad

+κg
2
iφ̂

b
cε

ac − g
2
iε

bc
X

†
cX

a +
ig

2

2
(X†

X)εab

4κ = k/4π, where k is the Chern-Simons level
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δφ̂
a
b = −εcbλ̂

ca +
1

2
δ
a
b εcdλ̂

cd

δX
Aa = −iε

a
bξ

Ab

δX
†
Aa = −iξ

†
Abε

b
a

δξ
Aa = �DX

Ab
ε
a
b + φ

a
bε

b
cX

Ac +X
Ac
ε
b
cφ̂

a
b

δξ
†
Aa = �DX

†
Abε

b
a + φ̂

b
aε

c
bX

†
Acε

c
bφ

b
a. (3.12)

In the IR, we see that the kinetic terms for all the adjoint fields vanish from
the action. Thus, these fields become auxiliary and can be integrated out. The
Yang-Mills terms vanish in the IR as well, and it can be shown that the theory
reduces to the ordinary ABJM theory in the Nf = 2 case, if one regroups the
fields in an appropriate way [7].

3.1.1 Radial Quantization

In all three-dimensional conformal field theories, there is a one-to-one corre-
spondence between local operators in the theory formulated on R3, and states
in the theory formulated on R × S

2. This is called the operator-state corre-
spondence and the formulation of the theory on R × S

2 is called the radial
quantization picture [8, 9]. In this thesis, we are interested in the properties
of certain operators in a conformal field theory on R1,2. If we transform the
theory to R3, we can then use the operator-state correspondence and study
states in the radial quantization picture to learn about the operators. The
remaining part of this section will be devoted to transforming our action given
by (3.9) and (3.10) from R1,2 to R× S

2.
The first step is to perform a Wick rotation by defining x

3 = ix
0, making

the signature Euclidian. Next, we change to polar coordinates (r, θ, φ) and
introduce a new dimensionless radial variable τ , by defining r = eτ . These
operations result in a theory on R×S

2 where the radial direction is considered
to be the (Euclidian) time direction. Some details of the manifold R× S

2, as
well as our Dirac matrix conventions, are given in Appendix B. In addition
to the coordinate transformations we also perform Weyl rescalings of all the
fields in the theory. These rescalings are defined by

B = e−dim(B)τ
B̃, (3.13)

where B is an old field on R3 with mass dimension dim(B) and B̃ is the new
one on R× S

2. The coupling constant g turns into

g̃ = eτ/2g. (3.14)

The above transformations will render all the coordinates and fields of the
theory dimensionless. Moreover, the theory we started with is not conformally
invariant, which means that the action will change under the Weyl rescalings.
We are ultimately, however, only interested the IR limit of the theory, where
it reduces to ABJM. In this limit, the theory is conformally invariant and the
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rescalings will not affect our results. Before the Weyl rescalings we will also
redefine the adjoint fermions as λ → gλ (and similar for the hatted field) to
put them in a form more suitable for perturbation theory. The resulting action
after performing all these manipulations is given by5

Skin =

�
dτdΩ tr

�
1

2g̃2
F

mn
Fmn − iκ�

mnk

�
Am∂nAk +

2i

3
AmAnAk

�
−

+
1

2g̃2
F̂

mn
F̂mn + iκ�

mnk

�
Âm∂nÂk +

2i

3
ÂmÂnÂk

�

+DmX
†Dm

X +
1

4
X

†
X − iξ

† �Dξ

+
1

2g̃2
Dmφ

a
bDm

φ
b
a +

1

2
κ
2
g̃
2
φ
a
bφ

b
a +

1

2g̃2
Dmφ̂

a
bDm

φ̂
b
a +

1

2
κ
2
g̃
2
φ̂
a
b φ̂

b
a

+
i

2
λ
ab �Dλab +

1

2
κ
2
g̃
2
iλ

ab
λba +

i

2
λ̂
ab �Dλ̂ab +

1

2
κ
2
g̃
2
iλ̂

ab
λ̂ba

�
(3.15)

for the kinetic part and

Sint =

�
dτdΩ tr

�
κg̃

2
X

†
aφ

a
bX

b − κg̃
2
X

a
φ̂
b
aX

†
b + iξ

†
aφ

a
bξ

b + iξ
a
φ̂
b
aξ

†
b

−g̃�acλ
cb
X

a
ξ
†
b + g̃�

ac
λcbξ

b
X

†
a + g̃�acλ̂

cb
ξ
†
bX

a − g̃�
ac
X

†
aλ̂cbξ

b

−κ

6
φ
a
b [φ

b
c, φ

c
a]−

κ

6
φ̂
a
b [φ̂

b
c, φ̂

c
a] +

i

2
λab[φ

b
c, λ

ac]− i

2
λ̂ab[φ̂

b
c, λ̂

ac]

+
g̃
2

4
(XσiX

†)2 +
g̃
2

4
(X†

σiX)2 +
1

2
(XX

†)φa
bφ

b
a +

1

2
(XX

†)φ̂a
b φ̂

b
a

+X
†
Aaφ

b
cX

Aa
φ̂
c
b −

1

8g̃2
[φa

b , φ
c
d][φ

b
a, φ

d
c ]−

1

8g̃2
[φ̂a

b , φ̂
c
d][φ̂

b
a, φ̂

d
c ]

�
(3.16)

for the interactions. The derivative is of course, in addition to gauge covariant,
also geometrically covariant:

DmX = ∇mX + iAmX − iXÂm, (3.17)

where ∇m for the manifold R × S
2 is calculated in Appendix B. Finally, the

SUSY transformations (3.12) turn into:

δAm = − ig̃

2
εabγmλ

ab

δλ
ab =

i

2g̃
�
mnk

Fmnγkε
ab − i

g̃
�Dφ

b
cε

ac − 2i

3g̃
φ
b
c �∇ε

ac +
i

2g̃
[φb

c, φ
c
d]ε

a
d

+κg̃iφ
b
cε

ac + g̃iX
a
X

†
cε

cb − ig̃

2
(XX

†)εab

δφ
a
b = −g̃εcbλ

ca +
g̃

2
δ
a
b εcdλ

cd

δÂm = − ig̃

2
εabγmλ̂

ab

5We have dropped all tildes from the fields
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δλ̂
ab =

i

2g̃
�
mnk

Fmnγkε
ab +

i

g̃
�Dφ̂

b
cε

ac +
2i

3g̃
φ̂
b
c �∇ε

ac +
i

2g̃
[φ̂b

c, φ̂
c
d]ε

a
d

+κg̃iφ̂
b
cε

ac − g̃iε
bc
X

†
cX

a +
ig̃

2
(X†

X)εab

δφ̂
a
b = −g̃εcbλ̂

ca +
g̃

2
δ
a
b εcdλ̂

cd

δX
Aa = −iε

a
bξ

Ab

δX
†
Aa = −iξ

†
Abε

b
a

δξ
Aa = �DX

Ab
ε
a
b +

1

3
X

Ab �∇ε
a
b + φ

a
bε

b
cX

Ac +X
Ac
ε
b
cφ̂

a
b

δξ
†
Aa = �DX

†
Abε

b
a +

1

3
X

†
Ab �∇ε

b
a + φ̂

b
aε

c
bX

†
Ac +X

†
Acε

c
bφ

b
a. (3.18)

3.2 Monopole Operators

In this section, we define monopole operators in U(N) gauge theories and
describe briefly how to find an appropriate classical monopole solution (i e
field configuration) to our N = 3 Chern-Simons Yang-Mills theory. This
classical solution will be the basis for our quantum mechanical computations
in the next chapter.

In a U(1) gauge theory on R3, as is well known, a magnetic monopole
is a gauge field configuration with a field strength singularity in a point in
space, leading to a magnetic flux through a sphere surrounding that point.
A monopole operator is defined as an operator that, if inserted at a specific
point, creates such a singularity and flux. In addition, the monopole operator
specifies the behaviour of the matter fields close to the insertion point. In the
U(1) case, the gauge potential leading to a field strength singularity in the
origin is given by

Aφ = q(±1− cos θ), (3.19)

where q is the magnetic charge and where the upper (lower) sign is for the
northern (southern) hemisphere. The possible values of the magnetic charge
are constrained by the Dirac quantization condition.

By the operator-state correspondence, a monopole operator with magnetic
charge q is mapped to a state on S

2×R with flux q through the sphere [9]. Also,
the presence of a Chern-Simons term in the theory affects the effective charge
of the monopole. By integrating the Chern-Simons term over the sphere, one
obtains a state with charge kq, where k is the Chern-Simons level. Thus,
the monopole operator is effectively described by a state on S

2 × R with flux
kq [14]. For us, this means that the properties we find for the monopole field
configurations (which are our vacuum states) in the radially quantized theory
can be considered properties of the monopole operators themselves.

As discussed in [13] and [14], the above definition of monopole operators
can be generalized to U(N) gauge theories. In this case, the operator creates
a singularity in a U(1) subgroup of U(N). To be more specific, one chooses
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a homomorphism U(1)→U(N) specifying the embedding of U(1) into U(N).
The non-abelian monopole is defined as the image of the ordinary U(1) singu-
larity under this homomorphism. The homomorphism will in general take an
abelian Lie algebra element (like the magnetic charge) to the diagonal matrix
H = diag(q1, q2, ..., qN ), where qi are integers. This matrix labels the non-
abelian monopole operator and in fact, the integers qi can be shown to define
a highest weight representation of U(N). Thus, the choice of qi specifying the
embedding of U(1) into U(N) determines how the non-abelian monopole op-
erator transforms under gauge transformations. By choosing different sets of
integers one obtains monopole operators in different gauge representations.
The non-abelian generalization of (3.19) is simply given by

Aφ = H(±1− cos θ). (3.20)

Also, analogously to the abelian case, a Chern-Simons term affects the effective
charges and thus the possible representations. For Chern-Simons level k, the
monopole operator transforms in the highest weight representation given by
kH = diag(kq1, kq2, ..., kqN ).

To summarize, a monopole operator inserted at a specific point in space
creates a gauge field strength singularity and specifies the field configuration
for the matter fields close to the insertion point. Properties of these fields con-
figurations in the radial quantization picture, such as gauge- or R-symmetry
representations, correspond to properties of the operators themselves.

In [14], monopole operators in U(N)×U(N) gauge theories were described,
which of course is the case of interest in this thesis. The behaviour of the two
gauge potentials A and Â is specified by the two diagonal matrices H and Ĥ,
whose entries satisfy the constraint Σiqi = Σiq̂i.

A special class of monopoles are the BPS6 monopoles. A BPS monopole
is defined as a monopole field configuration that saturates the so-called Bogo-
molny bound; a lower bound on the mass [23]. A BPS monopole also preserves
the supersymmetry of the theory. Since our ultimate goal is to calculate R-
symmetry charges of monopole operators, our monopole field configuration
must be supersymmetry preserving. Thus, we will focus on BPS monopoles.

3.2.1 BPS Solution

A classical BPS monopole solution to ourN = 3 Chern-Simons Yang-Mills the-
ory was found in [7]. For some field configuration to be a valid BPS monopole,
two conditions must be met. First, it has to satisfy the equations of motion
for the theory; and second, the SUSY transformations (3.18) must still leave
the action invariant. The starting point is the gauge field configuration (3.20)
defined on R3, which will not change when going to R× S

2 since it is already
dimensionless. By requiring the SUSY variations for the fermions to vanish
one obtains the conditions Am = Âm and φ̂i = −φi = ηHni(τ), where n2 = 1,

6Bogomolny-Prasad-Sommerfeld
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and η = ±1 corresponds to BPS and anti-BPS monopoles respectively.7 One
also obtains expectation values for the bifundamental scalar fields and it can
be shown that all these field configurations satisfy the equations of motion.

Let us now suppose that we want to do perturbation theory around these
classical expectation values. To get the action in a form suitable for that, the
gauge fields and the adjoint scalar fields must be rescaled by a factor of g.
This means that the quantum fluctuations are of order g. The expectation
values, on the other hand, are of order unity. Since all the computations will
be carried out in the UV, where g is small, our expectation values for the
gauge fields and adjoint scalars can be treated as a classical background. For
the bifundamental scalar, no rescaling is needed to make the action suitable
for perturbation theory. Thus, the classical solution is of the same order of
magnitude as the quantum fluctuations and cannot be treated as a background
in the UV.

To summarize, a classical BPS monopole solution to the N = 3 Chern-
Simons Yang-Mills theory is given by the field configuration

Aφ = Âφ = H(±1− cos θ) (3.21)

φi = −φ̂i = −ηHni(τ), (3.22)

where η = 1 corresponds to a BPS monopole and η = −1 to an anti-BPS
monopole. In the next chapter, this field configuration will be treated as a
classical background. We will examine the R-symmetry properties of the back-
ground since, by the operator-state correspondence, there must exist monopole
operators with the same properties.

7An anti-BPS monopole is a BPS monopole with opposite magnetic charge.
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R-symmetry Charges

In the previous chapter, we found that there is a classical BPS monopole so-
lution to our N = 3 Chern-Simons Yang-Mills theory, where the expectation
values of the gauge fields and adjoint scalars are given by (3.21) and (3.22).
These expectation values are of a different order of magnitude than the quan-
tum fluctuations and can in the following be treated as a classical background.
The background preserves the supersymmetry and R-symmetry of the theory.

In this chapter, we will compute the R-symmetry charges of the back-
ground induced by fermionic fluctuations. In section 4.1 we consider a static
background that breaks the R-symmetry from SU(2) to U(1). Of course, we
can only calculate abelian R-symmetry charges in this way and these can
change continuously under the renormalization flow. Therefore, we also need
to consider the full SU(2)R-preserving background, allowing us to calculate
non-abelian charges. This is done in section 4.2. Since we in the rest of the
thesis will work with a theory on R× S

2, we have collected some geometrical
considerations of this manifold in Appendix B.

4.1 U(1)R

In this section, we consider a special case of the BPS monopole background
(3.21) and (3.22) given by

Aφ = Âφ = H(±1− cos θ) (4.1)

φi = −φ̂i = −ηHδi3, (4.2)

where we arbitrarily have selected the SU(2)R direction to be i = 3. Our task
is now to calculate the U(1)R charge of this background. The idea is to con-
sider all the non-background fields in the theory and compute the total charge
operator. This operator will consist of a vacuum term and the field fluctu-
ations, where the vacuum term corresponds to the charge of the monopole

19
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background and thus of the monopole operator that inserts the background.
To begin with, we will make the calculations for an abelian toy model, con-
taining only one fermion. The results of this calculation can then easily be
generalized and applied to the N = 3 Chern-Simons Yang-Mills theory.

4.1.1 Toy Model

Let us start with an abelian gauge theory on R × S
2 containing one fermion

ψ(τ,Ω) with equation of motion

�Dψ + ηqψ = 0. (4.3)

The Dirac operator is given by

�D = �∇+ i �A, (4.4)

where A is a monopole gauge field configuration of the form (4.1) with H = q.
The mass term in the Dirac equation will later be shown to emerge from the
coupling to a background scalar of the form (4.2) with H = q.

Let us now proceed to calculate the R-symmetry charges in this theory.
Assume that the charge operator is given by

Q1 =

�
dΩψ

†
ψ. (4.5)

To avoid divergences that might occur at τ = 0 we will use point-splitting.
Thus, we set:

Q1(β) =

�
dΩψ

†
�
τ +

β

2
,Ω

�
ψ

�
τ − β

2
,Ω

�
, (4.6)

where β > 0. After the calculations, we will obtain our result in the limit
β → 0.

Instead of (4.5) we could equally well have defined our R-symmetry charge
operator as

Q2 = −
�

dΩψψ
†
. (4.7)

In most cases in quantum field theory, the charge operators consist of fluctu-
ation terms and an infinite normal ordering constant. This normal ordering
constant is simply dropped, and in this way one sets the charge of the vacuum
to zero. In our case, however, the vacuum charge is precisely the quantity we
are interested in since it corresponds to the charge of the monopole background
and, thus, we expect to see a finite normal ordering constant. Q1 and Q2 will
in general give different values for the normal ordering term and, therefore,
we redefine the charge operator as their average.1 The point-splitted version
of our charge operator is now given by

Q(β) =
1

2

�
dΩ

�
ψ
†
�
τ +

β

2
,Ω

�
ψ

�
τ − β

2
,Ω

�
− ψ

�
τ +

β

2
,Ω

�
ψ
†
�
τ − β

2
,Ω

��
.

(4.8)

1See [8] for a discussion about this.
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Our next step is to solve the Dirac equation (4.3) and insert the solution
into the expression for the charge (4.8). To solve the equation, we first expand
ψ(τ,Ω) in monopole spinor harmonics. These are defined as eigenspinors of
the Dirac operator on a sphere around a magnetic monopole, and in Appendix
C we derive the explicit expressions for these spinors, as well as some of their
properties. As seen from (C.84), the monopole spinor harmonics form a com-
plete set of spinors on S

2, which means that we can use them to expand a
general spinor. We write the expansion as follows

ψ(τ,Ω) =
�

m

ψm(τ)Υ0
qm(Ω) +

�

jmε

ψ
ε
jm(τ)Υε

qjm(Ω), (4.9)

where the τ -dependent ψ-functions are operator coefficients. Next, we insert
this expression into the Dirac equation (4.3):

0 = ( �D + ηq)ψ(τ,Ω)

= ( �DS + γ
τ
∂τ + ηq)ψ(τ,Ω)

=
�

m

γ
τ
ψ̇m(τ)Υ0

qm +
�

jmε

�
i∆ε

jqψ
ε
jm(τ)Υε

qjm + γ
τ
ψ̇
ε
jm(τ)Υε

qjm

�

+ηq

�

m

ψm(τ)Υ0
qm + ηq

�

jmε

ψ
ε
jm(τ)Υε

qjm. (4.10)

Here, a dot denotes a derivative with respect to τ . Now, using (C.81), we have
the following equation

sign(q)ψ̇m(τ) + ηqψm(τ) = 0, (4.11)

with solution
ψm(τ) = cme−η|q|τ (4.12)

for some operator cm. In the same way, we use (C.79) to obtain

i∆ε
jqψ

ε
jm(τ) + ψ̇

−ε
jm + ηqψ

ε
jm(τ) = 0, (4.13)

which we also can write as�
ψ̇
+
jm(τ)

ψ̇
−
jm(τ)

�
=

�
0 −(i∆−

jq + ηq)
−(i∆+

jq + ηq) 0

��
ψ
+
jm(τ)

ψ
−
jm(τ)

�
. (4.14)

This system of coupled first order ODE:s can be rewritten as the following
uncoupled second order ODE:s

ψ̈
ε
jm + E

2
jψ

ε
jm = 0, (4.15)

where we have defined

Ej =
�
(i∆+

jq + ηq)(i∆−
jq + ηq)

=
�
−∆+

jq∆
−
jq + iηq(∆+

jq +∆−
jq) + q2

=

�
1

4
((2j + 1)2 − 4q2) + q2

= j +
1

2
. (4.16)
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We write the solution to (4.15) for ε = + as

ψ
+
jm(τ) =

1√
2
cjme−Ejτ +

1√
2
d
†
jmeEjτ (4.17)

for some operators cjm and d
†
jm. Taking the τ -derivative of this expression

and using (4.14) now yields

ψ
−
jm(τ) =− 1

i∆−
jq + ηq

ψ̇
+
jm(τ)

=−
i∆+

jq + ηq

E
2
j

Ej√
2

�
−cjme−Ejτ + d

†
jmeEjτ

�

=
i

�
(2j + 1)2 − 4q2 + 2ηq

2j + 1

1√
2

�
cjme−Ejτ − d

†
jmeEjτ

�

=
1√
2



 2ηq

2j + 1
+ i

�

1−
�

2q

2j + 1

�2



�
cjme−Ejτ − d

†
jmeEjτ

�
. (4.18)

Before we insert (4.18) and (4.17) into the expansion we streamline the nota-
tion a bit by defining

u
+
j = v

+
j =

1√
2
, (4.19)

u
−
j = −v

−
j =

1√
2



 2ηq

2j + 1
+ i

�

1−
�

2q

2j + 1

�2


 . (4.20)

The expansion (4.9) can now be written

ψ(τ,Ω) =
�

m

cme−η|q|τΥ0
m +

�

jmε

�
cjmu

ε
je

−Ejτ + d
†
jmv

ε
je

Ejτ
�
Υε

jm. (4.21)

Since τ is related to ordinary time by τ = it, this is an ordinary oscillator ex-
pansion with positive and negative frequency modes. For the non-zero modes,
we interpret Ej as the energy, cjm and djm as annihilation operators and c

†
jm

and d
†
jm as creation operators. For the zero modes we have to be a bit more

careful since there is a difference between the BPS and the anti-BPS case. In
the BPS case (η = 1), the zero mode is a positive frequency mode and cm

is an annihilation operator. In the anti-BPS case (η = −1), we must instead
interpret it as a creation operator. The operators satisfy (for an appropriate
normalization of ψ) the following anticommutation relations

{cm, c
†
m�} = δmm� (4.22)

{cjm, c
†
j�m�} = δjj�δmm� (4.23)

{djm, d
†
j�m�} = δjj�δmm� . (4.24)
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Furthermore, when we take the Hermitian conjugate of (4.21) we must also
change the sign of τ . This follows because, if we Wick rotate back to ordinary
time, there is a factor of i in the exponentials. Thus, we have

ψ
†(τ,Ω) =

�

m

c
†
meη|q|τΥ†0

m +
�

jmε

�
c
†
jmu

∗ε
j eEjτ + djmv

∗ε
j e−Ejτ

�
Υ†ε

jm. (4.25)

We are now finally ready to calculate Q(β) by inserting (4.21) and (4.25) into
(4.8). We use the orthogonality of the monopole spinor harmonics (C.82) and
(C.83) to perform the integral over Ω, simply trading it for deltas that turn
the double sums into simple sums. This results in the following expression:

Q(β) =
1

2

�

m

c
†
mcmeη|q|β +

1

2

�

jmε

�
c
†
jmcjm|uεj |2eEjβ + djmd

†
jm|vεj |2e−Ejβ

+c
†
jmd

†
jmu

∗ε
j v

ε
je

2Ejτ + djmcjmu
ε
jv

∗ε
j e−2Ejτ

�

−1

2

�

m

cmc
†
me−η|q|β − 1

2

�

jmε

�
cjmc

†
jm|uεj |2e−Ejβ + d

†
jmdjm|vεj |2eEjβ

+cjmdjmu
ε
jv

∗ε
j e−2Ejτ + d

†
jmc

†
jmu

∗ε
j v

ε
je

2Ejτ
�
. (4.26)

The first step in simplifying this expression is to evaluate the ε-sums. We

easily see that
�

ε

|uεj |2 = |vεj |2 = 1 and
�

ε

u
ε
jv

∗ε
j = u

∗ε
j v

ε
j = 0. Then, we set

β = 0 and arrive at

Q =
1

2

�

m

(c†mcm − cmc
†
m) +

1

2

�

jm

�
c
†
jmcjm − cjmc

†
jm − d

†
jmdjm + djmd

†
jm

�
.

(4.27)
We can now normal order all the terms and calculate the vacuum charge. For
the non-zero modes we have the normal ordered part

Q1 =
�

jm

�
c
†
jmcjm − d

†
jmdjm

�
. (4.28)

Because of the sign difference between the terms, the normal ordering con-
stants cancel and we get no contribution to the vacuum charge from these
terms. Turning to the zero mode terms, we have two different cases. In the
BPS case, the normal ordered term is

Q1 =
�

m

c
†
mcm (4.29)

and the normal ordering constant

Q0 = −
�

m

1 = −1

2
(2j + 1) = −|q|. (4.30)
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In the anti-BPS case, the roles of cm and c
†
m are switched and the sign of the

charge is reversed. Thus, the final expression for the vacuum charge is

Q0 = −η|q|. (4.31)

Our result (4.31) is the monopole background charge induced by a fermion
in our abelian toy model. Before we apply this result to our Chern-Simons
Yang-Mills theory, we should of course also examine whether a scalar gives
rise to a similar vacuum charge. However, it was shown in [8] that this is not
the case due to their symmetric spectrum. As shown in Appendix C, the non-
zero mode eigenspinors of the Dirac operator are paired; the two eigenspinors
for each j and m have the same eigenvalue with opposite sign. This is the
reason why the non-zero mode contributions to the normal ordering constant
cancel. The zero mode state, however, is unpaired and no cancellation takes
place. The corresponding spectrum for a scalar is symmetric and has no such
unpaired states, which means that all its contributions to the vacuum charge
cancel.

4.1.2 Applications to N = 3 Chern-Simons Yang-Mills Theory

Let us now apply the results of the previous section to the Chern-Simons
Yang-Mills theory we are interested in. With the background scalar field
configuration (3.22), the theory is invariant under SU(2)R transformations.
We can write these transformations as

δB
a = iε

a
bB

b (4.32)

δBa = −iε
b
aBb. (4.33)

The fermion part of the associated Noether current Jm is given by

ε
a
b (J

m)ba = ε
a
b tr

�
ξ
†
Aaγ

m
ξ
Ab − 1

2
λcaγ

m
λ
cb − 1

2
λacγ

m
λ
bc − 1

2
λ̂caγ

m
λ̂
cb − 1

2
λ̂acγ

m
λ̂
bc

�
.

(4.34)

When we consider the static background (4.2), the symmetry is broken to
U(1)R. Since we have chosen the i = 3 SU(2)R direction, the U(1)R current
is given by setting ε

a
b = (σ3)ab in (4.34). Changing back to the original fields,

the U(1)R current can now be written

J
m =(σ3)

a
b tr

�
ξ
†
Aaγ

m
ξ
Ab − 1

2
λcaγ

m
λ
cb

−1

2
λacγ

m
λ
bc − 1

2
λ̂caγ

m
λ̂
cb − 1

2
λ̂acγ

m
λ̂
bc

�

=tr
�
ξ
†
A1γ

m
ξ
A1 − ξ

†
A2γ

m
ξ
A2 − λ11γ

m
λ
11

+λ22γ
m
λ
22 − λ̂11γ

m
λ̂
11 + λ̂22γ

m
λ̂
22
�

=tr
�
ωAγ

m
ω̄
A − ζ̄Aγ

m
ζ
A + χ̄σγ

m
χσ − χσγ

m
χ̄σ + ˆ̄χσγ

m
χ̂σ − χ̂σγ

m ˆ̄χσ
�

=tr
�
−ω̄Aγ

m
ω
A − ζ̄Aγ

m
ζ
A + 2χ̄σγ

m
χσ + 2ˆ̄χσγ

m
χ̂σ

�
. (4.35)
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In the last step, we have flipped three of the fermion bilinears. The conserved
U(1)R charge is now given by

Q =

�
dΩ J

τ

=

�
dΩ tr

�
−ω̄Aγ

τ
ω
A − ζ̄Aγ

τ
ζ
A + 2χ̄σγ

τ
χσ + 2ˆ̄χσγ

τ
χ̂σ

�

=

�
dΩ tr

�
−ω

†
Aω

A − ζ
†
Aζ

A + 2χ†
σχσ + 2χ̂†

σχ̂σ

�
. (4.36)

Let us now turn to the equations of motion. For the background given by (4.1)
and (4.2), and when g̃ → 0, the Euler-Lagrange equations for the fermions
yield

�Dξ
Aa − η[H(σ3)

a
b , ξ

Ab] = 0 (4.37)

�Dξ
†
Aa + η[H(σ3)

b
a, ξ

†
Ab] = 0 (4.38)

�Dλ
ab + η[H(σ3)

b
c, λ

ac] = 0 (4.39)

�Dλ̂
ab + η[H(σ3)

b
c, λ̂

ac] = 0, (4.40)

implying

�DωA + η[H,ωA] = 0 (4.41)

�Dζ
A + η[H, ζ

A] = 0 (4.42)

�Dχσ + η[H,χσ] = 0 (4.43)

�Dχ̂σ + η[H, χ̂σ] = 0. (4.44)

Our next step is to relate these equations to the Dirac equation in our toy
model. Writing out the gauge indices explicitly, the gauge group generator
H = diag(q1, ..., qN ) can be written as Hrs = qrδrs. Since there is a well
defined commutator between H and the fermion fields, these must carry two
gauge indices as well. For a generic fermion ψ, we now have

[H,ψ]rs = qrδrtψts − ψrtqtδts = (qr − qs)ψrs. (4.45)

In the monopole background given by (3.21), the Dirac operator corresponding
to the covariant derivative (3.17) is

�Dψ = �∇ψ + iγ
φ
H(±1− cos θ)ψ − iγ

φ
ψH(±1− cos θ)

= �∇ψ + iγ
φ(±1− cos θ)[H,ψ]. (4.46)

Using (4.45), we see that each fermion matrix element ψrs separately satisfies
the equation of motion

�∇ψrs + iγ
φ(±1− cos θ)(qr − qs)ψrs + η(qr − qs)ψrs = 0, (4.47)

which is of the same form as the Dirac equation (4.3) in our abelian toy model
with q = qr − qs.
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Let us now compare our charge (4.36) to the charge operator (4.5) that
was the starting point in our abelian model. Inside the trace, there are 4−2Nf

terms of the same form as the one in (4.5). Moreover, taking the trace amounts
to summing over all fermion matrix elements ψrs. Since, in addition, each such
matrix element satisfies the Dirac equation (4.47), we can directly apply our
toy model result (4.31) to the N = 3 Chern-Simons Yang-Mills theory. Thus,
our final result for the U(1)R charge of the BPS monopole background is given
by

Q = −η(4− 2Nf )
N�

r,s=1

|qr − qs|. (4.48)

In the above computation, we did not include the (non-background) bosons
of the theory. As briefly commented at the end of the previous section, their
contribution to the vacuum charge vanish due to the symmetric spectrum.

We see that there are two ways to make (4.48) identically vanish. One
is to set qr = qs for all r and s, but this strongly limits the possible gauge
representations of the monopole (remember that the q:s define a highest weight
representation of the gauge group U(N)). The other way is to set the number of
flavours, Nf , equal to two. The ABJM theory, where our ultimate interest lies,
has precisely this number of flavours. It is important to remember, however,
that the above computations were carried out in the UV. Flowing to the
IR (ABJM) limit could in principle change the value of the U(1)R charge.
Thus, we cannot be completely sure that the ABJM theory really allows for a
monopole background with vanishing R-symmetry charge and arbitrary gauge
representations. To be able to draw this conclusion, we must calculate non-
abelian R-symmetry charges. This is the topic of the next section.

4.2 SU(2)R

In the previous section we considered the background field configuration spec-
ified by (4.1) and (4.2). Here, the non-zero vacuum expectation values had
one degree of freedom; the U(1)R phase. This phase is a simple example of
a collective coordinate. In general, a collective coordinate is a parameter de-
scribing the zero modes of a system. For instance, let us suppose we want
to find static quantum fluctuations around a classical (zero-mode) solution
of some system. If the system possesses a symmetry in a given coordinate
x, the zero-mode states will be ”spread out” in the corresponding direction.
Therefore, to really find quantum states that are localized around the classical
solution, one has to separate out the x-dependence from the problem. This
results in a new problem involving all the other coordinates, and by solving
this problem the true localized quantum states can be found. The only role
of x is to parameterize the space of zero-mode states. For a more thorough
discussion about collective coordinates, see [20].

In this thesis, however, we are interested in finding properties of the clas-
sical background solution itself. For this purpose, we can use the fact that



4.2 SU(2)R 27

the collective coordinate fully parameterizes the background; the properties
of the collective coordinate corresponds to the properties of the background
itself. As noted above, the background considered in the previous section was
described by a U(1)R collective coordinate. In this section, we instead con-
sider the full SU(2)R-conserving background given by (3.21) and (3.22). The
collective coordinate parametrizing this background is the unit vector ni(τ) in
the SU(2)R moduli space. Our task is now to determine the possible SU(2)R
charges of ni(τ).

A simple interpretation of our collective coordinate is that of a particle
moving on a unit sphere. In this interpretation, the SU(2)R charge of ni(τ)
corresponds to the angular momentum of the particle. If there were no interac-
tions between the background scalar and the other fields in the Chern-Simons
Yang-Mills theory, the collective coordinate would behave as a free particle on
a sphere. Since any angular momentum representation is possible for a free
particle, we could in this case easily find a background with vanishing SU(2)R
charge. What makes things more complicated is that there are interactions
between the background scalar and the other fields. Thus, the collective co-
ordinate is described by a particle subject to constraints that could possibly
change the allowed SU(2)R representations. To find out the details of this, we
will compute the effective action Γ(n), describing the effects of the interac-
tion terms on the collective coordinate. This action can then be used to draw
conclusions about the SU(2)R properties of ni(τ).

In the UV, where g̃ → 0, the surviving interaction terms in (3.16) contain-
ing ni(τ) are

− iniξ
†
Aa(σi)

a
b[H, ξ

Ab]− iniλab(σi)
b
c[H,λ

ac]− iniλ̂ab(σi)
b
c[H, λ̂

ac]. (4.49)

Since these terms contain the fermions of the theory, we also need to include
the fermion kinetic terms. Thus, the part of the action (3.15) and (3.16) we
will consider is

S =

�
dτdΩ tr

�
−iξ

†
Aa �Dξ

Aa − iniξ
†
Aa(σi)

a
b[H, ξ

Ab]

+
i

2
λab �Dλ

ab − i

2
niλab(σi)

b
c[H,λ

ac]

+
i

2
λ̂ab �Dλ̂

ab − i

2
niλ̂ab(σi)

b
c[H, λ̂

ac]

�
. (4.50)

By integrating out the fermions one obtains the effective action Γ(n) for the
collective coordinate:

e−Γ(n) =

�
[dξ†][dξ][dλ][dλ̂] e−S

. (4.51)

Before we do this explicitly, we will consider a toy model action that we easily
can generalize to (4.50), much like we did in the U(1)R case.
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4.2.1 Toy Model

Let us first study the following action, containing the fermion SU(2)R doublet
ψ
a(τ):

S =

�
dτ

�
−iψ

†
a∂τψ

a − iqni(τ)ψ
†
a(σi)

a
bψ

b
�
. (4.52)

In this simple example, the fermion has no spatial dependence. We will show
later, however, that the results obtained for (4.52) can easily be generalized to
a case with spatial dependence by using the properties of the monopole spinor
harmonics. The effective action is given by the following expression

Γ(n) = − ln det (i∂τ − iqni(τ)σi) , (4.53)

where det (i∂τ − iqni(τ)σi) is a functional determinant of the operator acting
on the fermion.2 In the definition of a functional determinant of an operator,
the operator itself is treated as a matrix. In the general case, this matrix might
have a lot of different indices in different ”spaces”. Also, if the operator is a
function of some continuous variable, this variable is treated as an additional
(diagonal) index. To calculate the determinant one can use the following
matrix identity

ln detM = tr lnM. (4.54)

Using (4.54) on a functional determinant, the trace operation corresponds,
of course, to taking the ordinary trace of all the indices and integrating over
all the continuous variables. Applied to our toy model, (4.54) yields

Γ(n) = − tr ln (i∂τ − iqni(τ)σi) . (4.55)

Here, the trace operation amounts to taking the ordinary SU(2)R trace and
integrating over τ . Before we do that, however, some further manipulations
are in order.

We will not compute the action (4.55) exactly; rather, we will write it in a
way that tells us something about the SU(2)R representations of the collective
coordinate. To proceed we take ni(τ) to be quasi-static, which enables us to
expand the action in ṅi. The general form of such an expansion is:

Γ(n) =

�
dτ

�
−Veff(n) + iṅiAi(n) +

1

2
ṅiṅjBij(n) + ...

�
, (4.56)

where Veff(n) is the effective potential and Ai(n) and Bij(n) are arbitrary
functions. In our particle-on-a-sphere picture of the collective coordinate, the
first order term represents a coupling to an electromagnetic field with vector
potential Ai(n). The presence of such a term can affect the possible values
of the angular momentum of the particle. What we will do next is to expand
(4.55) and compare it to (4.56). If we find Ai(n) to be non-zero, the collective

2Note that the relative sign between the terms in the determinant has changed. This is
because we use Pauli matrices in (4.53) and transposed Pauli matrices in (4.52).
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coordinate is properly described by a particle in an electromagnetic field. The
form of Ai(n) will then determine the possible angular momentum values of
the particle and thus the allowed SU(2)R representations for the collective
coordinate.

Since the action (4.55) does not contain ṅi(τ) explicitly, some additional
manipulations are in order before we can carry out the expansion. We begin
by writing the collective coordinate in a form that makes the quasi-staticity
more explicit:

ni(τ) = n̊i + ñi(τ). (4.57)

Here, the constant part n̊i obeys n̊
2 = 1 and the τ -dependent part ñi is a

small fluctuation. This allows us to expand our expressions in the fluctuation,
around n̊i. Separately expanding each term of (4.56) in this way, we have to
second order in the fluctuations

Γ(n) =

�
dτ

�
−Veff(̊n)− ñi∂iVeff(̊n)−

1

2
ñiñj∂i∂jVeff(̊n)

+i ˙̃niAi(̊n) + i ˙̃niñj∂jAi(̊n) +
1

2
˙̃ni ˙̃njBij (̊n) + ...

�
. (4.58)

When we expand the logarithm in (4.55), the result will be of the form (4.58).
Remembering that our task is to determine Ai(n), we will concentrate on
finding the unique second order term where one of the two ñi-factors is a
τ -derivative. Since the coefficient of the corresponding term in the general
expansion is ∂jAi(̊n), this will enable us to say something about Ai(n). Before
we carry out the expansion, let us streamline the expressions a bit by defining
m̊i = qn̊i, m̃i = qñi and �m = miσi. The action (4.55) can now be written3

Γ(n) = − tr ln (i∂τ − i �m̊− i �m̃) = − tr ln (i∂τ − i �m̊)− tr ln

�
− 1

∂τ − �m̊ �m̃
�
.

(4.59)
Here, all the τ -dependece is in the second term. Expanding the logarithm in
its Taylor series, we can pick out the second order term:

Γ(2)(n) =
1

2
tr

�
1

∂τ − �m̊ �m̃ 1

∂τ − �m̊ �m̃
�
=

1

2
tr

�
∂τ + �m̊
∂2
τ − m̊2

�m̃ ∂τ + �m̊
∂2
τ − m̊2

�m̃
�
. (4.60)

To be able to find the terms in (4.60) with exactly one derivative of �m̃, we will
use the following identity

1

∂2 − m̊2
φ =

∞�

k=0

(−1)k [∂2
, [∂2

, ..., [∂2

� �� �
k

, φ]...]]
1

(∂2 − m̊2)k+1
. (4.61)

3The identity lnAB = lnA + lnB holds only when the operators A and B commute.
Otherwise, the extra terms can be calculated using the Baker-Hausdorff formula. The oper-
ators in (4.59) do not commute, but since everything is inside the trace the identity holds
anyway. The trace of a commutator is always zero, which can be proven directly by using
the linearity and cyclicity.
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It is also important to remember that the ordering of the slashed m:s matters,
since they contain Pauli matrices. We start by using (4.61) with φ = �m̃. Since
we are interested in the terms with one first order derivative only, we can
immediately throw away the terms with a second order derivative or with two
first order derivatives. The only surviving terms are4

�m̃ 1

∂2
τ − m̊2

− [∂2
τ , �m̃]

1

(∂2
τ − m̊2)2

= �m̃ 1

∂2
τ − m̊2

− 2 ˙�m̃∂τ
1

(∂2
τ − m̊2)2

. (4.62)

Applying ∂τ + �m̊ to this expression now gives us

∂τ + �m̊
∂2
τ − m̊2

�m̃ = ˙�m̃ 1

∂2
τ − m̊2

+ �m̃ ∂τ

∂2
τ − m̊2

+ �m̊�m̃ 1

∂2
τ − m̊2

− 2 ˙�m̃ ∂
2
τ

(∂2
τ − m̊2)2

− 2 �m̊ ˙�m̃ ∂τ

(∂2
τ − m̊2)2

. (4.63)

Next, we calculate the square of (4.63), again throwing away terms of the
wrong order:

�
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4In the following, we will use the equality signs in a rather sloppy way. It is to be
understood that we throw away the uninteresting terms.
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. (4.64)

Collecting all these terms yields

�
∂τ + �m̊
∂2
τ − m̊2

�m̃
�2

= ˙̃mim̃j(σiσj + 2σjσi)

�
∂τ

(∂2
τ − m̊2)2

− 2
∂
3
τ

(∂2
τ − m̊2)3

�

+ ˙̃mim̃jm̊k(σiσkσj + σjσkσi + σkσjσi)
1

(∂2
τ − m̊2)2

− 2 ˙̃mim̃jm̊k (2σjσkσi + 2σkσjσi

+σiσkσj + σkσiσj)
∂
2
τ

(∂2
τ − m̊2)3

− 2m̊i ˙̃mjm̊km̃l(σiσjσkσl + 2σiσlσkσj)
∂τ

(∂2
τ − m̊2)3

. (4.65)

Let us now take the SU(2)R trace of this expression, making use of the following
Pauli matrix identities:

trσiσj = 2δij (4.66)

trσiσjσk = 2i�ijk (4.67)

trσiσjσkσl = 2(δijδkl − δikδjl + δilδjk). (4.68)

Inserting the result into (4.60), we obtain our expression for the second order
terms in the expansion with exactly one derivative:

Γ(2,1)(n) = −3 tr ˙̃mim̃i
∂
3
τ + m̊

2
∂τ

(∂2
τ − m̊2)3

− i tr �ijk ˙̃mim̃jm̊k
1

(∂2
τ − m̊2)2

−6 tr (2 ˙̃mim̃jm̊im̊j − ˙̃mim̃im̊
2)

∂τ

(∂2
τ − m̊2)3

. (4.69)

At this stage, the only part of the trace still to be performed is the τ -
integration. We see that, in all the terms in (4.69), the τ -dependent part
is separated from the differential operators. These two parts can be inte-
grated separately. We also note that the first and third terms are actually
total derivatives that will not survive the integration. Thus, we are left with
the second term only. To integrate the operator part, we insert two complete
sets of energy states. To see these steps more clearly we switch to bra-ket
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notation, and view 1
(∂2

τ−m̊2)2 as the τ -representation of the operator A. We

rewrite the integral as
�

dτ
1

(∂2
τ − m̊2)2

=

�
dτ �τ |A|τ�

=

�
dτ

�
dωdω

� �τ |ω� �ω|A |ω�� �ω�|τ�

=

�
dωdω

�

2π
�ω|A |ω�� δ(ω� − ω)

=

�
dω

2π
�ω|A|ω� , (4.70)

where we in the second step have used
�
dτ �ω�|τ� �τ |ω� = �ω�|ω� = 1

2π
δ(ω� − ω). (4.71)

To explicitly write the operator A in the ω-basis, we recognize i∂τ to be the
energy operator. Therefore, �ω|A|ω� is obtained by simply setting ∂τ = −iω.
Now that we know how to handle the integration of the differential operator,
let us return to (4.69). Writing out the trace integrals, we arrive at

Γ(2,1)(n) = −i

�
dτ �ijk

˙̃mim̃jm̊k

�
dω

2π

1

(ω2 + m̊2)2

= − i

4

�
dτ �ijk

˙̃mim̃j
m̊k

|m̊|3

= − i

4
sign q

�
dτ �ijk

˙̃niñj
n̊k

|̊n|3 . (4.72)

Let us now return to the general expansion (4.58). The term we are interested
in can be written as

Γ(2,1)(n) = i

�
dτ ˙̃niñj∂jAi(̊n) =

i

2

�
dτ

�
˙̃niñj∂jAi(̊n) + ˙̃njñi∂iAj (̊n)

�

= − i

2

�
dτ ˙̃niñj (∂iAj (̊n)− ∂jAi(̊n)) , (4.73)

where we in the last step have integrated one of the terms by parts, obtaining
a minus sign. Comparing (4.73) and (4.72) we can now conclude:

∂iAj(n)− ∂jAi(n) =
sign q

2
�ijk

nk

|n|3 . (4.74)

This equation is nothing less than the field strength for a magnetic monopole
of charge sign q/2, with Ai(n) as the corresponding gauge potential. Thus, the
above analysis shows that the toy model collective coordinate can be properly
described by a particle on a sphere around a magnetic monopole. It is im-
portant to realize that this monopole is not related to our original spacetime
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monopole. The fact that there exists a monopole also in the SU(2)R mod-
uli space is a pure coincidence. We can, however, use what we have already
learned about magnetic monopoles to draw an important conclusion for the
collective coordinate. In Appendix C we studied a fermion in a monopole
background and learned that the angular momentum eigenvalues are bounded
from below by the monopole charge (see (C.42)). Applying this to our particle
analogy of the collective coordinate, we draw the conclusion that the possible
SU(2)R representations are bounded from below.

The above analysis was done for the simple toy model action (4.52), that
has no spatial dependence. Before we can apply our results to the N = 3
Chern-Simons Yang-Mills theory, we need to generalize this toy model a bit.
Instead of (4.52), let us consider the following action

S =

�
dτdΩ

�
−iψ

†
a �Dψ

a − iqni(τ)ψ
†
a(σi)

a
bψ

b
�
, (4.75)

where the fermion is space dependent. We can expand the fermion in monopole
spinor harmonics like we did in the previous section (see eq. (4.9)). Inserting
the expansion into (4.75) and using (C.79), (C.81), (C.82) and (C.83) we arrive
at5

S =
�

m

�
dτ

�
−iψ

†
m∂τψm − i sign (q)qniψ

†
mσiψm

�

+
�

jmε

�
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�
−iψ

ε†
jm∂τψ

ε
jm +∆ε

jqψ
−ε†
jm ψ

ε
jm − iqniψ

−ε†
jm σiψ

ε
jm

�
.(4.76)

Starting with the zero mode terms it is apparent that, for each m, we have
essentially the previously considered case (4.52). The only difference is the
sign q-factor in the second term, which simply can be absorbed into ni. Thus,
the right hand side of our previous result (4.74) is multiplied by this factor,
removing the previous sign q-dependence. With the sum over m giving a factor
of 2j + 1 = 2|q|, the total contribution from the zero modes is

∂iAj(n)− ∂jAi(n) = |q|�ijk
nk

|n|3 . (4.77)

Next, we turn to the non-zero modes. In this case, we cannot immediately
use our results from the simpler model, since the action is of a different form.
Let us start with the effective action written as a functional determinant.
Since different jm-modes do not mix, we can consider each one of these modes
separately. For fixed values of j and m we have

Γ(n) = − ln det

�
i∂τ −∆− − i �m

−∆+ − i �m i∂τ

�

= − tr ln

�
i∂τ −∆− − i �m

−∆+ − i �m i∂τ

�
. (4.78)

5We have suppressed the SU(2)R doublet indices to avoid cluttered notation.
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The matrix in this expression mixes the ε = ± components in (4.76). In
addition to what we considered in the simpler model, the functional de-
terminant should now also be taken with respect to this matrix. Defining
∆ = ∆+ = −∆− we have

Γ(n) = − tr ln
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 .

The second one of these logarithms can be expanded, just like in the previous
case. The following calculations will be very similar to those for the simpler
model, the only real difference being the extra matrix structure that mixes
the ε = ± components. In each step, we throw away the uninteresting terms.
The second order term in the expansion is

Γ(2)(n) =
1

2
tr





�
−∂τ −i∆− �m̊

i∆− �m̊ −∂τ

�

∂2
τ − m̊2 −∆2

�
0 �m̃
�m̃ 0

�




2

=
1

2
tr

��
(−i∆− �m̊)

�
�m̃ 1

∂2
τ−m̊2−∆2 − 2 ˙�m̃ ∂τ

(∂2
τ−m̊2−∆2)2

�

−( ˙�m̃+ �m̃∂τ )
1

∂2
τ−m̊2−∆2 − 2 ˙�m̃ ∂τ

(∂2
τ−m̊2−∆2)2

−( ˙�m̃+ �m̃∂τ )
1

∂2
τ−m̊2−∆2 − 2 ˙�m̃ ∂τ

(∂2
τ−m̊2−∆2)2

(i∆− �m̊)
�
�m̃ 1

∂2
τ−m̊2−∆2 − 2 ˙�m̃ ∂τ

(∂2
τ−m̊2−∆2)2

�
�2



 . (4.79)

When we square the matrix in (4.79) only the diagonal elements of the resulting
matrix M need to be computed, since the trace is the sum of these elements.
The first element is
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(4.80)
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and the second one
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The only difference between these elements is the sign of ∆. Thus, we imme-
diately see that after computing the squares, all terms with ∆ and �m̊ mixed
will cancel. The surviving terms are

M11 +M22 = −2∆2
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Our next step is to take the SU(2)R trace of (4.82). Using (4.66) and (4.68)
we arrive at
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��
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All these terms are total derivatives that do not survive the τ -integration,
and this means that the non-zero modes give no contribution to the final
result. To understand the mechanism behind this, we take a look at (4.80)
and (4.81) again. The terms with three m:s are the only ones that survive
the τ -integration. These terms do, however, cancel because of the mentioned
sign difference between ∆+ and ∆−, which in turn is due to the pairing of the
Dirac operator eigenvalues. We found that exactly the same mechanism is at
work in the U(1)R case (see (4.28)).

To sum things up, we have found that the toy model collective coordinate
ni(τ) with action (4.75) can be described by a particle on a sphere around a
monopole with charge |q|.

4.2.2 Applications to N = 3 Chern-Simons Yang-Mills Theory

In the previous section, we found that the collective coordinate ni(τ) in the
toy model (4.75) could be properly described by a particle on a sphere around
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a magnetic monopole with charge |q|. Let us now apply this result to our
N = 3 Chern-Simons Yang-Mills theory. Returning to (4.50), we note that
we can handle the gauge indices in the same way as we did in the U(1)R case
(see (4.45)). Thus, starting with the ξA-part, we see that each fermion matrix
element ξrs is of the same form as the toy model (4.75) with q = qr − qs.
Summing over the gauge- and flavour indices, the total contribution to the
monopole charge from these terms becomes Nf

�N
r,s=1 |qr − qs|.

Next, we consider the λ
ab-terms. Summing over a, this part of the action

becomes
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�
, (4.84)

where we have used λab = −(λab)∗ (see (3.8)). These terms are almost of the
same form as the ξ

A-part of (4.50), the only difference being the sign of the
term containing the commutator, which is simply absorbed into the monopole
charge. Since we have two expressions of this form, both with a factor of 1

2
in front, the total contribution from the λ

ab-terms to the monopole charge
is −

�N
r,s=1 |qr − qs|. Performing the same analysis for the λ̂

ab-terms, we get
exactly the same result. Thus, the total contrubution to the monopole charge
in the SU(2)R moduli space, from all the terms in (4.50) is

Qmon = (Nf − 2)
N�

r,s=1

|qr − qs|. (4.85)

Now, let us recall that the possible SU(2)R representations of the collective
coordinate ni(τ) in our N = 3 Chern-Simons Yang-Mills theory is bounded
from below by Qmon. Since ni(τ) parametrizes the (spacetime) monopole
background, we can draw the conclusion that we must setQmon = 0 to allow for
BPS monopole configurations with vanishing SU(2)R charge. This puts us in
exactly the same situation as in the U(1)R case. We could either set qr−qs = 0
for all r and s (which strongly limits the possible gauge representations of the
monopole) or set Nf = 2. As said before, the number of flavours in the ABJM
theory is two. In the U(1)R case we could not draw any conclusions about the
ABJM theory, since all the computations were performed in the UV and the
abelian charge can change in the RG flow to the ABJM limit. Now that we
have found monopoles with vanishing SU(2)R charge in the UV, however, we
can really be sure that these also exist in the ABJM theory, since the RG flow
cannot change a non-abelian representation.
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Conclusions and Comments

Before we discuss our results, let us summarize what we have done in this
thesis. The ultimate purpose of the calculations was to prove the existence
of monopole operators with certain properties in the ABJM theory. These
operators should transform non-trivially under gauge transformations and be
R-symmetry singlets. The coupling parameter of the ABJM theory is the
Chern-Simons level k, and since we were specifically interested in the cases of
k = 1, 2 we had a strongly coupled theory, making it difficult to perform the
calculations of the R-symmetry charges. The way to deal with this problem
was to consider an extended theory that reduces to ABJM in the IR limit.
Another coupling parameter g was introduced by adding a Yang-Mills term to
the action. This enabled us to perform the calculations in the UV, where g is
small, and then flow to the IR limit. To be completely sure that our results
were valid in the IR, however, we had to calculate a non-abelian charge, which
is protected under the RG flow. Because of this, our extended theory had to
preserve at least N = 3 supersymmetry.

To study monopole operators in our N = 3 Chern-Simons Yang-Mills
theory, we used the radial-quantization method and transformed our theory
from R1,2 to R × S

2. This allowed us to study properties of monopole field
configurations to learn about the operators themselves. The next step was
to find a classical monopole solution to our theory. In order to preserve the
supersymmetry allowing us to calculate non-abelian R-charges, this had to be
a BPS monopole everywhere along the RG flow. For this to work out, we had
to give background expectation values to the adjoint scalars, in addition to
those assigned to the gauge fields.

Having found a classical BPS monopole background to our Chern-Simons
Yang-Mills theory, we could go to the far UV and perform our quantum me-
chanical computations there, with the goal of finding expressions for the R-
symmetry charges of the monopole background. First, we considered a special
case of our BPS monopole, with the R-symmetry broken from SU(2) to U(1).

37
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Calculating the R-charge operator and normal ordering the terms, we found
that the charge of the vacuum itself (corresponding to the monopole back-
ground field configuration) is given by (4.48). This result told us that the
R-charge is vanishing when the number of flavours equals two, but not in the
general case. Thus, we found that the ABJM theory has precisely the right
number of flavours for the charge to vanish, but we could not be sure that our
result was correct in the IR (ABJM) limit, since we had calculated an abelian
charge.

Next, we considered the full SUSY-preserving monopole background and
computed the corresponding SU(2)R charges. This was done in a completely
different manner than in the U(1)R case, by calculating the effective action
for the collective coordinate parameterizing the background. We found that
the collective coordinate, in the SU(2)R moduli space, could be described by
a particle on a sphere around a magnetic monopole whose charge is given
by (4.85). Since the angular momentum values of a particle in a monopole
background is bounded from below by the monopole charge, we could by our
particle analogy conclude that the R-charge of the collective coordinate, and
thus of the monopole background, also is bounded by (4.85) from below. Thus,
we arrived at the same conclusion as in the U(1)R case; there are monopoles
with vanishing R-charge in the ABJM theory, but not in the general case.

In both the abelian and the non-abelian case, we found that the R-charge
of the monopole background is induced by the fermions in the theory. Without
the coupling between the fermions and the background scalar, the R-charge of
the monopole would vanish identically. The adjoint fermions give a significant
contribution to the charge, but in the IR limit they are non-dynamical and
can be integrated out. This arises the question of how one would obtain the
same result directly by computations in the ABJM theory.

The whole argument in this thesis was based on the fact that we could find
a UV completion to the original theory that preserves enough supersymmetry
for the R-symmetry to be non-abelian. This method works for several other
theories as well, but what if the UV completion theory has less than three
supersymmetries, making it impossible to calculate a non-abelian R-charge?
One could in that case, of course, calculate the U(1)R charge. Unless one finds
a way to make sure that the abelian R-charge is constant along the RG flow,
however, it would be difficult to determine it in the IR theory.

5.1 Towards a Deeper Understanding of the Monopole
Operators

Monopole operators in three-dimensional conformal field theories have been
extensively studied the last decade, mostly in connection to AdS/CFT du-
alities. These operators are, however, not very well understood at a basic
level. In this thesis, and in most other contexts, the monopole operators are
described in the radial quantization picture, using the operator-state corre-
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spondence. To understand the operators better, and thus make it easier to
prove the conjectured dualities, one would instead like to find explicit expres-
sions for them directly in the R3-theory. However, monopole operators create
topological quantum numbers and cannot be expressed as polynomials in the
fundamental fields. To solve this problem, it was suggested in [8] that a paper
by Mandelstam [17] can serve as a model. In this paper, the author constructs
solition creating operators in the two-dimensional sine-Gordon model, express-
ing these in the fundamental fields of the theory. To do something similar in
three-dimensional CFT:s, however, is much more difficult.

Some steps towards an explicit description of the operators have been
taken. In [15], the authors studied the SUSY enhancement mechanism in
an ABJM-like theory and could from this derive a non-trivial condition for
the monopole operators. This was taken one step further in [21], where the
authors once again studied monopole operators through their role in SUSY
enhancement, this time in an N = 6 superspace formulation of ABJM. First,
they assumed that the operators are covariantly constant, and proved that this
can only be true in the U(2)×U(2)- (or SU(2)×SU(2))-case. In this case, they
really found an explicit expression. This expression had not the properties of
a ”proper” monopole operator though, from which they concluded that the
SUSY in the N = 2 case is ”kinematically” enhanced rather than topologically
enhanced.1 Relaxing the covariant consistency condition, they could derive a
system of constraints satisfied by monopole operators in the general U(N) ×
U(N)-case. It is unclear whether these conditions fully specify the operators.

1This should come as no surprise, since N=2 essentially is the BLG case, where the N = 8
SUSY is already manifest
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A
Proofs of SUSY Invariance

A.1 BLG Lagrangian

In this section we explicitly show that the BLG Lagrangian (2.8) is invariant
under SUSY transformations (2.11)-(2.13). Starting from (2.11) and (2.12)
only, we will be able to derive (2.13).

In section A.1.1, we give some details about the Dirac matrices in the
theory and derive the Fierz identities. The variation of the Lagrangian and
the cancellation of terms is carried out in sections A.1.2 and A.1.3.

A.1.1 Dirac Matrices

The BLG theory contains spacetime SO(2,1) Dirac matrices as well as SO(8)
R-symmetry Dirac matrices. Below, we give details about these matrices and
derive some important identities.

SO(2,1)

We use the following gamma matrices:

γ
0 =

�
0 1
−1 0

�
, γ

1 =

�
0 1
1 0

�
, γ

2 =

�
1 0
0 −1

�
. (A.1)

These matrices obey the anticommutation relations

{γµ, γν} = 2ηµν (A.2)

with the metric ηµν = diag(−1, 1, 1). Our choice of charge conjugation matrix
C must satisfy

C
−1

γ
µ
C = (−γ

µ)†. (A.3)

It is easily checked that C = −γ
0 satisfies (A.3). The spinors in the theory

obey the Majorana condition Ψ̄ = ΨT
C.

41
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The matrices

γ
0
C =

�
1 0
0 1

�
, γ

1
C =

�
1 0
0 −1

�
, γ

2
C =

�
0 −1
−1 0

�
(A.4)

are all symmetric and together with the antisymmetric matrix C they span
the space of real 2 × 2-matrices. We can use the symmetry of these matrices
to flip fermion bilinears, for example:

Ψ̄1γ
µΨ2 = Ψ1

T
Cγ

µΨ2

= (Ψ1
T
Cγ

µΨ2)
T

= −Ψ2
T (Cγ

µ)TΨ1

= −Ψ2
T (Cγ

µ)Ψ1

= −Ψ̄2γ
µΨ1. (A.5)

The extra minus sign in the second step comes from interchanging the fermions.
In the same way we can also prove Ψ̄1γ

µ
γ
νΨ2 = Ψ̄2γ

ν
γ
µΨ1 and similar iden-

tities for other bilinears. Finally, for future reference, we note that

γ
µν = ε

µνλ
γλ, (A.6)

where γ
µν is the antisymmetrized product of gamma matrices.

SO(8)

For the SO(8) Dirac matrices we will not give explicit realizations, since it
suffices to make some statements about their (anti-)symmetry properties. The
SO(8)-matrices obey the Dirac algebra:

{Γi
,Γj} = 2δij . (A.7)

Since the metric is just a delta we do not have to care about the position of
the SO(8) vector indices, and we will write them upstairs all the time. If Γi is
chosen to be antisymmetric we see that C = δ satisfies the condition

C
−1Γi

C = (−Γi)
†
. (A.8)

The antisymmetry of Γi also implies (anti-)symmetries for the different
antisymmetrized products of gamma matrices. A list of these, together with
C and Γi, is displayed below. The number of independent matrices of each
kind is shown to the right.

C = δ Symmetric 1
Γi Antisymmetric 8
Γij Antisymmetric 28
Γijk Symmetric 56
Γijkl Symmetric 70
Γijklm Antisymmetric 56
Γijklmn Antisymmetric 28
Γijklmnp Symmetric 8
Γ9 Symmetric 1
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Here, we have defined Γ9 ≡ Γ1Γ2Γ3Γ4Γ5Γ6Γ7Γ8. The (anti-)symmetry of these
matrices has to be accounted for when we flip fermion bilinears like we did in
the previous section.

In total, there are 136 symmetric and 120 antisymmetric independent ma-
trices. This equals the number of independent symmetric and antisymmetric
16×16-matrices, which means that our set of antisymmetrized gamma matrix
products spans the set of real 16 × 16-matrices. Thus, our gamma matrices
must be of size 16 × 16. We can, however, effectively view them as 8 × 8
blocks, carrying dotted or undotted indices depending on their position in the
16×16 matrix. The first 8 row- and column indices are undotted, and the last
8 dotted. If we define C to have two indices of the same kind and Γi to have
one index of each kind, the index structure of the other matrices will follow.
More about this when we derive the Fierz identities.

To compare different products of gamma matrices, it is often necessary to
rewrite them as a sum of terms that are symmetric and antisymmetric in the
different vector indices. Below, we derive a couple of such identities that are
needed later.

First, consider ΓiΓjk. Of course, each term in the expansion has to be
antisymmetric in j and k, but i will be symmetric to j and k in one of the
terms and antisymmetric in the other. Thus, we have:

ΓiΓjk = aΓijk + bδ
i[jΓk] (A.9)

for some coefficients a and b. Setting (i, j, k) = (1, 1, 2) gives

Γ1Γ1Γ2 = b
1

2
(δ11Γ2 − δ

12Γ1)

⇒ Γ2 =
1

2
bΓ2 ⇒ b = 2. (A.10)

In a similar manner, we can set (i, j, k) = (1, 2, 3) to obtain a = 1. Thus, we
conclude:

ΓiΓjk = Γijk + 2δi[jΓk]
. (A.11)

Next, consider ΓklmΓij . The expansion can be written:

ΓklmΓij = aΓklmij + bδ
[i
[kΓ

j]
lm] + cδ

ij
[klΓm]. (A.12)

Setting (k, l,m, i, j) = (1, 2, 3, 4, 5) yields a = 1. To determine b, we set
(k, l,m, i, j) = (3, 2, 1, 1, 4), which gives

Γ3Γ2Γ4 =
b

2
(δ1[3Γ

4
21] − δ

4
[3Γ

1
21])

=
b

12
(δ11Γ

4
32] − δ

1
1Γ

4
23)

⇒ b = 6. (A.13)
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Finally, we set (k, l,m, i, j) = (3, 2, 1, 1, 2) to obtain

Γ3 = cδ
12
[32Γ1] =

c

2
(δ1[3δ

2
2Γ1] − δ

2
[3δ

1
2Γ1])

=
c

12
(−δ

1
1δ

2
2Γ3] − δ

2
2δ

1
1Γ3)

⇒ c = −6. (A.14)

Inserting these coefficients gives the expansion

ΓklmΓij = Γklmij + 6δ[i[kΓ
j]
lm] − 6δij[klΓm]. (A.15)

Fierz identities

Since the products of γ- and Γ-matrices span the space of 2× 2-matrices and
16× 16-matrices respectively, we can use tensor products of these matrices as
basis elements in an expansion of an arbitrary matrix in the theory.

To expand a general matrix, one would have to use all possible combina-
tions of basis elements for the 2 × 2-matrices and the 16 × 16-matrices. For
our purpuses, however, it is sufficient to expand a matrix of the form ΨAa

α ΨBb
β ,

where A, B are (undotted) SO(8) matrix indices and α, β are SO(2,1) matrix
indices. If there is an imposed antisymmetry in a and b, the number of terms
in the expansion will be reduced. Only terms that are symmetric in both AB

and αβ, or antisymmetric in both these pairs of indices, will survive.
Also, in this special case, we expand a matrix with two undotted SO(8)

indices, which means that the expansion will contain no matrix with dotted
and undotted indices mixed (a matrix in the top right or bottom left block
of the 16 × 16-matrix). Now, we are left with all matrices in the basis that
have two indices of the same kind, but we only need half of these to expand
a matrix in the top left block (which corresponds to both indices undotted).
We can obtain these matrices by using the projection operator 1

2(1+Γ9). The
table in the previous section strongly hints that the different sets of matrices
(except Γijkl) can be grouped pairwise. For example, Γij and Γijklmn would be
similar sets of matrices, projected into different blocks of the 16× 16-matrix.
As it turns out, the projection operators 1

2(1 + Γ9) and 1
2(1− Γ9) project out

Γij and Γijklmn respectively . When it comes to Γijkl, half of the matrices are
projected into the top left block, and we define

Γ
+ijkl =

1

2
(1 + Γ9)Γijkl

. (A.16)

In total, we now have 28 antisymmetric matrices Γij and 35+1=36 symmetric
matrices (Γ

+ijkl and C). Thus, this set spans the set of real 8× 8-matrices, as
expected.

Taking all the above circumstances into account, we can now write down
the expansion:

ΨAa
α ΨBb

β =a
ij(C−1)αβ(Γ

ij)
AB

+ bµ(γ
µ
C

−1)αβC̃
AB

+ d
ijkl
µ (γµC−1)αβ(Γ

+ijkl)
AB

, (A.17)
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where we have put a tilde on the SO(8) charge conjugation matrix to distin-
guish it from the SO(2,1) one. Let us now determine the coefficients. First,
we multiply (A.17) by C

αβ(Γkl)AB. The left hand side is:

ΨAa
α ΨBb

β C
αβ(Γkl)AB = Ψ̄aΓklΨb (A.18)

and the right hand side

a
ij(C−1)αβ(Γ

ij)
AB

C
αβ(Γkl)AB = a

ijtr
�
C(C−1)

T
�
tr
�
(Γij)(Γkl)

T
�

= a
ij(−2)(−tr

�
(Γij)(Γkl)

�
)

= a
ij(−2)(2δijkltr [ 8×8]]

= −32aijδijkl
= −32akl. (A.19)

This means that we have a
ij = − 1

32Ψ̄
aΓijΨb. Multiplying by (Cγ

ν)αβC̃AB

gives on the left hand side

ΨAa
α ΨBb

β (Cγ
ν)αβC̃AB = Ψ̄a

γ
νΨb (A.20)

and on the right hand side

bµ(γ
µ
C

−1)αβC̃
AB(Cγ

ν)αβC̃AB = bµtr
�
γ
µ
C

−1
Cγ

ν
�
tr
�
C̃

�

= 8bµtr [γ
µ
γ
ν ]

= 8bµ(η
µνtr [ 2×2])

= 16bν , (A.21)

which implies bµ = 1
16Ψ̄

a
γµΨb.

Finally, we multiply the expansion by (Cγ
ν)αβ(Γ

+mnpq)AB. In the same

way as before, we get Ψ̄a
γ
νΓ

+mnpqΨb on the left hand side. The right hand
side is

d
ijkl
µ (γµC−1)αβ(Γ

+ijkl)
AB

(Cγ
ν)αβ(Γ

+mnpq)AB

= d
ijkl
µ tr [γµγν ] tr

�
Γ

+ijkl(Γ
+mnpq)

T �

= 2dνijkltr

�
1

2
(1 + Γ9)ΓijklΓmnpq

�

= d
νijkltr

�
(1 + Γ9)(4!δijklmnpq + Γ9

�
ijklmnpq)

�

= d
νijkl(4!δijklmnpq + �

ijklmnpq)tr [ 16×16]

= 32 · 4!dνmnpq
, (A.22)

which gives d
ijkl
µ = 1

32·4!Ψ̄
a
γµΓ

+ijklΨb. The expansion (A.17) can now be
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written:

ΨAa
α ΨBb

β = − 1

32
(Ψ̄aΓijΨb)(C−1)αβ(Γ

ij)
AB

+
1

16
(Ψ̄a

γµΨ
b)(γµC−1)αβC̃

AB

+
1

32 · 4!(Ψ̄
a
γµΓ

+ijklΨb)(γµC−1)αβ(Γ
+ijkl)

AB
. (A.23)

A.1.2 Variation of the Lagrangian

In this section we vary the BLG Lagrangian (2.8) with respect to the SUSY
variations

δX
ia = i�̄ΓiΨa

, (A.24)

δΨa = DµX
ia
γ
µΓi

�+
1

6
X

i
bX

j
cX

k
dΓ

ijk
�f

bcda
. (A.25)

First, we note that taking the conjugate of (A.25) gives us

δΨ̄a = (δΨa)TC

=

�
DµX

ia
γ
µΓi

�+
1

6
X

i
bX

j
cX

k
dΓ

ijk
�f

bcda

�T

C

= DµX
ia
�
T (Γi)T (γµ)TC +

1

6
X

i
bX

j
cX

k
d�̄(Γ

ijk)T f bcda

= DµX
ia
�
T (−Γi)(−Cγ

µ) +
1

6
X

i
bX

j
cX

k
d�̄Γ

ijk
f
bcda

= DµX
ia
�̄Γi

γ
µ +

1

6
X

i
bX

j
cX

k
d�̄Γ

ijk
f
bcda

. (A.26)

Furthermore, the transformation of the covariant derivative is

δ(DµX
ia) = Dµ(δX

ia) + (δÃ a
µ b)X

ib

= i�̄Γi
DµΨ

a + (δÃ a
µ b)X

ib (A.27)

and

δ(DµΨ
a) = Dµ(δΨ

a) + (δÃ a
µ b)Ψ

b (A.28)

= Dµ

�
DνX

ia
γ
νΓi

�+
1

6
X

i
bX

j
cX

k
dΓ

ijk
�f

bcda

�
+ (δÃ a

µ b)Ψ
b
.

Kinetic terms

The kinetic term for the scalar field is

Lscalar = −1

2
(DµX

ia)(Dµ
X

i
a). (A.29)
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Varying this term we get

δLscalar = −(Dµ
X

ia)δ(DµX
i
a)

= −(Dµ
X

i
a)

�
i�̄Γi

DµΨ
a + (δÃ a

µ b)X
ib
�

= i(Dµ
DµX

i
a)�̄Γ

iΨa − (Dµ
X

i
a)(δÃ

a
µ b)X

ib
, (A.30)

where we in the second step we have integrated by parts, obtaining an addi-
tional minus sign in the first term.
The Dirac term is given by:

LDirac =
i

2
Ψ̄a

γ
µ
DµΨa (A.31)

and its variation by

δLDirac =
i

2
(δΨ̄a)γµDµΨa +

i

2
Ψ̄a

γ
µ
δ(DµΨa)

=
i

2
(DνX

ia)�̄γνΓi
γ
µ
DµΨa +

+
i

12
X

i
bX

j
cX

k
d�̄Γ

ijk
f
bcda

γ
µ
DµΨa

+
i

2
Ψ̄a

γ
µ
Dµ

�
DνX

i
aγ

νΓi
�+

1

6
X

i
bX

j
cX

k
dΓ

ijk
�f

bcd
a

�

+
i

2
Ψ̄a

γ
µ(δÃµab)Ψ

b

= − i

2
(DµDνX

ia)�̄γνΓi
γ
µΨa

+
i

12
X

i
bX

j
cX

k
d�̄Γ

ijk
f
bcda

γ
µ
DµΨa

− i

2
(DµDνX

ia)�̄γνΓi
γ
µΨa

+
i

12
X

i
bX

j
cX

k
d�̄Γ

ijk
f
bcda

γ
µ
DµΨa

+
i

2
Ψ̄a

γ
µ(δÃ a

µ b)Ψ
b

= −i(DµDνX
ia)�̄γνΓi

γ
µΨa

+
i

6
X

i
bX

j
cX

k
d�̄Γ

ijk
f
bcda

γ
µ
DµΨa

+
i

2
Ψ̄a

γ
µ(δÃµab)Ψ

b

= −i(Dµ
DµX

ia)�̄ΓiΨa − i(DµDνX
ia)�̄γνµΓiΨa (A.32)

+
i

6
X

i
bX

j
cX

k
d�̄Γ

ijk
f
bcda

γ
µ
DµΨa (A.33)

+
i

2
Ψ̄a

γ
µ(δÃµab)Ψ

b
. (A.34)

In the second step, we have integrated by parts in the first term and flipped
the third term. In the last step we have used γ

ν
γ
µ = η

µν + γ
νµ.
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Adding δLscalar and δLDirac together we see that the terms with contracted
derivatives cancel, and we are left with

δLscalar + δLDirac = −i(DµDνX
ia)�̄γνµΓiΨa + (A.35)

+
i

6
X

i
bX

j
cX

k
d�̄Γ

ijk
f
bcda

γ
µ
DµΨa + (A.36)

+
i

2
Ψ̄a

γ
µ(δÃµab)Ψ

b − (A.37)

−(Dµ
X

ia)(δÃµab)X
ib
. (A.38)

Chern-Simons term

The Chern-Simons term is given by

LCS =
1

2
ε
µνλ

�
f
abcd

Aµab∂νAλcd +
2

3
f
cda

g f
efgb

AµabAνcdAλef

�
.(A.39)

It is easiest to vary the two parts of the CS-term separately. Thus we have:

δL1
CS = δ

�
1

2
ε
µνλ

f
abcd

Aµab∂νAλcd

�

=
1

2
f
abcd

ε
µνλ ((δAµab)∂νAλcd +Aµab∂ν(δAλcd))

= f
abcd

ε
µνλ(δAλab)∂µAνcd (A.40)

and

δL2
CS =δ

�
1

3
ε
µνλ

f
cda

g f
efgb

AµabAνcdAλef

�

=
1

3
ε
µνλ

f
cda

g f
efgb

�
(δAµab)AνcdAλef

+Aµab(δAνcd)Aλef +AµabAνcd(δAλef )
�

=
1

3
ε
µνλ(δAλab)AµcdAνef

�
f
cda

g f
efgb + f

abe
g f

cdgf + f
efc

g f
abgd

�
.

(A.41)

Yukawa term

The Yukawa term is

LYukawa = − i

4
Ψ̄bΓ

ij
X

i
cX

j
dΨaf

abcd
. (A.42)



A.1 BLG Lagrangian 49

Varying this gives

δLYukawa =− i

4
(δΨ̄b)Γ

ij
X

i
cX

j
dΨaf

abcd

− i

4
Ψ̄bΓ

ij
X

i
cX

j
d(δΨa)f

abcd

− i

4
Ψ̄bΓ

ij(δXi
c)X

j
dΨaf

abcd

− i

4
Ψ̄bΓ

ij
X

i
c(δX

j
d)Ψaf

abcd

=− i

2
(δΨ̄b)Γ

ij
X

i
cX

j
dΨaf

abcd

− i

2
Ψ̄bΓ

ij(δXi
c)X

j
dΨaf

abcd

=− i

2

�
DµX

k
b�̄Γ

k
γ
µ +

1

6
X

k
eX

l
fX

m
g �̄Γ

klm
f
efg

b

�
Γij

X
i
cX

j
dΨaf

abcd

− i

2
Ψ̄bΓ

ij(i�̄ΓiΨc)X
j
dΨaf

abcd

=− i

2
�̄ΓkΓij

γ
µΨaX

i
cX

j
dDµX

k
bf

abcd (A.43)

− i

12
X

i
cX

j
dX

k
eX

l
fX

m
g �̄Γ

klmΓijΨaf
efg

bf
abcd (A.44)

+
1

2
(�̄ΓiΨc)(Ψ̄bΓ

ijΨa)X
j
df

abcd
. (A.45)

Potential term

We have

V =
1

12
f
abcd

f
efg

dX
i
aX

j
bX

k
cX

i
eX

j
fX

k
g. (A.46)

Since the product of scalar fields is symmetric under a ↔ e, b ↔ f and c ↔ g

the variation is

δV =
1

6
f
abcd

f
efg

d

�
(δXi

a)X
j
bX

k
cX

i
eX

j
fX

k
g+

+X
i
a(δX

j
b)X

k
cX

i
eX

j
fX

k
g +X

i
aX

j
b(δX

k
c)X

i
eX

j
fX

k
g

�
. (A.47)

Also, the product of structure constants fabcd
f
efg

d is symmetric under a, e ↔
b, f and a, e ↔ c, g. Thus, we can simplify (A.47) to

δV =
1

2
(δXi

a)X
j
bX

k
cX

i
eX

j
fX

k
gf

abcd
f
efg

d

=
i

2
�̄Γi

X
j
bX

k
cX

i
eX

j
fX

k
gΨaf

abcd
f
efg

d. (A.48)

A.1.3 Cancellation of Terms

In this section, we show that all the terms from the variation in the previous
section cancel.
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Two-derivative terms

The two derivative part (A.35) of the kinetic terms can be rewritten:

−i(DµDνX
ia)�̄γνµΓiΨa

= i(DµDνX
ia)�̄γµνΓiΨa

= i

�
∂µ∂νX

ia + Ã
a

µ b∂νX
ib + ∂µ(Ã

a
ν bX

ib) + Ã
a

µ cÃ
c

ν bX
ib
�
Ψ̄aγ

µνΓi
�

= i

�
Ã

a
µ b∂νX

ib + (∂µÃ
a

ν b)X
ib + Ã

a
ν b∂µX

ib + Ã
a

µ cÃ
c

ν bX
ib
�
Ψ̄aγ

µνΓi
�

= i

�
∂µÃ

a
ν b + Ã
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where we in the last step used (A.6).
Let us now compare (A.49) to the variation of the Chern-Simons term. It

is easily seen that (A.40) will cancel against the first term in (A.49) if we set

δAλab = −iX
i
bΨ̄aγλΓ

i
�. (A.50)

Using the fundamental identity for the structure constants, we can also show
that (A.41) cancels against the second term in (A.49) for this choice of δAλab.
We can rewrite (A.50) as

δÃ
a

µ b = i�̄X
i
cΓ

i
γµΨdf

cda
b. (A.51)

Equation (A.51) is the transformation rule of the gauge field required for SUSY
invariance of the Lagrangian.

One-derivative terms

From the kinetic terms we have

i

6
X

i
bX

j
cX

k
d�̄Γ

ijk
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bcda

γ
µ
DµΨa =− i
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ijk
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=
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i
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j
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ijk
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abcd (A.52)

and

− (Dµ
X

i
a)(δÃ

a
µ b)X

ib = −(Dµ
X

i
a)(i�̄X

k
cΓ

k
γµΨdf
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b)X

ib

= −i(DµX
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a)X
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k
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γ
µΨdf

abcd

= i(DµX
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b)X

j
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k
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k
δ
ij
γ
µΨaf

abcd
. (A.53)
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The contribution from the Yukawa term is

− i

2
�̄ΓkΓij

γ
µΨaX

i
cX

j
dDµX

k
bf

abcd

= − i

2
(DµX

i
b)X

j
cX

k
d�̄Γ

iΓjk
γ
µΨaf
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. (A.54)

Adding all these terms together, we arrive at

i(DµX
i
b)X

j
cX

k
d�̄γ

µ

�
Γk

δ
ij +

1

2
Γijk − 1

2
ΓiΓjk

�
Ψaf

abcd
. (A.55)

The expression inside the parenthesis can be rewritten using (A.11):

Γk
δ
ij +

1

2
Γijk − 1

2
ΓiΓjk = Γk

δ
ij +

1

2
Γijk − 1

2
(Γijk + 2δi[jΓk])

= Γk
δ
ij − δ

i[jΓk]
. (A.56)

Since we have an imposed antisymmetry in j and k from the scalar fields
outside the parenthesis, these two terms cancel.

Terms without derivatives

From the kinetic terms we have

i

2
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µ(δÃ a
µ b)Ψ

b =
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µ(i�̄Xi
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= −1
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µΨb)(�̄Γi
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b (A.57)

and from the potential

− δV = − i
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f
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d. (A.58)

The contributions from the Yukawa term are

− i

12
X

i
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klmΓijΨaf
efg
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d (A.59)

and

1

2
(�̄ΓiΨc)(Ψ̄bΓ

ijΨa)X
j
df

abcd
. (A.60)

Here, we can identify two types of terms. (A.57) and (A.60) are products of
fermion bilinears and we will have to use the Fierz identities to make them
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cancel. (A.58) and (A.59) are more straightforward, so let us start with these.
The sum of the two terms is

− i

2
X

i
bX

j
cX

k
eX

l
fX

m
g �̄

�
Γk

δ
il
δ
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1

6
ΓklmΓij

�
Ψaf

abcd
f
efg

d. (A.61)

Using (A.15) and the imposed antisymmetries we can rewrite the expression
inside the parenthesis as

δ
ij
[lmΓk] +

1

6
Γklmij + δ

[i
[kΓ

j]
lm] − δ

ij
[klΓm] =

1

6
Γklmij + δ

[i
[kΓ

j]
lm]. (A.62)

Let us first concentrate on the Γklmij-term. Since we have a total antisymmetry
in all the vector indices, we have a total antisymmetry also in bcefg. Thus, the
product of structure constants in (A.61) vanishes by the fundamental identity

(2.4). Next, we turn to the δ
[i
[kΓ

j]
lm]-term, which because of the imposed

antisymmetry in the corresponding indices can be written δ
ikΓjlm, implying

a symmetry in be and an antisymmetry in cfg. Now, using the fundamental
identity (2.3), we can show this term to vanish.

Fierzing the remaining terms

Let us finally turn to the terms containing products of fermion bilinears. They
are:
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. (A.63)

If we write out the SO(8) (A,B, ...) and SO(2,1) (α, β, ...) matrix indices ex-
plicitly, the first term in the parenthesis is

ΨA
αaC

αβ(Γij)ABΨ
B
βb�

C
γcC

γδ(Γi)CDΨ
D
δd. (A.64)

Let us now expand ΨA
αaΨ

D
δd using (A.23). Inserting the expansion into the

above expression yields
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+
1
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+
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32 · 4!(Ψ̄aγµΓ
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+klmnΓijΨb). (A.65)

In the same way, the second term in the parenthesis of (A.63) can be written

ΨA
αa(Cγ

µ)αβC̃ABΨ
B
βb�

C
γ (Cγµ)

γδ(Γj)CDΨ
D
δd (A.66)

and by similar calculations we can rewrite this as
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Adding all these terms together we arrive at
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To simplify this expression, we first need to calculate some additional identities
for products of gamma matrices. First, we note that γµγµ = 3 and γµγ

ν
γ
µ =

γµ(2ηµν − γ
µ
γ
ν) = 2γν − 3γν = −γ

ν . Next, we insert i = j into equation
(A.11) to obtain ΓiΓik = 7Γk. Using these identities, the terms (A.71) and
(A.74) above can now be rewritten
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Now consider ΓiΓklΓij , which we can rewrite as
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. (A.77)

Using this, the terms (A.70) and (A.73) can be rewritten as

− 1

32
(Ψ̄aΓ

klΨd)(�̄Γ
iΓklΓijΨb) +

1

32
(Ψ̄aΓ

klΨd)(�̄γµγ
µΓjΓklΨb)

= − 1

32
(Ψ̄aΓ

klΨd)(�̄(4Γ
klΓj − ΓjΓkl)Ψb) +

3

32
(Ψ̄aΓ

klΨd)(�̄Γ
jΓklΨb)

=
4

32
(Ψ̄aΓ

klΨd)(�̄(Γ
jΓkl − ΓklΓj)Ψb)

=
4

32
(Ψ̄aΓ

klΨd)(�̄(Γ
jkl + 2δj[kΓl] − Γklj + 2δj[kΓl])Ψb)

=
16

32
(Ψ̄aΓ

klΨd)(�̄(δ
jkΓl)Ψb)

= −1

2
(Ψ̄aΓ

ljΨd)(�̄Γ
lΨb). (A.78)

Finally, consider terms (A.72) and (A.75). We can write
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which gives us

1
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Thus, we have the result

(Ψ̄aΓ
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which implies

(Ψ̄aΓ
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jΨd) = 0 (A.83)

This completes our proof that the BLG Lagrangian is invariant under trans-
formations (2.11)-(2.13).
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A.2 ABJM Lagrangian

In this section, we prove that the ABJM Lagrangian (2.18) is invariant under
the SUSY transformations (2.24)-(2.25).

A.2.1 Dirac Matrices

The only Dirac matrices in the theory are the SO(2,1) ones. For these, we use
the same conventions as in the BLG theory (see (A.1)).

A.2.2 Variation of the Lagrangian

Let us now vary (2.18) with respect to

δZ
A
a = i�̄

ABΨBa, (A.84)
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cdZ
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c
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(A.85)

First, we write down the transformation rules for the complex conjugates Z̄ a
A

and ΨBd:
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a
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Ba (A.86)
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The covariant derivatives (2.21)-(2.23) transform as
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Kinetic terms

The kinetic term for the scalar field is
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Varying this term yields
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where we have integrated by parts in the last step.

The Dirac term is
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and the variation
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Interaction terms

The third term in the Lagrangian is
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Varying this term gives
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where c.c. denotes the complex conjugate.

The fourth term is

L4 = 2ifab
cd Ψ̄
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B
b Z̄

c
A (A.97)
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and the variation
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For the fifth and sixth terms, L5 and L6, we first note that L6 = (L5)∗. The
fifth term is
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and its variation
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Chern-Simons term

The Chern-Simons term is
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�
. (A.101)

Varying the derivative part yields
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where we, to rewrite the second term, have integrated by parts and used the
antisymmetry of the indices. Varying the non-derivative part gives us
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�
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To be able to further rewrite (A.103), we first use (2.15) to write
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. (A.104)

Using this, we now have
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. (A.105)

Using (A.105) in (A.103) we arrive at

δL2
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µνλ
f
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λ f , (A.106)

which means that the total variation of the Chern-Simons term is
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Scalar potential

The scalar potential is

V =
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where we have defined X
ABC
abc ≡ Z

A
aZ

B
bZ

C
c and X̄
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a
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ing (A.108) yields
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Let us now rewrite the expression inside the brackets using (2.15). We also note
that the part outside the brackets imposes a symmetry under the permutation
bf ↔ eg. Thus, we can write
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Inserting (A.110) into (A.109) we arrive at
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A
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(A.111)

A.2.3 Cancellation of Terms

In this section, we systematically show that all the terms from the variation
in the previous section cancel.
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Two-derivative terms

From the scalar kinetic term and the Dirac term we have
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To proceed, let us calculate

DµDνZ
A
d =Dµ

�
∂νZ

A
d − Z

A
b Ã
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which means that we have
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and similarly
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Using (A.114) and (A.115), our expression in (A.112) reduces to
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c
ν a

� �
−Z̄

a
B �̄

AB
γλΨAb + Z

B
b �̄ABγλΨ

Aa
�
. (A.116)

Comparing (A.116) to (A.107), we see that the two-derivative terms cancel
provided that

δA
a

µ b = iZ̄
a

B �̄
AB

γλΨAb − iZ
B
b �̄ABγλΨ

Aa
, (A.117)

which is the transformation rule of the gauge field required for SUSY invari-
ance.
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One-derivative terms

From the scalar kinetic term δLscalar we have
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where we in the first step have used that δÃ
a

µ b is imaginary, which is easily
seen from (2.17) and (A.117). The contribution from the Dirac term is
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(A.119)

The contribution from δL3 is
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and from δL4
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From δL5 and δL6, the contribution is
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Putting all these contributions together yields
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To show that the last three terms cancel, let us use a trick. Since the (anti-)
fundamental SU(4)R indices can take only four values, an antisymmetrized
expression with five such indices will be identically zero. Since the last term
in (A.123) has five fundamental (upper) indices, we can try to rewrite it by
antisymmetrizing and explicitly writing out the different terms. Since we have
an imposed antisymmetry in EBCD, coming from �EBCD, we only have to
write out one term for each position of the A-index. The other terms are
merely permutations of EBCD, giving us 4! copies of each term we write out.
Thus, we have
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(A.124)

where we have used (2.27) and the fact that we have an imposed antisymmetry
in a and b coming from the structure constant. Now, inserting (A.124) into
(A.123), we easily see that the last one-derivative terms cancel.

Terms without derivatives

Let us start with the terms of the form Z
5
�ψ. From L3 we have
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from L4
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and from L5 and L6
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(A.127)

To further rewrite (A.127), we will use the same technique of cycling indices

as we did in (A.124). For simplicity we denote �̄EFΨBeX̄
cfg
ACD by EFBACD.

Now, we will try to rewrite EFBACD − EABFCD to a form where all the
terms have CD in the first two index places, since this will make it possible
to use (2.27) in (A.127). Since five indices is enough to make the antisym-
metrization identically zero, we can let one of the six indices remain fixed
while cycling the others. Finally, before we perform the cycling, we also note
that we can make use of several antisymmetries. These are in the first two
indices, the last two indices and in ABCD. To begin with, we let B be fixed
and write

0 =EFBACD − EABFCD − ECBAFD − EDBACF −AFBECD

− CFBAED −DFBACE +ACBEFD + CDBAEF +ADBECF
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(A.128)

which implies

EABFCD − EFBACD = −EABFCD − 4ECBAFD

+ACBEFD + CDBAEF. (A.129)

Next, we let F be fixed and write
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implying
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Still keeping F fixed, we also write

0 =2ECBAFD −BCEAFD −ACBEFD −DCBAFE, (A.132)
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which gives us
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Now, inserting (A.131) and (A.133) into (A.129), we arrive at
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This is our desired result of the cycling. Inserting (A.134) into (A.127) and
using (2.27) yields
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+ c.c.. (A.135)

The last terms of type Z
5
�ψ are the ones coming from the scalar potential.

These are

− X̄
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�
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A
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�
Z
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C
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�
+ c.c..

(A.136)
Now that we have collected all the Z

5
�ψ-terms, we note that they are of two

different types. The first type has its ψ-index contracted with one of the
�-indices, and thus contains a δZ. Collecting all these terms, we have

if
ab
cd f

ed
fg

�
X̄

fgc
ACEZ

C
eZ

E
b �̄

ABΨBa

−2X̄fgc
EFBZ

E
aZ

F
b �̄

ABΨAe − 2X̄fgc
EAFZ

E
aZ

F
b �̄

ABΨBe

�

− X̄
cfg
ABC

�
δZ

A
a

�
Z

B
bZ

C
e

�
f
ba
dg f

ed
cf + f

be
dc f

ad
gf + f

eb
df f

ad
gc

�
+ c.c.

=X̄
cfg
ABC

�
δZ

A
a

�
Z

B
bZ

C
e

�
f
ab
fd f

ed
cg + 2f be

cd f
ad
fg − 2f be

gd f
ad
fc − f

ba
dg f

ed
cf

−f
be
dc f

ad
gf − f

eb
df f

ad
gc

�
+ c.c. (A.137)
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The terms inside the brackets can be shown to cancel using (2.15) and the
symmetry under bf ↔ eg from outside the brackets. The calculation goes as
follows:

f
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=0. (A.138)

Moving on to the remaining Z
5
�ψ-terms, we have
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(A.139)

Again, we will show that the terms inside the brackets cancel, using the im-
posed antisymmetry in f ↔ g:
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=0. (A.140)

Having cancelled all the Z
5
�ψ-terms, only the ψ

3
�Z-terms remain. From the

Dirac term we have

i

�
Ψ̄Bd

γ
µΨBa

��
δÃ
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B + c.c., (A.141)

from L3
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and from L5 and L6
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(A.144)

where we in the first step have cycled anti-fundamental (lower) SU(4)R indices.
In total, the ψ

3
�Z-terms are
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(A.145)

The only way to proceed from (A.145) is to perform Fierz expansions of the
fermion bilinears. This will not be nearly as messy as in the BLG theory,
since the only gamma matrices we have to deal with are the SO(2,1) ones.
The general expansion of a product of two fermions χ1 and χ

2 is

χ
1
αχ

2
β = a

�
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−1
�
αβ

+ bµ
�
γ
µ
C

−1
�
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, (A.146)

where a and bµ are coefficients to be determined. Multiplying (A.146) with
C

αβ , the right hand side is
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�
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C

T
�
+ bµ tr

�
γ
µ
C

−1
C

T
�
= −2a (A.147)

and the left hand side −χ̄
1
χ
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. (A.148)

If we instead multiply with (Cγ
ν)αβ the right hand side is
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and the left hand side −χ̄
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. (A.150)
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The general expansion (A.146) can now be written
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Let us now apply (A.151) to (A.145). Starting with the bracket containing
two terms, we set χ1 = �

AE , χ2 = ΨEb, χ
3 = ΨBd and χ

4 = ΨAa. With these
definitions, we see that any expression inside the brackets is antisymmetric
under χ2 ↔ χ

4. Next, we write
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Using (A.151) we can expand χ
2
βχ

4
δ , obtaining
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, (A.153)

where we have used the antisymmetry mentioned above to make the second
term in the expansion vanish. Inserting (A.153) into (A.152) yields
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Using (A.154) in the second bracket of (A.145), we can now easily see that
the two terms cancel.

Finally, let us turn to the bracket in (A.145) with three terms. Similarly
to the previous case, we define χ

1 = �
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3 = ΨEd and χ
4 = ΨEa

and compute
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. (A.155)

Using (A.155) in (A.145), we see that the terms in the first bracket cancel.
This completes our proof that the ABJM Lagrangian (2.18) is invariant under
the SUSY transformations specified by (2.24)-(2.25).
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B
Details of R× S2

B.1 Metric and Dirac Matrices

The metric on S
2 × R, with coordinates (τ, θ, φ), is given by

gmn = δabe
a
me

b
n = diag(1, 1, sin2 θ) (B.1)

and the diagonal dreibeins by

e
a
m = diag(1, 1, sin θ). (B.2)

In the tangent frame, we use the Dirac matrices (γ0, γ1, γ2) = (σ3
, σ

1
, σ

2),

which means that we have (γτ , γθ, γφ) = (σ3
, σ

1
,

σ2

sin θ ) in the coordinate frame.

B.2 Covariant Derivative

The spin connection ωmab can be calculated as follows. First, since the torsion
vanishes, we have the condition

∂me
a
n + ω

a
m be

b
n = 0. (B.3)

Multiplying this equation by e
n
b e

m
c yields

e
n
b ∂ce

a
n + ω

a
c b = 0. (B.4)

By lowering the a-index and antisymmetrizing in b and c we arrive at

e
n

[b ∂c]ena = −ω[b,c]a, (B.5)

where we also have used ωmab = −ωmba. By manipulating (B.5) we can now
solve for ωb,ca. Let us start by adding some suitable terms with renamed
indices to each side of the equation:

e
n

[b ∂c]ena − e
n

[c ∂a]enb + e
n

[a ∂b]enc = −ω[b,c]a + ω[c,a]b − ω[a,b]c. (B.6)
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The right hand side simplifies to

−ω[b,c]a + ω[c,a]b − ω[a,b]c =

=
1

2
(ωb,ca + ωc,ba + ωc,ab − ωa,cb − ωa,bc + ωb,ac)

= −ωb,ca. (B.7)

Thus, we arive at the solution
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By setting k = τ and k = θ it is easily seen that ωτab and ωθab vanish for all
a and b. Setting k = φ gives

ωφca = −1

2
e
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φ(e

φ
2∂ceφa − e

φ
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φ
2e

m
a ∂meφc). (B.9)

This expression is antisymmetric in ac, just as it should be. Setting c = 0
clearly gives zero, which means that the only nonzero components of the spin
connection are:

ωφ12 = −ωφ21 = −1

2
(∂θ sin θ + ∂θ sin θ) = − cos θ. (B.10)

The covariant derivative acting on a spinor ψ is

∇mψ = (∂m +
1

4
ωmabγ

ab)ψ, (B.11)

with γ
ab = 1

2 [γ
a
, γ

b].



C
Monopole Spinor Harmonics

In this Appendix, we derive explicit expressions for the monopole spinor
harmonics. These are defined as eigenspinors of the Dirac operator on S

2, in
a monopole background. We first prove that the spinors in question are also
angular momentum eigenspinors, which allows us to use the SU(2) algebra to
calculate them.

C.1 Dirac Operator

In an abelian gauge theory on R×S
2 with a magnetic monopole at the origin,

the Dirac operator is given by �D = �∇ + i �A. Here, A is an abelian monopole
background of the form

Aφ = q(±1− cos θ), (C.1)

where q is the magnetic charge and where the upper (lower) sign is for the
northern (southern) hemisphere. The Dirac operator on S

2 is given by

�DS = �D − γ
τ
∂τ , (C.2)

since the monopole gauge field has no component along the radial direction.
Explicitly we have

�DS = γ
θ
∂θ + γ

φ
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1

4
γ
φ(ωφ12γ

12 + ωφ21γ
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σ
2
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σ
2(−2i cos θσ3) +

i

sin θ
σ
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�
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1

2
cot θ

�
+ σ

2

�
1

sin θ
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i

sin θ
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�
. (C.3)
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For later use, let us also calculate the square of the Dirac operator:

�D2
S =

�
∂θ +

1

2
cot θ

�2

+
1

sin2 θ
(∂φ + iAφ)

2

+iσ
3

�
∂θ +

1

2
cot θ

�
1

sin θ
(∂φ + iAφ)

−iσ
3 1

sin θ
(∂φ + iAφ)

�
∂θ +

1

2
cot θ

�

= ∂
2
θ +

1

4
cot2 θ − 1

2 sin2 θ
+ cot θ∂θ +

1

sin2 θ
(∂φ + iAφ)

2

+iσ
3

�
− cos θ

sin2 θ
(∂φ + iAφ) +

i

sin θ
∂θAφ

�

= ∂
2
θ + cot θ∂θ −

1

4 sin θ
− 1

4
+

1

sin2 θ
(∂φ + iAφ)

2

+iσ
3

�
− cos θ

sin2 θ
(∂φ + iAφ) + iq

�
. (C.4)

C.2 Angular Momentum Operators

In flat R3, the orbital angular momentum of a fermion in the monopole back-
ground (C.1) is given by [26]:

�L = �r × (�p+ �A) + q
�r

r
. (C.5)

The Cartesian components of this vector, with pi = −i∂i, are

Lx = −iy(∂z +Az) + iz(∂y +Ay) + q
x

r
(C.6)

Ly = −iz(∂x +Ax) + ix(∂z +Az) + q
y

r
(C.7)

Lz = −ix(∂y +Ay) + iy(∂x +Ax) + q
z

r
. (C.8)

Expressing this in spherical coordinates yields

Lx = −i(− sinφ∂θ − cot θ cosφ∂φ)− cot θ cosφAφ + q sin θ cosφ (C.9)

Ly = −i(cosφ∂θ − cot θ sinφ∂φ)− cot θ sinφAφ + q sin θ sinφ (C.10)

Lz = −i∂φ ± q. (C.11)

The total angular momentum operator �J is given by adding the spin term �σ
2 .

Thus, we have

Jx = −i(− sinφ∂θ − cot θ cosφ∂φ)− cot θ cosφAφ + q sin θ cosφ+
σ1

2
(C.12)

Jy = −i(cosφ∂θ − cot θ sinφ∂φ)− cot θ sinφAφ + q sin θ sinφ+
σ2

2
(C.13)

Jz = −i∂φ ± q +
σ3

2
(C.14)
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and in the Cartan-Weyl basis 1

J± =Jx ± iJy

=− i(− sinφ∂θ − cot θ cosφ∂φ)− cot θ cosφAφ + q sin θ cosφ±

± (cosφ∂θ − cot θ sinφ∂φ)± i(− cot θ sinφAφ + q sin θ sinφ) +
σ1 ± iσ2

2
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2
(C.15)

Jz =− i∂φ ± q +
σ3

2
. (C.16)

Our next step is to transform these operators from flat R3 to the curved
manifold S

2 × R. The operators act on spinors and must therefore transform
accordingly. The transformation of a spinor when going from R3 to S

2 × R
was derived in [1] and is given by

ψ → V ψ, (C.17)

where the unitary matrix V and its Hermitian conjugate is given by
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The corresponding transformation of an operator S acting on the spinors is:

S → S
� = V SV

†
. (C.20)

Let us first apply this transformation to the three Pauli matrices:
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1Here, the ± that distinguishes the two step operators is not to be confused with the ±
in Jz, which has to do with the different expressions for the monopole background in the
northern and southern hemispheres.
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�
cos θ − sin θ
− sin θ − cos θ

�

= − sin θσ1 + cos θσ3. (C.23)

Also, it is easily seen that the partial derivatives of V † are given by

∂θV
† = V

†(− iσ2

2
), (C.24)

∂φV
† = (− iσ3

2
)V †

. (C.25)

Using (C.21)-(C.25), it is now an easy task to calculate the transformation of
the angular momentum operators:

J
�
± = V J±V

† = V

�
e
±iφ (±∂θ + cot θ(i∂φ −Aφ) + q sin θ) +

σ1 ± iσ2

2

�
V

†

= e
±iφ (±∂θ + cot θ(i∂φ −Aφ) + q sin θ)±

±e
±iφ

�
− iσ2

2

�
+ ie

±iφ cot θV

�
− iσ3

2

�
V

†

= e
±iφ (±∂θ + cot θ(i∂φ −Aφ) + q sin θ)∓

∓ i

2
e
±iφ

σ2 +
1

2
cot θe±iφ[− sin θσ1 + cos θσ3] +

+
1

2
[cos θ cosφσ1 − sinφσ2 + sin θ cosφσ3]±

± i

2
[cos θ sinφσ1 + cosφσ2 + sin θ sinφσ3]

= e
±iφ

�
±∂θ + cot θ(i∂φ −Aφ) + q sin θ +

σ3

2 sin θ

�
, (C.26)

J
�
z = V JzV

† = V

�
−i∂φ ± q +

σ3

2

�
V

† = −i∂φ ± q + V

�
−σ3

2
+

σ3

2

�
V

†

= −i∂φ ± q. (C.27)
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The total angular momentum operators on S
2 × R are thus given by (C.26)

and (C.27). In the following, we drop the primes and denote the operators on
S
2×R by J± and Jz. Let us now verify that these operators satisfy the SU(2)

algebra:

[J+, J−] =
�
eiφ

�
∂θ + cot θ(i∂φ −Aφ) + q sin θ +

σ3

2 sin θ

�
,

e−φ
�
−∂θ + cot θ(i∂φ −Aφ) + q sin θ +

σ3

2 sin θ

��

=
�
eiφ∂θ, ie

−iφ cot θ∂φ
�
+ [∂θ,− cot θAφ + q sin θ] +

σ3

2

�
∂θ,

1

sin θ

�
+

+
�
i cot θeiφ∂φ,−e−iφ

∂θ

�
− cot2 θ

�
eiφ∂φ, e

−iφ
∂φ

�

+ i(− cot2 θAφ + q cos θ)
�
eiφ∂φ, e

−iφ
�
+ i

σ3

2

cos θ

sin2 θ

�
eiφ∂φ, e

−iφ
�

+ [− cot θAφ,−∂θ]− i cot2 θAφ

�
eiφ, e−iφ

∂φ

�
− [−q sin θ,−∂θ]−

+ iq cos θ
�
eiφ, e−iφ

∂φ

�
+

σ3

2

�
1

sin θ
,−∂θ

�
+ i

σ3

2

cos θ

sin2 θ

�
eiφ, e−iφ

∂φ

�

= −i
1

sin2 θ
∂φ + cot θ∂θ − i

1

sin2 θ
∂φ − cot θ∂θ − 2q

cos θ

sin2 θ
± 2q

1

sin2 θ
−

− σ3
cos θ

sin2 θ
+ 2i cot2 θ∂φ ∓ 2q cot2 θ + 2q

cos3 θ

sin2 θ
+ 2q cos θ + σ3

cos θ

sin2 θ

= 2i

�
− 1

sin2 θ
+ cot2 θ

�
∂φ

− 2q

�
cos θ

sin2 θ
∓ 1

sin2 θ
± cot θ − cos3 θ

sin2 θ
− cos θ

�

= −2i∂φ ± 2q = 2Jz, (C.28)

[Jz, J+] = [−i∂φ, J+] = J+, (C.29)

[Jz, J−] = [−i∂φ, J−] = −J−. (C.30)

Next, we evaluate the commutators with the Dirac operator (C.3):

[ �DS , J±] =iσ1e
±iφ [∂θ, cot θ] + σ1e

±iφ [∂θ,− cot θAφ + q sin θ] +

1

2
e±iφ

�
σ1∂θ,

1

sin θ
σ3

�
∓ 1

2
e±iφ

σ1 [∂θ, cot θ] +
1

4
e±iφ cos θ

sin2 θ
[σ1, σ3]

± σ2

�
1

sin θ
∂φ, e

±iφ
∂θ

�
++iσ2

cos θ

sin2 θ

�
∂φ, e

±iφ
∂φ

�

+
σ2

sin θ
(− cot θAφ + q sin θ)

�
∂φ, e

±iφ
�
+

1

2 sin2 θ

�
σ2∂φ, σ3e

±iφ
�

+ iσ2e
±iφ

�
∂θ,

−Aφ

sin θ

�
+

iAφ

2 sin2 θ
e±iφ [σ2, σ3]

=σ1e
±iφ

�
− i

sin2 θ
∂φ − q

�
∓ 1

sin2 θ
+

cos θ

sin2 θ

�
± 1

2 sin2 θ
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+
i

2 sin2 θ
(±i+ 2∂φ)−

q

sin2 θ
(±1− cos θ)

�
+

+ σ2e
±iφ

�
+

i cos θ

2 sin2 θ
− i

sin θ
∂φ − i cos θ

2 sin2 θ
+

i

sin θ
∂θ ±

cos θ

sin2 θ
∂φ∓

∓ cos θ

sin2 θ
∓ iq

�
± cos θ

sin2 θ
− 1

sin2 θ

�
∓ iq

�
∓ cos θ

sin2 θ
+

1

sin2 θ

��

=0 (C.31)

and trivially

[ �DS , Jz] = 0. (C.32)

Since these commutators are zero, the angular momentum operators and the
Dirac operator on S

2 are simultaneously diagonalizable. Thus, the monopole
spinor harmonics are also angular momentum eigenspinors, and we can use all
the machinery of the SU(2) algebra to calculate them.
Finally, we calculate the Casimir operator J2:

J
2 =J

2
z +

1

2
{J+, J−}

=− ∂
2
φ + q

2 ∓ 2iq∂φ +
1

2

�
eiφ

�
∂θ + cot θ(i∂φ −Aφ) + q sin θ +

σ3

2 sin θ

�
,

e−iφ
�
−∂θ + cot θ(i∂φ −Aφ) + q sin θ +

σ3

2 sin θ

��

=− ∂
2
φ + q

2 ∓ 2iq∂φ − ∂
2
θ +

1

2

�
eiφ∂θ, e

−iφ cot θ(i∂φ −Aφ)
�
+

+
1

2
{∂θ, q sin θ}+

1

2

�
∂θ,

σ3

2 sin θ

�

+
1

2

�
eiφ cot θ(i∂φ −Aφ),−e−iφ

∂θ

�
+

+
1

2

�
eiφ cot θ(i∂φ −Aφ), e

−iφ cot θ(i∂φ −Aφ)
�

+
1

2

�
eiφ cot θ(i∂φ −Aφ), e

−iφ
q sin θ

�

+
1

2

�
eiφ cot θ(i∂φ −Aφ), e

−iφ σ3

2 sin θ

�
+

+
1

2
{q sin θ,−∂θ}+

1

2

�
eiφq sin θ, e−iφ cot θ(i∂φ −Aφ)

�
+

+
1

2
{q sin θ, q sin θ}+ 1

2

�
q sin θ,

σ3

2 sin θ

�

+
1

2

�
σ3

2 sin θ
eiφ, e−iφ cot θ(i∂φ −Aφ)

�
+

+
1

2

�
σ3

2 sin θ
,−∂θ

�
+

1

2

�
σ3

2 sin θ
, q sin θ

�
+

1

2

�
σ3

2 sin θ
,

σ3

2 sin θ

�

=− ∂
2
φ + q

2 ∓ 2iq∂φ − ∂
2
θ − cot θ∂θ + cot2 θ(i∂φ −Aφ)

2

+ 2q cos θ(i∂φ −Aφ) + σ3

�
cos θ

sin2 θ
(i∂φ −Aφ)

�
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+ q
2 sin2 θ + qσ3 −

1

4 sin2 θ

=− ∂
2
θ − cot θ∂θ −

1

4 sin2 θ
+ q

2 + σ3

�
cos θ

sin2 θ
(i∂φ −Aφ) + q

�
+

+ cot2 θ
�
−∂

2
φ + q

2(±1− cos θ)2 − 2iq(±1− cos θ)∂φ
�

− ∂
2
φ ∓ 2iq∂φ + 2q cos θ(i∂φ ∓ q + q cos θ) + q

2 sin2 θ

=− ∂
2
θ − cot θ∂θ −

1

4 sin2 θ
+ q

2 + σ3

�
cos θ

sin2 θ
(i∂φ −Aφ) + q

�
+

+ (cot2 θ + 1) (i∂φ −Aφ)
2

=− ∂
2
θ − cot θ∂θ −

1

4 sin2 θ
+ q

2 + iσ3

�
cos θ

sin2 θ
(∂φ + iAφ)− iq

�
−

− 1

sin2 θ
(∂φ + iAφ)

2
. (C.33)

Comparing this expression to (C.4) yields:

J
2 = −�D2

S − 1

4
+ q

2
. (C.34)

C.3 Eigenvalue Equations

Since the monopole spinor harmonics are angular momentum eigenspinors
they are, in addition to the monopole charge q, labelled by the SU(2) quantum
numbers j and m. We denote these spinors by Υqjm. The eigenvalue equations
are

J
2Υqjm = j(j + 1)Υqjm (C.35)

JzΥqjm = mΥqjm (C.36)

and

− i �DSΥqjm = λΥqjm, (C.37)

which implies

�D2
SΥqjm = −λ

2Υqjm. (C.38)

Due to (C.34), the eigenvalues λ and j are related in the following way:

�
−J

2 − �D2
S − 1

4
+ q

2

�
Υqjm =

�
−j(j + 1) + λ

2 − 1

4
+ q

2

�
Υqjm = 0,

(C.39)
which yields

λ = ±1

2

�
(2j + 1)2 − 4q2. (C.40)
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This relation tells us that, for every value of q and j, there are two different
eigenvalues of the Dirac operator. From now on, we denote these eigenvalues
by

∆±
qj = ±1

2

�
(2j + 1)2 − 4q2 (C.41)

and their corresponding eigenspinors by Υ±
qjm.2 The relation (C.41) gives us

a lower bound on j (and therefore on the size of the SU(2) representation),
namely:

j ≥ |q| − 1

2
. (C.42)

The zero mode eigenspinor of the Dirac operator has angular momentum eigen-
value j = |q| − 1

2 and does not exist for q = 0. Clearly, there is only one
independent zero mode eigenspinor.

C.4 Finding the Eigenspinors

Let us now go on to find the explicit expressions for the monopole spinor
harmonics. Using (C.36) and (C.27) we have

∂φΥqjm = i(m∓ q)Υqjm, (C.43)

which means that we can separate out the φ-dependence in Υqjm. Thus, we
write

Υqjm(θ, φ) = ei(m∓q)φ

�
α(θ)
β(θ)

�
, (C.44)

where we have suppressed the q-, j-, and m-labels on the θ-dependent two
component spinor and where α(θ) and β(θ) are two arbitrary functions.

C.4.1 Lowest Weight Eigenspinors

Our next step is to find the eigenspinors corresponding to the lowest SU(2)
weight m = −j. Applying the angular momentum step operators to this
spinor will then give us the complete set of eigenspinors. The lowest weight
eigenspinors obey the equation

J−Υq,−m,m(θ, φ) = 0, (C.45)

which is the same as

e−iφ
�
−∂θ + cot θ(i∂φ −Aφ) + q sin θ +

σ3

2 sin θ

�
Υq,−m,m(θ, φ) = 0. (C.46)

Inserting (C.44) into this equation yields

0 = e−iφ
�
−∂θ + cot θ(i∂φ −Aφ) + q sin θ +

σ3

2 sin θ

�
ei(m∓q)φ

�
α(θ)
β(θ)

�
,

(C.47)

2∆qj and Υqjm with suppressed ± denotes either of the two eigenvalues or eigenspinors.
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which implies

0 =
�
−∂θ + q sin θ +

σ3

2 sin θ
+ cot θ(−Aφ −m± q)

��
α(θ)
β(θ)

�

=
�
−∂θ + q sin θ +

σ3

2 sin θ
− cot θ(m− q cos θ)

��
α(θ)
β(θ)

�
. (C.48)

This equation can be put in a simpler form by making the variable substitution
x = cos θ. Expressed in x the equation reads

�
�
1− x2∂x −

−q +mx− 1
2σ3√

1− x2

��
a(x)
b(x)

�
= 0, (C.49)

for two arbitrary functions a(x) and b(x). Due to the σ3-matrix we get different
equations for the upper and lower spinor components, namely:

a
�(x) =

mx− q − 1
2

1− x2
a(x) (C.50)

and

b
�(x) =

mx− q + 1
2

1− x2
b(x). (C.51)

Starting with (C.50), we note that the equation is separable and we can write

1

a
da =

mx− q − 1
2

1− x2
dx. (C.52)

Integrating both sides gives

ln a =
1

4
(1− 2m+ 2q) ln(1− x) +

1

4
(−1− 2m− 2q) ln(1 + x) + Ca, (C.53)

where Ca is an integration constant (possibly dependent on q and m) that will
later be fixed by normalization. Finally, taking the exponent of (C.53) yields
the solution

a(x) = Ca(1− x)
1
4 (1−2m+2q)(1 + x)

1
4 (−1−2m−2q)

. (C.54)

In precicely the same way one also finds

b(x) = Cb(1− x)
1
4 (−1−2m+2q)(1 + x)

1
4 (1−2m−2q)

. (C.55)

Since x is a more convenient variable to work with, we will keep using it
throughout the calculations, rather than changing back to θ. Using expressions
(C.54) and (C.55) we can write the lowest weight eigenspinor as

Υq,−m,m(x, φ) = ei(m∓q)φ

�
Ca(1− x)

1
4 (1−2m+2q)(1 + x)

1
4 (−1−2m−2q)

Cb(1− x)
1
4 (−1−2m+2q)(1 + x)

1
4 (1−2m−2q)

�
.

(C.56)
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Now, all that remains is to fix the constants Ca and Cb. First, changing
variables to x in the eigenvalue equation of the Dirac operator (C.37) and
inserting (C.56) gives us

σ1

�
−
�
1− x2∂x +

1

2

x√
1− x2

�
Υ±

q,−m,m(x, φ) +

+
σ2√
1− x2

(∂φ + iq(±1− x))Υ±
q,−m,m(x, φ)

= i∆±
q,−mΥ±

q,−m,m(x, φ). (C.57)

Let us look at the upper component of this equation:

Cb

��
1− x2

1

4
(−1− 2m+ 2q)(1− x)−1−

−
�
1− x2

1

4
(1− 2m− 2q)(1 + x)−1 +

+
1

2

x√
1− x2

− i√
1− x2

(i(m∓ q) + iq(±1− x))

�
×

×(1− x)
1
4 (−1−2m+2q)(1 + x)

1
4 (1−2m−2q)

= Cai∆q,−m(1− x)
1
4 (1−2m+2q)(1 + x)

1
4 (−1−2m−2q)

. (C.58)

By dividing with
√
1− x2(1− x)

1
4 (−1−2m+2q)(1 + x)

1
4 (1−2m−2q) we arrive at

Cai∆q,−m(1− x)

=Cb

�
1

4
(−1 + 2m+ 2q)(1 + x)− 1

4
(1− 2m− 2q)(1− x) +

1

2
x+m− qx

�
,

(C.59)

which simplifies to

Cb

�
m− 1

2
+ q

�
= Cai∆q,−m. (C.60)

Inserting the expressions (C.41) for ∆q,−m finally gives us

Cb

Ca
= ∓i

�
1− 2m+ 2q

1− 2m− 2q
(C.61)

for Υ±
q,−m,m(x, φ). Having determined the relationship between Ca and Cb,

we can fix the absolute value by normalization. The overall phase will still be
arbitrary. We normalize the spinors in the following way:

� 2π

0
dφ

� π

0

�
Υ±

q,−m,m(x, φ)
�†

Υ±
q,−m,m(x, φ) sin θ dθ = 1. (C.62)

Inserting (C.56) into this equation, changing integration variables to x and
using (C.61) yields

1 = 2π|Ca|2
� 1

−1

�
(1− x)

1
2 (1−2m+2q)(1 + x)

1
2 (−1−2m−2q)

+
1− 2m+ 2q

1− 2m− 2q
(1− x)

1
2 (−1−2m+2q)(1 + x)

1
2 (1−2m−2q)

�
dx. (C.63)
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Evaluating the integral, we arrive at

|Ca| =
1√
2π

(12)
1−m

�
1
2 −m

√
1− 2m− 2q

�
(−2m)!

�
Γ(32 −m+ q)Γ(32 −m− q)

, (C.64)

which means that the lowest weight eigenspinors are, up to a total phase, given
by

Υ±
q,−m,m(x, φ) =

(12)
1−m

�
1
2 −m

�
(−2m)!

�
Γ(32 −m+ q)Γ(32 −m− q)

ei(m∓q)φ

√
2π

×

×
� √

1− 2m− 2q(1− x)
1
4 (1−2m+2q)(1 + x)

1
4 (−1−2m−2q)

∓i
√
1− 2m+ 2q(1− x)

1
4 (−1−2m+2q)(1 + x)

1
4 (1−2m−2q)

�
,

(C.65)

or expressed in j

Υ±
q,j,−j(x, φ) =

(12)
1+j

�
1
2 + j

�
(2j)!

�
Γ(32 + j + q)Γ(32 + j − q)

ei(−j∓q)φ

√
2π

×

×
� √

1 + 2j − 2q(1− x)
1
4 (1+2j+2q)(1 + x)

1
4 (−1+2j−2q)

∓i
√
1 + 2j + 2q(1− x)

1
4 (−1+2j+2q)(1 + x)

1
4 (1+2j−2q)

�
.

(C.66)

C.4.2 Eigenspinors for General m

Having found the normalized lowest weight SU(2) eigenspinors, we now want
to generalize to other values of m by using the J+-operator. In general, the
action of a step operator on an angular momentum eigenstate |j,m� is given
by

|j,m+ 1� = 1�
(j −m)(j +m+ 1)

J+ |j,m� . (C.67)

We obtain the general state |j,m� if we let J+ act on the lowest weight state
(j +m) times. Thus, we pick up an extra normalization factor of

1�
(2j)(2j − 1)...(j −m+ 1)× (j +m)!

=

�
(j −m)!

(2j)!(j +m)!
. (C.68)

Next, we turn to the action of J+ on the eigenspinors. Changing variables to
x in (C.26) we have

J+ = eiφ
�
−
�
1− x2∂x +

x√
1− x2

(i∂φ ∓ q + qx) + q

�
1− x2 +

σ3

2
√
1− x2

�
.

(C.69)
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To avoid writing out the constant factors of (C.66) all the time, we define
Pq,j,−j by

ei(−j∓q)φ
Pq,j,−j = ei(−j∓q)φ

�
(1− x)

1
4 (1+2j+2q)(1 + x)

1
4 (−1+2j−2q)

(1− x)
1
4 (−1+2j+2q)(1 + x)

1
4 (1+2j−2q)

�
, (C.70)

which we, by defining jab = j + a
1
2 + bq, further can streamline to

ei(−j∓q)φ
Pq,j,−j = ei(−j∓q)φ

�
(1− x)

j++
2 (1 + x)

j−−
2

(1− x)
j−+
2 (1 + x)

j+−
2

�
. (C.71)

Our task is now to generalize (C.71) to any value of m. The φ-dependent part
is easily handled. Because of the eiφ-factor in (C.69) we see that applying J+

(j +m) times to (C.71) changes the exponential part into ei(m∓q)φ.
Next, we turn to the more complicated x-dependent part. Our strategy

will be to apply J+ to (C.71) a couple of times, until we can see a pattern and
make a qualified guess about the general form of Pqjm. By induction, we will
then prove that our assumption is true.

A simple calculation shows that acting with J+ on (C.71) yields

Pq,j,−j+1 = (1− x
2)−

1
2

�
(2jx+ 1 + 2q)(1− x)

j++
2 (1 + x)

j−−
2

(2jx− 1 + 2q)(1− x)
j−+
2 (1 + x)

j+−
2

�
, (C.72)

which can be rewritten as

Pq,j,−j+1 = −(1− x
2)

1
2

��
(1− x)j++(1 + x)j−−

�− 1
2 ∂x(1− x)j++(1 + x)j−−

�
(1− x)j−+(1 + x)j+−

�− 1
2 ∂x(1− x)j−+(1 + x)j+−

�
.

(C.73)
Likewise, we can show that acting with J+ an additional time gives

Pq,j,−j+2 = (1− x
2)

��
(1− x)j++(1 + x)j−−

�− 1
2 ∂

2
x(1− x)j++(1 + x)j−−

�
(1− x)j−+(1 + x)j+−

�− 1
2 ∂

2
x(1− x)j−+(1 + x)j+−

�
.

(C.74)
As a generalization of (C.73) and (C.74) to any value of m, we make the ansatz

Pqjm =(−1)j+m(1− x
2)

m+j
2 ×

×
��
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�− 1

2 ∂
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�− 1
2 ∂

j+m
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�

=(−1)j+m

�
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m−−
2 (1 + x)
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2 ∂
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x (1− x)j++(1 + x)j−−

(1− x)
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2 (1 + x)
m−+

2 ∂
j+m
x (1− x)j−+(1 + x)j+−

�
,

(C.75)

where we, analogously to jab, have defined mab = m + a
1
2 + bq. Clearly,

(C.75) reduces to Pq,j,−j in (C.71) for m = −j. Let us now act with J+
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on e
i(m∓q)φ

Pqjm. The partial φ-derivative brings down a factor of i(m ∓ q)
from the exponential. Not writing out the exponential, we have for the upper
component

�
−
�
1− x2∂x +

1√
1− x2

(−mx+ q +
1

2
)

�
×

× (−1)j+m(1− x)
m−−

2 (1 + x)
m++

2 ∂
j+m
x (1− x)j++(1 + x)j−−

=(−1)j+m+1(1− x
2)

1
2

�
m++

2
(1 + x)−1 − m−−

2
(1− x)−1

�
×

× (1− x)
m−−

2 (1 + x)
m++

2 ∂
j+m
x (1− x)j++(1 + x)j−−

+ (−1)j+m+1(1− x
2)

1
2 (1− x)

m−−
2 (1 + x)

m++
2 ∂

j+m+1
x (1− x)j++(1 + x)j−−

+ (1− x
2)−

1
2 (−mx+ q +

1

2
)(1− x)

m−−
2 (1 + x)

m++
2 ∂

j+m
x (1− x)j++(1 + x)j−−

=(−1)j+m+1(1− x)
(m+1)−−

2 (1 + x)
(m+1)++

2 ∂
j+m+1
x (1− x)j++(1 + x)j−−+

+ (−1)j+m(1− x
2)−

1
2

�
−m++

2
(1− x) +

m−−
2

(1 + x)−mx+ q +
1

2

�

=(−1)j+m+1(1− x)
(m+1)−−

2 (1 + x)
(m+1)++

2 ∂
j+m+1
x (1− x)j++(1 + x)j−− .

(C.76)

In the same way, we can show that the lower component turns into

(−1)j+m+1(1− x)
(m+1)+−

2 (1 + x)
(m+1)−+

2 ∂
j+m+1
x (1− x)j−+(1 + x)j+− .(C.77)

Thus, (C.76) and (C.77) are indeed of the same form as Pqjm in our ansatz
(C.75), with the m-value shifted by 1. This completes the proof that our
ansatz was correct.
Putting everything together, we are now ready to give the complete explicit
expressions for the monopole spinor harmonics:

Υ±
qjm(x, φ) =

(−1)j+m(12)
j+1

�
j + 1

2�
Γ(32 + j + q)Γ(32 + j − q)

�
(j −m)!

(j +m)!

ei(m∓q)φ

√
2π

×

×
� √

1 + 2j − 2q(1− x)
m−−

2 (1 + x)
m++

2 ∂
j+m
x (1− x)j++(1 + x)j−−

∓i
√
1 + 2j + 2q(1− x)

m+−
2 (1 + x)

m−+
2 ∂

j+m
x (1− x)j−+(1 + x)j+−

�
.

(C.78)
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In this section we record some useful properties of the monopole spinor har-
monics. It is immediately clear that the spinors satisfy

γ
τΥ±

qjm = Υ∓
qjm. (C.79)
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As said before, there is only one independent zero mode eigenspinor for each
value of q and m. We define this spinor by

Υ0
qm ≡ 1√

2

�
Υ+

qjm + sign(q)Υ−
qjm

�

j=|q|− 1
2

, (C.80)

from which we directly can infer

γ
τΥ0

qjm = sign(q)Υ0
qjm. (C.81)

The spinors can also be shown to be orthogonal:
�

dΩΥ0†
qmΥ0

qm� = δmm� (C.82)
�

dΩΥε†
qjmΥε�

qj�m� = δ
εε�

δjj�δmm� . (C.83)

Finally, we have the completeness relations

�

m

Υ0
qm(Ω)Υ0†

qm(Ω�) +
�

jmε

Υε
qjm(Ω)Υε†

qjm(Ω�) = δ
2(Ω− Ω�), (C.84)

which allows us to expand a general spinor on S
2 using the monopole spinor

harmonics.
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