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Abstract

The aim of this work was to develop a motion capture algorithm for the Kinect sensor, which can provide
robust and real time tracking, even in those situations where the Kinect algorithm performs poorly. The
proposed method belongs to the family of model based algorithms which work by establishing correspondences
between an acquired point cloud and a custom-built body model. Specifically, an extension to articulated
bodies of the point cloud registration algorithm known as iterative closest point (ICP) was used in combination
with the Gauss-Newton minimization algorithm.

The virtual manikin IMMA (Intelligently Moving Manikins) allows for the conduction of ergonomic studies
in a simulated assembly line. To perform motion verification of the solutions found by the simulation software, a
motion capture system could be integrated within its platform. Furthermore, this could facilitate the analysis of
some complex assembly operations which may be troublesome to solve with the current version of IMMA. Most
of the available commercial devices are expensive, difficult to operate, and require specialized equipment and
software. However, in recent years, Microsoft has introduced to the market an RGB-D camera, the Kinect 1.0,
which provides 3D information without the need for triangulation, and furthermore integrates a sophisticated
motion tracking system based on machine learning algorithms. Unfortunately, this system performs rather
poorly in the settings commonly found in assembly lines where self-occlusions and occlusions are commonplace.

By measuring the normalized residual error per point (NREP), one can determine how well the articulated
iterative closest point (AICP) system matches the body model to the point cloud acquired from the sensor.
The obtained results show that the AICP system is more robust than the Kinect algorithm by producing an
NREP approximately seven times smaller on average relative to a set of 30 unconstrained motion sequences
involving occlusions and self-occlusions. Furthermore the developed system allows the tracking of a wider range
of motions in an extended range. This makes it a potentially better solution for performing motion capture in
assembly lines.

Keywords: Computer vision, RGB-D sensor, Gauss-Newton algorithm, articulated ICP, nearest neighbor search
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1 Introduction

1.1 Background

One of the programs developed at the Fraunhofer-Chalmers Research Centre for Industrial Mathematics (FCC),
in collaboration with its industrial partners and academia, is the virtual manikin IMMA (Intelligently Moving
Manikins) (see Figure 1.1), which allows for the conduction of ergonomic studies in a simulated assembly line.
This is accomplished by optimizing the comfort function during the execution of a simulated assembly operation.
To verify the solutions found by the simulation software, a motion capture system could be used to track the
movements of a real worker performing the same operation. On the market there are many available systems,
but most of them require expensive equipment, long installation time, and specialized software. Another option
is to utilize the relatively cheap sensor produced by Microsoft, the Kinect 1.0, which incorporates a color camera
and a depth sensor, thus providing 3D information without the calibration and triangulation phases which
are required by optical systems. The Kinect is also equipped with a motion capture system; unfortunately,
however, it is mainly designed for playing video games and controlling external devices remotely, and therefore
it is not so sensitive to finer movements and it performs rather poorly when motions involve self-occlusions or
occlusions.

1.2 Purpose

The goal of this thesis is to design and develop a motion capture system that can provide robust and real
time tracking, even in those situations where the Kinect algorithm performs poorly, while at the same time
maintaining its simplicity of use. The main focus is on motions involving self-occlusions, given that they
commonly occur while performing manual work, and occlusions caused by objects or people, another common
situation in assembly lines. Furthermore, the system should be easily extendable to perform motion capture
with multiple Kinects.

1.3 Outline

In Chapter 2 a brief introduction to the field of motion capture is given, presenting the various technologies
available, their advantages, and their limitations. Afterward, the features of the Kinect sensor and its proprietary
skeleton tracking algorithm are described. Finally, in the last section, an overview of different methods used in
computer vision for motion capture is presented. Chapter 3 covers the theoretical background of this work. In
the first section, a description of how to mathematically model a skeleton and its corresponding body surface is
provided, followed by an introduction of the point cloud registration method called ICP in both its standard
version and in its generalization to articulated bodies (AICP). Chapter 4 presents a detailed description of all
the phases of the AICP motion capture system: data acquisition and sub-sampling, subject segmentation, body
model generation, and point cloud - body model matching. In Chapter 5 the results are shown and the AICP
and Kinect capture system performances are compared. In Chapter 6 a final discussion, the conclusions, and
future work are presented.

1.4 Scope and limitations

The implementation of a machine learning system to perform motion capture would have required a large
amount of time and resources, particularly the phase of collecting a representative training set; therefore
the scope of this work was limited to a more classical algorithm that works by model fitting through dense
correspondences. Given that the system was intended to work on consumer hardware and in real time, the
motion capture was restricted to only one subject in order to reduce the computing resources needed. Another
important requirement was simplicity of use, therefore the option of wearing markers or special suits to help
the tracking process was not considered.
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Figure 1.1: Assembly operation performed by a virtual manikin within IMMA software. CAD models courtesy
of Volvo Cars.

2



2 Motion capture

Motion capture, as the name suggests, is the process of recording patterns of movement. Its applications
include computer animation in the movie and video-game industries [1, 2], human-machine interaction [3, 4],
surveillance [5], and entertainment [6]. In the following, a brief overview of the most common systems used to
perform human motion capture is given.

Optical systems

Optical systems make use of multiple color cameras to obtain 2D images, which are then combined, by means of
triangulation, to recover 3D information. The number of cameras used depends on the specific application but it
can range from a minimum of two, up to 40 or more, with a refresh rate that can reach 1000 frames per second
[7]. Generally the subject wears markers over his body, in specific locations, to facilitate the identification of
landmarks. There exist two kinds of markers: passive ones, which are simply reflective objects, and active ones,
which are light-emitting diodes (LED). By setting a brightness threshold for the cameras, it is then possible to
exclude all other objects which do not emit or reflect as much light. The passive markers do not require using
cables as the the active ones do, however the active markers allow for larger capture volumes. These systems
necessitate long set-up times and can only be used indoors.

Inertial systems

Inertial systems make use of miniature inertial sensors to determine a subject’s movements. An example of this
system is the one developed by Xsens [8] that consists of 17 sensors, each of which comprises 3D gyroscopes,
accelerometers, and magnetometers. After a set-up and calibration phase during which body dimensions and
body-to-sensor alignment is performed, the system determines motion information by combining data fusion
algorithms and bio-mechanical models. The basic working principle behind this system is to determine the
angular velocities of the various body segments, which are then integrated to determine the rotation angles and
consequently the segments’ orientations. These systems only provide relative motion information, so external
devices are needed to obtain absolute positioning. As opposed to optical systems, they are not affected by
lighting conditions or occlusions, and are much more portable.

Mechanical systems

In this case, the relative position of a subject is directly measured by wearing an exoskeleton [9]. Each joint is
equipped with a potentiometer whose resistance changes as a function of the rotation angle; by measuring the
voltage at its terminals, it is then possible to determine the joint angle. Just like inertial systems, mechanical
systems are not affected by occlusions and offer unlimited capture volume.

2.1 Kinect sensor

All the above systems make use of special hardware and software, and are generally expensive and complex
to set up and operate. However, in recent years, with the introduction to the market of cheap RGB-D (color
and depth) sensors, a lot of interest has been directed at developing marker-less motion capture systems. The
Kinect sensor was first released by Microsoft in 2010 to allow the control of the Xbox video-game console by
using gestures and spoken commands. It is equipped with a color camera, a depth sensor, and a microphone
array. The depth sensor consists of an infrared laser projector combined with an infrared camera; depth data
is obtained by analyzing how a known pattern of infrared light, emitted from the projector, is deformed by
the environment in the sensor’s field of view; a technique known as structured light[10]. Its depth and color
resolutions are respectively 320x240 and 1024x620 pixels with a refresh rate of 30 frames per second. One of
the main features of the Kinect sensor is its skeleton tracking system which can capture the motion of up to
two people simultaneously.
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The algorithm that performs the skeleton tracking has been developed by Shotton et al. [11]. It consists of
a deep randomized decision forest classifier1 trained with hundreds of thousands of images covering a wide
spectrum of body types, positions, and clothing. The classifier associates each pixel with a body part and this
information is then pooled to generate a proposal for the positions of 3D skeletal joints. The performance of
this system is rather impressive; it runs at 30 frames per second on consumer hardware with a good level of
accuracy, it does not need an initialization phase, and it recovers quickly from tracking failures. However, this
applies only in specific settings: the user should be facing directly toward the sensor, or with limited deviation;
no objects should be in the field of view between the user and the sensor; and no objects should be handled
such as holding tools. Another strict requirement is that at least the full upper body should be visible. If one
or more of the these requirements is not met, the motion tracking can become very poor or fail altogether.

2.2 Motion capture algorithms

Motion capture and analysis is a very active research field and many approaches have been developed to
perform this task [13]. The algorithm implemented by Shotton et al. [11] belongs to the family of learning
based methods. These algorithms directly map the data acquired from a sensor (i.e., color camera, RGB-D
sensor, etc.) to the joint space by means of a classifier. As previously mentioned, they can perform rather well
but they also have some important limitations: the breadth of the training set restricts the range of motions
that can be accurately tracked, adding new motions is time consuming because it involves re-training the
classifier and acquiring tracking information for the training set by other means, and the motion tracking
cannot incorporate temporal and kinematic coherence.

To avoid these limitations, model based methods could be used instead [14, 15, 16, 17]. In this case, a
model of the subject being tracked is created during an initialization phase and then matched to the data to
determine the subject’s position. These algorithms can, in principle, track all possible motions, they usually
incorporate constraints such as bone lengths and joint angles limits in the body model, and they can make use
of temporal information to facilitate tracking during brief occlusions or failures of the matching algorithm. On
the downside, the need to generate a body model makes these systems less user-friendly and slower to initiate.
Additionally, the dense correspondences fitting needed for pose estimation is computationally demanding, which
limits their use in real time applications, and recovery from tracking failures is generally more difficult.

A combination of learning and model based algorithms is, of course, possible; for example, in [18], the
authors developed an adaptive body model that enforces kinematic constraints and eliminates odd poses to
complement the OpenNI [19] motion tracking algorithm. Another approach is to detect key-points such as
anatomical landmarks on the image (or depth map) and then use inverse kinematics to determine the joint
orientation. Zhu and Fujimura [20] made use of a deformable template to detect the head, neck, and trunck of
a subject; Schwarz et al. [21] built a graph-based representation of the depth data in order to measure geodesic
distances, allowing them to localize body landmarks. Other interesting approaches have been developed but a
complete review is beyond the scope of this work; for more details we refer the interested reader to [13].

1The basic component of a random forest classifier is a decision tree. A decision tree is a tree-shaped structure with nodes,
branches, and leaves. Each node represents a feature and each branch leaving that node corresponds to one of its possible values.
The classification process consists of visiting all nodes until a leaf, with its associated class label, is reached. A random forest is an
ensemble of decision trees, each of which is trained using only a randomly chosen subset of features. For a detailed description see
[12].
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3 Theory

The approach adopted in this work to perform motion capture belongs to the family of model based algorithms.
As briefly mentioned in the previous chapter, these algorithms work by establishing and then minimizing
correspondences between a point cloud and a body model. The first part of this chapter illustrates in detail the
components of the implemented body model; in the second part, a description of the algorithm used to align
the body model with a point cloud is presented.

3.1 Body model

A body model is an abstract and simplified representation of a human body. Its basic components are a skeleton
and a body surface.

3.1.1 Skeleton model

Just like a real skeleton, a model skeleton is composed of bones (links) and joints connecting them and allowing
motion. The considered model consist of 16 links and 16 joints. Furthermore, a set of 11 body landmarks
placed in correspondence with anatomical areas of interest is defined. The links are segments of fixed length,
with no mass or volume. Joints are modeled as mathematical points with only rotational degrees of freedom.
Each joint ji is associated to a cartesian coordinate system Ri, xi-yi-zi, that, by convention, has the zi-axis
oriented in the same direction as the link extending from it (see Figure 3.1). The state of joint ji is then fully
defined by the Tait–Bryan angles (αi, βi, γi), where i = 0, . . . , 15, indicating the amount of rotation about the
xi, yi, and zi-axes, respectively. In this work, rotations are applied sequentially to the xi, yi, and zi-axes, in
that order (xi-y

′
i-z
′′
i ). These basic rotations can be expressed in matrix form as:

Rx(α) =

1 0 0
0 cosα − sinα
0 sinα cosα

 (3.1)

Ry(β) =

 cosβ 0 sinβ
0 1 0

− sinβ 0 cosβ

 (3.2)

Rz(γ) =

cos γ − sin γ 0
sin γ cos γ 0

0 0 1

 (3.3)

As Figure 3.2 illustrates, the skeleton can be organized in a tree structure which clarifies the connections
among its elements. Multiple joints can have the same parent, therefore the operator Λ(·) [16] is introduced,
which takes as input the index of a joint and returns the index of its parent. Furthermore, the operator Ξ(·) is
defined; this takes as input the index of a body landmark and returns the index of its parent joint. Rigid body
transformations can be utilized to perform transformations between coordinate systems. Given that reflections
change the right-hand axis convention to a left hand, only transformations belonging to the Special Euclidean
group SE(3) are considered. Each element in SE(3) is defined by a pair (R, t), where R is a rotation followed
by a translation t, so that x 7→ Rx+ t. Two transformations can be combined as follow:

(R3, t3) = (R2, t2) • (R1, t1) = (R2R1,R2t1 + t2) (3.4)

In robotics, it is common to utilize homogeneous coordinates in order to unify the description of rotations and
translations [22]. This requires augmenting the space from R

3 to R4 and appending a 1 at the end of all vectors.
The rotation R and the translation t can then be combined in a single matrix as follow:

(R, t) 7→
(
R t
0 1

)
(3.5)

Given that R is an orthogonal matrix (i.e., R−1 = RT ), the inverse transformation of a rigid transformation in
homogeneous coordinates can be easily determined:(

R t
0 1

)(
A b
0 1

)
=

(
RA Rb + t
0 1

)
=

(
1 0
0 1

)
⇐⇒ A = RT ,b = −RT t (3.6)
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Figure 3.1: Local coordinate systems. Each joint is associated to a local coordinate system with the z-axis
oriented in the same direction of the link extending from it.

Furthermore, it is straightforward to verify that relation 3.4 is still valid; in fact by multiplying two rigid
transformations it follows that: (

R2 t2

0 1

)(
R1 t1

0 1

)
=

(
R2R1 R2t1 + t2

0 1

)
(3.7)

According to mapping 3.5, the basic rotation matrices in homogeneous coordinates can be redefined as follow:

Rx(α) =


1 0 0 0
0 cosα − sinα 0
0 sinα cosα 0
0 0 0 1

 (3.8)

Ry(β) =


cosβ 0 sinβ 0

0 1 0 0
− sinβ 0 cosβ 0

0 0 0 1

 (3.9)

Rz(γ) =


cos γ − sin γ 0 0
sin γ cos γ 0 0

0 0 1 0
0 0 0 1

 (3.10)

Furthermore, it is possible to define a general translation matrix D as:

D(x, y, z) =


1 0 0 x
0 1 0 y
0 0 1 z
0 0 0 1

 (3.11)
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A homogeneous rigid transformation Mi is then associated to each joint ji, expressed as a combination of the
basic rotations and translation matrices previously defined, establishing the coordinate transformation from Ri

to RΛ(i). Moreover, transformation matrices MW
i are defined as:

MW
i =M0 · . . .MΛ(i) · Mi (3.12)

establishing the transformations from Ri to the world coordinate system.

Remark

Given that the lengths of the links are set at initialization time and do not change afterwards, the variables
determining the skeleton configuration are only the joint angles and link l0 representing the displacement
from the world coordinate system. These can be arranged in a single variable k = [Θ0, . . . ,Θ15; l0], where
Θi = [αi, βi, γi].

3.1.2 Body surface

The Kinect sensor only provides information about the surface of the body, therefore it is necessary to build a
surface model to relate the skeleton to the point cloud. For this purpose, a total of 11 major body parts are
identified: upper and lower arm (left and right), upper and lower leg (left and right), head, chest, and abdomen,
which need to be generated and connected to specific links of the skeleton.

Link Body part name Body part label
L1 Abdomen B1
L2 Chest B2
L3 Head B3
L5 Right upper arm B4
L6 Right lower arm B5
L8 Left upper arm B6
L9 Left lower arm B7
L11 Right upper leg B8
L12 Right lower leg B9
L14 Left upper leg B10
L15 Left lower leg B11

Table 3.1: Correspondences between skeleton links and body parts.

As Table 3.1 illustrates, some of the links do not have any associated body part. For this reason the operator
Γ(·) is introduced, which takes as input the index of a body part and returns the index of the link it is connected
to. Each Bm is a set of 3D points defined in the local frame of reference of the link they are attached to. How
to generate them will be described in detail in the next chapter. To obtain the body parts in world coordinates,
the transformation matrices MW

i can be utilized. Then it follows that:

BW
m =MW

Γ(m)Bm (3.13)

The full body surface BW is then obtained by joining all the subsets BW
m :

BW = (MW
Γ(1)B1) ∪ (MW

Γ(2)B2) ∪ . . . ∪ (MW
Γ(11)B11) =

11⋃
i=1

MW
Γ(m)Bm (3.14)

3.2 Iterative closest point

As previously mentioned, model based algorithms perform motion capture by matching a body model of the
subject with the data acquired from a sensor. To perform this task, a modified version of a popular point
registration algorithm known as ICP has been implemented. In the following sections, an introduction to the
ICP algorithm in its standard version will be introduced, followed by its generalization to articulated bodies.
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3.2.1 Standard ICP

The ICP is an algorithm employed to minimize the difference between a target point cloud, T = {t1, . . . , tn},
which is kept fixed, and a source point cloud, S = {s1, . . . , sm}, which is iteratively transformed through rigid
transformations. Let us describe the algorithm’s steps:

1. For each point in the source point cloud, find the closest point in the target point cloud. This set of
points is referred to as C = {c1, . . . , cm}.

2. Estimate the rigid transformation M(α, β, γ, x, y, z) = D(x, y, z)Rz(γ)Ry(β)Rx(α) that minimizes the
least-squares cost function E:

E(α, β, γ, x, y, z) =

m∑
i=1

‖Msi − ci‖2 (3.15)

3. Transform the source points by applying M . That is:

S →MS (3.16)

4. Repeat steps (1,2,3) until the stopping criterion is met (for example, when the residual of the cost function
is below fixed threshold)

3.2.2 Articulated ICP

The standard ICP algorithm is applied to point clouds that can be registered through a single rigid transformation
(i.e., point clouds representing rigid bodies), in which case convergence to a local minimum and closed-form
solution of the minimization problem in (3.15) are guaranteed [23]. The process of human motion capture, on
the other hand, requires registering point clouds with an underlying structure of an articulated body, which
can undergo multiple and simultaneous rigid transformations. For this reason, a procedure inspired by the
standard ICP, which can be extended to the case of articulated bodies [16, 17, 24, 25], has been developed.

Let us consider a body model with its associated body parts B = {B1, B2, . . . , B11}, world transformations
MW = {MW

1 , . . . ,MW
15}, and configuration k0. As before, let us call T the target point cloud. Then the

algorithm proceeds in the following steps (see Figures 3.3, 3.4, 3.5, 3.6):

1. Compute body parts in world coordinates, BW
m =MW

Γ(m)(k0)Bm, for m = 1, . . . , 11.

2. Partition T by finding closest body parts, T = {T1, . . . , T11} where Tm = {tm1 , . . . , tmlm}.

3. For each Tm compute the set Cm = {cm1 , . . . , cmlm} of its closest neighbors in the body model surface BW .
Then determine the corresponding set in local coordinates, C∗m = {c∗m1 , . . . , c∗mlm }.

4. Find the configuration k† which minimizes the cost function E:

E(k) =
1

2

11∑
m=1

∥∥∥MW
Γ(m)(k)C∗m − Tm

∥∥∥2

=
1

2

11∑
m=1

lm∑
j=1

∥∥∥MW
Γ(m)(k)c∗mj − tmj

∥∥∥2

(3.17)

5. Update the body model configuration, k0 → k†.

6. Repeat steps (1-5) until stopping criterion is met.

Remarks

The cost function can be rewritten in vector form by rearranging its terms in a column vector, r(k), so that:

E(k) =
1

2
r(k)T r(k) (3.18)

Step 3 of the AICP algorithm requires performing a nearest neighbor search. A simple but rather slow approach
to solve this task would be to compute all the mutual distances between target and source point cloud, and then
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Figure 3.3: Step 1 of AICP: calculation of the body model in world coordinates. Left panel: body model with
color coded body parts, BW

i . Right panel: target point cloud, T .

Figure 3.4: Step 2 of AICP: partitioning of the target point cloud. Left panel: body model with color coded body
parts, BW

i . Right panel: the target point cloud has been partitioned by finding closest body part in the body
model.

to select the pairs of points that have the smallest relative distance. Another approach, which usually allows
for a faster search, is to build and query a data structure, such as a k-d tree. For this purpose an external
library called ANN [26] was utilized.

The problem in step 4 does not have a closed-form solution as in the case of the standard ICP, so another
minimization method should be employed. The chosen algorithm is the well known Gauss–Newton algorithm
(see Appendix B), which approximates a given function with its second order Taylor expansion, and iteratively
corrects an initial guess k0 with the following update rule:

J T
0 r0 = −J T

0 J0(k− k0) (3.19)

where r0 = r(k0) and J0 is its Jacobian matrix.
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Figure 3.5: Step 3 of AICP. By performing a nearest neighbor search, correspondences between the body model
and the target point cloud are established. The left panel shows the target sets, Ti. The right panel shows the
source sets, Ci.

Figure 3.6: Body model and target point cloud after execution of AICP. The left panel shows the body model in
its updated configuration. The right panel shows the target point cloud.
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4 Method

In this chapter, all the stages of the AICP motion capture system will be presented and detailed. As will become
clear, the process of gaining high-level information, such as the position of the subject’s body landmarks, from
a partial 3D surface reconstruction involves the interplay of many components.

4.1 Data acquisition

As mentioned in Chapter 2, the Kinect is equipped with a depth sensor and a color camera. Our system
only makes use of the depth information from which a point cloud of the scene is obtained. The depth map
resolution is 320x240 pixels; it is important to point out that the depth accuracy decreases with distance from
the sensor. The Kinect for Windows has two working modalities: near mode and default. In near mode, the
distance range is between 0.4 and 3.0 meters, while in default mode it is between 0.8 and 4.0 meters. This
limits the volume of space where a subject’s full-body can be tracked to a narrow region. On the software
side, two options are available for accessing the Kinect hardware: the opensource APIs OpenNI [19] and the
proprietary Microsoft SDK. The chosen approach was to utilize the Microsoft SDK, which offers better support
and functionality.

4.2 Sub-sampling

Given that the depth map is a two-dimensional grid, a simple procedure to obtain a uniform sub-sampling of

factor k is to store every kth pixel while iterating through its elements (see Figures 4.1 and 4.2).

4.3 Subject segmentation

The point cloud at this stage is a representation of the full scene in the field of view of the Kinect. Therefore,
beside the points belonging to the body surface of the subject, there are usually present a large number of points
associated with the floor, walls, and other objects, which are unnecessary for the motion capture and need to
be removed (see Figure 4.1). The chosen method to perform subject segmentation utilizes the information
provided by the Kinect SDK in the depth map, where each pixel is a structure with two fields, one storing the
depth in millimeters, and the other the player index. By knowing the player index of the subject, it is then
possible to select only his associated pixels. To determine the subject’s player index, the positions of all the
skeletons found by the Kinect tracking system are checked and the one that is closest to the subject is chosen.
Their relative distance, however, should be smaller than a threshold (set to 0.5 meters); this is to avoid the
body model being captured by another person in the field of view of the Kinect should the subject leave the
scene momentarily.

The above segmentation procedure fails entirely when the subject is farther than four meters from the
Kinect, and has some problems during occlusions. Therefore, in those situations, a different segmentation
algorithm is used. This method stems from the consideration that two consecutive frames will generally be
very similar to each other (assuming that the subject is not moving too quickly) and therefore the previous
skeleton position will be rather close to the current subject’s point cloud. Under this assumption, the points
that are within a certain range from the skeleton can be then selected and associated to the subject, while
all other points are discarded. The range should be chosen carefully; if it is allowed to be too large it would
cause many erroneous points to be assigned to the subject, and if set too small it would produce an incomplete
subject point cloud, possibly leading to tracking failure.

4.4 Initialization body model

As explained in Chapter 2, modelbased systems require the use of a model to perform motion capture. The
following sections present an explanation of how the body model is generated.
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Figure 4.1: Raw point cloud as obtained by the Kinect sensor consisting of 70.000 points.

Figure 4.2: Sub-sampled point cloud by factor k = 2. This is accomplished by keeping every 2nd pixel while
iterating through the depth-map elements.
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Figure 4.3: Skeleton model after initialization and segmented point cloud of the subject in the T-pose. During
the initialization phase, the link lengths and joint angles are computed by utilizing the body landmark positions
returned by the Kinect tracking system.

4.4.1 Skeleton model

As illustrated in Figure 3.2, the skeleton model has 15 links with lengths that need to be determined according
to the subject’s actual body size. The chosen method of measurement requires the subject to stand straight
in front of the Kinect sensor in the T-pose (see Figure 4.3) for a short time interval (see Appendix A for a
discussion of this procedure). Within this time frame, the body landmark positions are acquired from the Kinect
system and their relative distances are computed and averaged to obtain the link lengths. The links belonging
to the extremeties are also symmetrized. Afterward, the last acquired positions of the body landmarks are
utilized to compute the joint angles such that the skeleton model is in the same pose as the Kinect skeleton.
This is accomplished by computing the rotations about the x-axis and y-axis such that the positions of the
body landmarks, as returned by the Kinect tracking system, have only one non-zero component along the
z-axis when expressed in the local coordinate system of their parent joint. Let us call bm = [bmx , b

m
y , b

m
z ], the

position of body landmark m, as returned by the Kinect. Then for m = 2, . . . , 16, the coordinates of each bm

are converted in the local coordinate system of joint ji, where i = Ξ(m), so that: bm 7→ b∗m = [b∗mx , b∗my , b∗mz ].
The joint angles are then given by:

αi = − arctan2

b∗my√
(b∗mx )2 + (b∗mz )2

(4.1)

βi = arctan2
b∗mx
b∗mz

(4.2)

The functions arctan2 takes two arguments in order to determine the quadrant of the computed angles that
can be in the range (−π, π].

4.4.2 Body surface model

A common method utilized to model a body surface involves using simple geometric shapes such as cylinders,
spheres, and ellipsoids, which are then combined in a simplified representation of the subject’s body. The
chosen approach is of this kind, where the basic geometric shape is the elliptical cone frustum, parametrized by
five quantities: height h, base radii: rbx, rby, and top radii: rtx, rty. Each body part (i.e., upper arm, lower arm,
etc.) can be decomposed into an arbitrary number of these elements, which are then fitted to the segmented
point cloud to approximate the real shape of the subject.

In the utilized model, the extremities (arms and legs) are symmetrical around their links, therefore their
basic geometric elements only require three parameters to be fully determined: top and bottom radii, and
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height. Moreover, continuity between elements is imposed, that is, two contiguous elliptical cone frustums must
have the same radii where they meet. This applies to elements within the same body part, and to elements
belonging to contiguous body parts, which further reduces the total numbers of parameters to be determined.
Once the number of basic elements is chosen, the link is split accordingly in equally long sub-segments. Then,
for each subsegment’s end points, a set of nearest neighbors in the point cloud is computed and their distances
averaged. These values are then assigned to the radii of the elliptical cone frustums (see Figure 4.4). A similar
procedure is used when generating the abdomen, trunk, and head, but given that these body parts are not
symmetric, the lateral radii also need to be determined. The trunk and abdomen are chosen to be equally
broad and of fixed radius, which is set to be equal to the length of the link connecting the center shoulder to
the left or right shoulder. The head width is set to 0.8 the radius just described.

4.5 Tracking algorithm

4.5.1 Matching

The first step of the ICP algorithm establishes correspondences between body model and point cloud. The
standard implementation of the ICP algorithm [23, 27] and many of its extensions to articulated bodies [24, 16,
17] match the body model to the destination point cloud. However, in this work, an inverse assignment has
been utilized; that is, the target points are matched to their nearest neighbors in the body model.

4.5.2 Minimization cost function and body model update

Once correspondences between body model and target point cloud have been established, the next step is to
find the rigid transformations that minimize the cost function (3.17) by using the Gauss-Newton algorithm. To
start the minimization process, a guess for the parameters vector is required, and a natural choice is to use the
solution found in the previous iteration, k0. In this implementation, only one step in the descent direction is
performed, where the step size is found by using a simple backtracking line search. The body model is then
updated to the new configuration k† just found. Matching and minimization are then repeated until the cost

function’s relative error, ∆E = E(k0)−E(k†)
E(k0) , is smaller than a fixed threshold (see Table C.3).

4.6 Tracking failure recovery

The AICP algorithm can sometimes undergo tracking failures which would require a reinitialization of the
system. To avoid this, a recovery routine has been implemented which makes use of the tracking information
provided by the Kinect. The algorithm outline is the following:

1. At each frame, acquire Kinect skeleton data. The skeleton data contains body landmark positions and
body landmark tracking status: tracked, inferred, not tracked.

2. If all body landmark have the status ’tracked’, then:

(a) Compute distances between each body landmark as returned by the Kinect and our system.

(b) If any of the distances are consistently (at least 30 consecutive frames) larger than a set threshold,
then re-position our skeleton according to the Kinect system.

This algorithm works under the reasonable assumption that the Kinect tracking algorithm is reliable when all
body parts are clearly visible.

4.7 Occlusions and self-occlusions handling

The AICP can become unstable when one or more body parts are largely occluded. To avoid tracking failures
in those situations, a routine has been implemented that disables the joints corresponding to the involved body
parts. This is accomplished by checking the cardinalities, lm, of each target set Tm and by comparing them
with their values at initialization time, l0m, when all the body parts were clearly visible. Whenever the condition
lm < l0m/K, where K is a user-defined parameter, is verified, the corresponding joint Γ(m) may be disabled,
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depending on whether the remaining body parts in its child branch (see Figure 3.2) are also occluded. For
example, if B7 (left lower arm) is occluded, joint j9 in the left elbow will be disabled. On the other hand, if
B6 (left upper arm) is occluded, j8 will be disabled only if B7 is also occluded. This is because the tracking
algorithm can determine the correct configuration of a joint even when its linked body part is entirely hidden
as long as the visible body parts contain sufficient information.
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5 Results

The standard procedure to test a newly developed motion capture algorithm is to compare its predicted
movements against a ground truth, usually obtained by using one of the motion capture systems described
in Chapter 2. In this way, it is possible to accurately measure the deviations from the correct positions.
Unfortunately, in this work, access to such a system was not available, and therefore the obtained results are
rather qualitative. In the following, some of the most common situations where the Kinect tracking system
encounters problems are presented, showing, side-by-side, how the body landmarks were detected by the AICP
and the Kinect systems. Each figure is followed by a plot showing the normalized residual error per point
(NREP) obtained while performing the represented pose a few times. This quantity is computed at the end of
the optimization process when the body model has been aligned with the point cloud, and it is the residual of
the cost function divided by the number of points in the point cloud and normalized by subtracting a base
line value. The NREP does not give a direct measure of the accuracy of the motion capture, but provides
information about how well the point cloud is covered by the body model. When the motion capture is working
poorly, the offset between body model and point cloud will grow larger, and therefore the NREP is expected to
increase accordingly.

Figure 5.1 shows the residual errors per point (REP) before normalization in the case of a subject standing
still in the T-pose. This pose is optimal in the way that all body parts are clearly visible and well separated
from each other, and therefore it is considered as baseline for the measurements to follow. Each of the cases
presented begins with the subject holding this pose for several seconds. Both systems present an offset which is
expected given that the body model surface only approximates the subject’s real shape. The Kinect offset
is larger, which is also expected given that its tracking system does not perform body model - point cloud
matching. To make the results more readable and easier to compare, the utilized unit of measurement is taken
to be the average standard deviation of the REP relative to the baseline phase of various datasets collected in
this work, which is referred to as ∆ = 2.4 · 10−2 mm.
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Figure 5.1: Residual error per point relative to subject in the T-pose.

5.1 Self-occlusions

Figures 5.2 to 5.8 illustrate how the AICP algorithm and the Kinect tracking system responded to various
situations involving self-occlusion.
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Figure 5.2: Example of a self-occlusion involving one arm and one leg. Top panel: the left side shows the
body model in the pose determined by the AICP, while the right side shows the body model in the Kinect pose.
Bottom panel: AICP skeleton and Kinect skeleton superimposed on the depth map, on the left and right side,
respectively.
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Figure 5.3: NREP during self-occlusions involving one arm and one leg. Six neutral and motion phases are
alternated. The neutral phase corresponds to the subject in the T-pose. The mean values shown are relative to
the motion phase.
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Figure 5.4: Example of a self-occlusion involving the legs. Top panel: the left side shows the body model in the
pose determined by the AICP, while the right side shows the body model in the Kinect pose. Bottom panel:
AICP skeleton and Kinect skeleton superimposed on the depth map, on the left and right side, respectively.
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Figure 5.5: NREP during self-occlusion involving the legs. Six neutral and motion phases are alternated. The
neutral phase corresponds to the subject in the T-pose. The mean values shown are relative to the motion phase.
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Figure 5.6: Example of a self-occlusion involving the arms. Top panel: the left side shows the body model in the
pose determined by the AICP, while the right side shows the body model in the Kinect pose. Bottom panel:
AICP skeleton and Kinect skeleton superimposed on the depth map, on the left and right side, respectively.
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Figure 5.7: NREP during self-occlusion involving arms. Six neutral and motion phases are alternated. The
neutral phase corresponds to the subject in the T-pose. The mean values shown are relative to the motion phase.
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Figure 5.8: Example of a self-occlusion involving left arm and head. Top panel: the left side shows the body
model in the pose determined by the AICP, while the right side shows the body model in the Kinect pose.
Bottom panel: AICP skeleton and Kinect skeleton superimposed on the depth map, on the left and right side,
respectively.
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Figure 5.9: NREP during self-occlusion involving left arm and head. Five neutral and motion phases are
alternated. The neutral phase corresponds to the subject in the T-pose. The mean values shown are relative to
the motion phase.
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5.2 Less common poses

There are certain poses that the Kinect tracking system fails to identify correctly. This is likely due to the fact
that its training set did not contain any similar poses. Figures 5.10 to 5.15 show some examples of this problem.

Figure 5.10: Example of a less common pose. Top panel: the left side shows the body model in the pose
determined by the AICP, while the right side shows the body model in the Kinect pose. Bottom panel: AICP
skeleton and Kinect skeleton superimposed on the depth map, on the left and right side, respectively.
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Figure 5.11: NREP while performing a less common pose. Five neutral and motion phases are alternated. The
neutral phase corresponds to the subject in the T-pose. The mean values shown are relative to the motion phase.
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Figure 5.12: Example of a less common pose. Top panel: the left side shows the body model in the pose
determined by the AICP, while the right side shows the body model in the Kinect pose. Bottom panel: AICP
skeleton and Kinect skeleton superimposed on the depth map, on the left and right side, respectively.
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Figure 5.13: NREP while performing a less common pose. Five neutral and motion phases are alternated. The
neutral phase corresponds to the subject in the T-pose. The mean values shown are relative to the motion phase.
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Figure 5.14: Example of a less common pose. Top panel: the left side shows the body model in the pose
determined by the AICP, while the right side shows the body model in the Kinect pose. Bottom panel: AICP
skeleton and Kinect skeleton superimposed on the depth map, on the left and right side, respectively.
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Figure 5.15: NREP while performing a less common pose. Five neutral and motion phases are alternated. The
neutral phase corresponds to the subject in the T-pose. The mean values shown are relative to the motion phase.
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5.3 Free motions

Figure 5.16 presents the NREP relative to a simple free motion sequence: subject facing the Kinect sensor
while performing slow movements not involving self-occlusions. Figure 5.17 shows the case of an unconstrained
motion sequence involving self-occlusions, quick movements, walking, turning away from the sensor, squatting,
bending the back, etc. In Figure 5.18, the average NREP (ANREP) relative to 30 unconstrained motion
sequences lasting one minute each is presented (see Table C.1 for the numerical results).
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Figure 5.16: NREP while performing a simple motion: slow movements, no self-occlusions, always facing the
sensor.
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Figure 5.17: NREP while performing an unconstrained motion: normal or quick movements, self-occlusions,
squatting, turning away from the sensor, etc.
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Figure 5.18: ANREP unconstrained motion 30 runs. Average NREP relative to 30 unconstrained motion
sequences lasting one minute each.



5.4 Occlusions, extended range, and rear facing

Figure 5.19 illustrates how the AICP algorithm and the Kinect tracking system respond when presented with
occlusions covering a large part of the body surface. In Figure 5.20, the ability of the AICP system to work in
an extended range (distance > 4 m) is demonstrated. Figure 5.21 presents an additional problem associated
with the Kinect tracking system which cannot distinguish between front and back of the subject.

Figure 5.19: Example of an occlusion caused by a book held in front of the sensor. Top panel: the left side
shows the body model in the pose determined by the AICP, while the right side shows the body model in the
Kinect pose. Bottom panel: AICP skeleton and Kinect skeleton superimposed on the depth map, on the left and
right side, respectively.

Figure 5.20: Example of subject in the extended region (distance > 4 meters). Top panel: the left side shows
the body model in the pose determined by the AICP, while the right side shows the body model in the Kinect
pose. Bottom panel: AICP skeleton and Kinect skeleton superimposed on the depth map, on the left and right
side, respectively.
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Figure 5.21: Example of subject turned away from the sensor. The Kinect system cannot differentiate between
front and back of the subject. Top panel: the left side shows the body model in the pose determined by the AICP,
while the right side shows the body model in the Kinect pose. Bottom panel: AICP skeleton and Kinect skeleton
superimposed on the depth map, on the left and right side, respectively.
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5.5 Known problems of the AICP

There are certain situations that can cause tracking failures of the AICP system such as fast motions, closely
positioned body parts, and large occlusions. Fast motions and closely positioned body parts are problematic for
the same reason; as previously explained, the AICP works by matching the point cloud with the body model by
finding the pairs of closest points. When body parts get too close or the subject’s motions become too quick, it
becomes more likely that wrong correspondences are established. Figures 5.22, 5.23, and 5.24 show two typical
situations presenting this problem.

Larger occlusions can cause problems for a different reason; the unavoidable noise and discrepancy between
body model and real shape of the subject are averaged out when the subject is clearly visible or undergoing
small occlusions. However, during large occlusions only few points are visible and the AICP minimization
process can produce erratic behaviors (see Figure 5.25). Figure 5.26 shows an example of this situation.

Figure 5.22: Example of AICP tracking failure due to fast motion and close body parts. This picture shows the
starting situation: the left arm is in contact with the chest. Top panel: the left side shows the body model in the
pose determined by the AICP, while the right side shows the body model in the Kinect pose. Bottom panel:
AICP skeleton and Kinect skeleton superimposed on the depth map, on the left and right side, respectively.
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Figure 5.23: Example of AICP tracking failure due to fast motion and close body parts. The subject quickly
moved his arm away from the chest and the matching phase associated the points belonging to the arm to the
body model abdomen, thus resulting in a wrongly estimated pose. Top panel: the left side shows the body model
in the pose determined by the AICP, while the right side shows the body model in the Kinect pose. Bottom panel:
AICP skeleton and Kinect skeleton superimposed on the depth map, on the left and right side, respectively.

Figure 5.24: Example of AICP tracking failure due to body parts too close to each other. In this case the subject
was walking sideways with his arms against the body, when eventually the right arm was absorbed by the trunk.
Top panel: the left side shows the body model in the pose determined by the AICP, while the right side shows the
body model in the Kinect pose. Bottom panel: AICP skeleton and Kinect skeleton superimposed on the depth
map, on the left and right side, respectively.
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Figure 5.25: Illustration of instability due to large occlusion. The joint tries to minimize the relative distances
between the points and its link. The left panel shows the joint in the optimal configuration which minimizes the
link distance from the point cloud. The right panel shows how the joint repositions the link when a large subset
of points are hidden (shown in lighter color) by an occlusion.

Figure 5.26: Example of ICP tracking failure due to large occlusions. The subject is turned away from the
sensor, causing some body parts to be severely occluded. The few points visible produce erratic behavior of the
body model. Top panel: the left side shows the body model in the pose determined by the AICP, while the right
side shows the body model in the Kinect pose. Bottom panel: AICP skeleton and Kinect skeleton superimposed
on the depth map, on the left and right side, respectively.
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6 Discussion

In this work, a motion capture system to be used in combination with the Kinect sensor has been developed and
implemented. The task was rather demanding due to the strict requirements of performing real-time tracking
while maintaining a good level of accuracy and allowing for motions where occlusions and self-occlusions are
frequent. Other systems available on the market, such as the proprietary Microsoft Kinect algorithm, can only
meet some of these requirements and only in specific conditions, despite the considerable resources invested in
research and development. The developed system works by establishing and minimizing dense correspondences
between point clouds acquired from the Kinect and a body model previously generated. It only makes use
of low-level information to perform motion capture, with the exceptions of the initialization phase and when
recovering from tracking failures, during which it acquires the body landmark positions from the Kinect tracking
algorithm.

The core routine of the implemented system is an extension to articulated bodies of the ICP algorithm,
which iteratively revises a group of rigid transformations in order to minimize the residual distance between the
body model and the point cloud. However, the idea of using the ICP algorithm for motion tracking is not new;
in fact, some papers have already been published discussing various implementations of it [24, 16, 25]. But
whereas these authors optimize the cost function one joint at the time in a hierarchical fashion, in this work it
is minimized over the full configuration space at once. Furthermore, an inverted matching procedure [17] is
utilized, that is, correspondences are established from the point cloud to the body model. Intuitively this can
be seen as having the point cloud pulling the body model instead of having the body model chasing the point
cloud. During occlusions and self-occlusions, matching the body model with the point cloud could result in
several erroneous correspondences, because all the points of the body model need to be matched, even though
their corresponding body part in the point cloud is partially or entirely hidden. This could be avoided, to a
limited extent, by introducing a distance threshold for the matched pairs (i.e., discarding pairs with relative
distances larger than a set value), but at the price of possibly losing valuable correspondences in situations
involving quick motions. The inverted matching does not incur these problems because in this case, if a body
part in the point cloud were occluded, the corresponding part in the body model would simply not be active.

In the previous chapter, the NREP produced by the AICP and the Kinect systems were compared while
performing various motion sequences. Beside producing a lower mean NREP, thus providing a better alignment
between body model and point cloud, the AICP was also more stable than the Kinect algorithm, as shown by
its significantly smaller NREP standard deviation in most of the analyzed situations. The main assumption
made when using an ICP algorithm is that the point clouds to be matched are almost aligned, otherwise
the algorithm could get stuck in a local optimum. In the context of this work, that means assuming that
the movements of the subject are not excessively fast; if this condition is not met, the matching phase could
produce several erroneous correspondences and thereby result in tracking failures. This is especially true with
fast motions involving body parts that are close to each other (see Figures 5.22, 5.23, and 5.24). A possible
solution to these problems could be to utilize markers to help the matching algorithm. For example, by wearing
colored wrist bands it could be possible to avoid the situations shown in the previous chapter, where the lower
arm section of the point cloud was erroneously matched with the body model trunk.

The processing speed of the system is affected by a few factors, the most obvious being the hardware
running the program. The sizes of body model and point cloud play another important role and that is why a
sub-sampling routine was incorporated in the pipeline (see Table C.2). It is important to point out that a low
frame rate is not only unpleasant to view on the screen but it also makes the system much more likely to fail;
given that the previous configuration is the initial guess to calculate the current one, if too many frames are
skipped, the body model could result poorly aligned with the current frame, thus causing the AICP to get
stuck in a local minimum.

The AICP can become unstable when one or more body parts are largely occluded (see Figures 5.25 and
5.26). In those situations, the noise in the point cloud and the unavoidable discrepancy between the body
model and the real shape of the subject, in conjunction with the fact that the occluded parts are represented
by very few points, can result in erratic motions of the skeleton. For this reason, a routine to disable the joints
associated with severely occluded body parts was implemented. Anyhow, the AICP system could be easily
extended to work with multiple Kinects, therefore substantially reducing the occlusions problem.
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7 Conclusions and future work

The goal of this work was to develop a motion capture algorithm that could obviate some of the inherent
limitations of the Kinect tracking system while providing accurate and real-time tracking. As shown in the
previous chapter, the developed system proves to be more robust in dealing with occlusions and self-occlusions
by producing an NREP approximately seven times smaller on average relative to a set of 30 unconstrained
motions, it can track a wider range of poses, and it can work in an extended range. This makes it a potentially
better solution for performing motion capture in an assembly line setting, where self-occlusions commonly
occur while performing manual work and occlusions are sometimes unavoidable due to the presence of other
workers or robotic tools.

The segmentation of the subject is a crucial phase of the overall tracking algorithm which needs careful
attention, especially when using an inverted matching procedure. The current routines could be extended to use
more information in the segmentation process, such as color intensity or markers. Another option could be to
integrate or substitute them with more advanced machine learning techniques for human detection such as the
one available with OpenCV. The main bottleneck of this pipeline is the nearest neighbor search in the AICP
algorithm. The current implementation utilizes the ANN library developed by Arya and Mount [26], which is
highly optimized but runs on a single core. A substantial improvement in tracking speed could be achieved
by developing a GPGPU implementation to parallelize the search. The Jacobian used in the Gauss-Newton
algorithm is computed numerically by means of forward finite difference. However, it could be possible to
compute it analytically or by automatic differentiation, thus obtaining exact derivatives in shorter time. The
Kinect for Windows SDK supports up to four simultaneous Kinects for skeletal tracking. However, the tracking
accuracy is still bound by the accuracy of the best positioned Kinect (relative to the subject), which, as has
been shown, can be rather poor in the event of occlusions or self-occlusions even when the user is facing the
sensor. The AICP system, on the other hand, could combine the point clouds acquired from each Kinect to
obtain a more complete view of the subject, and therefore providing more accurate and stable tracking.
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A Bone length

The Kinect tracking system does not set any constraints on bone lengths, which can therefore largely fluctuate
from frame to frame, depending on the particular motion the subject is performing. This could present a
problem, given that the initialization phase of the AICP system relies on the Kinect algorithm to determine the
body proportions of the body model. For this reason, a small study was undertaken to understand what poses
or motions are best suited for acquiring reliable bone length data. In the following, the results accounting for
three different cases are presented: subject standing in the T-pose (see Figure A.1), subject facing the Kinect
while performing a slow periodic motion which involved waving his arms and squatting (see Figure A.2), and
subject performing unconstrained movements (see Figure A.3). Instead of studying individually each one of the
fifteen links, the time evolution of their average (average bone length, ABL) is considered.

The T-pose does not involve motion, therefore its corresponding average standard deviation σN , is taken as
the noise level of the Kinect system (see Table A.1). As Figures A.1), A.2), and A.3), and Tables A.1, A.2, and
A.3 illustrate, the final mean values of the ABL are compatible with each other, but the slow and unconstrained
motions running averages take longer to settle about their mean values within the noise level. Therefore, it
appears preferable to initialize the skeleton model by standing in the T-pose.
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Figure A.1: Average bone length for subject standing in the T-pose.

T-Pose
Run Mean[mm] Std[mm]

1 263.4 0.8
2 263.8 1.0
3 265.1 0.7
4 264.9 1.2
5 264.2 0.6

Average 264.3 0.9

Table A.1: Table reporting ABL mean and standard deviation relative to T-pose. Values obtained performing
the pose for one minute each run.
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Figure A.2: Average bone length during slow periodic motion. In this case the subject is performing a periodic
and slow motion involving waving his arms and squatting.
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Figure A.3: Average bone length during unconstrained motion.
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Slow motion
Run Mean[mm] Std[mm]

1 261.2 9.3
2 260.5 9.2
3 259.4 10.7
4 262.0 9.0
5 260.3 10.1

Average 260.7 9.6

Table A.2: Table reporting ABL mean and standard deviation relative to slow motion. Values obtained
performing the motion for one minute each run.

Unconstrained motion
Run Mean[mm] Std[mm]

1 262.5 6.8
2 263.4 4.8
3 264.3 4.4
4 261.5 6.2
5 263.8 5.1

Average 263.1 5.5

Table A.3: Table reporting ABL mean and standard deviation relative to unconstrained motion. Values
obtained performing the motion for one minute each run.





B Gauss-Newton algorithm

A common method used to solve non-linear least squares problems is the Gauss-Newton algorithm, which will
be presented in the following. Let us consider the observation pairs S = {(x1, y1), . . . , (xN , yN )} and a model
curve f which is parametrized by k = [k1, . . . , km]. Then the objective function is defined:

E(k) =
1

2

N∑
i=1

[yi − f(xi, k)]2 (B.1)

By setting ri(k) = yi − f(xi, k), the previous expression can be rewritten as:

E(k) =
1

2

N∑
i=1

ri(k)2 =
1

2
r(k)T r(k) where rT = [r1, . . . , rN ] (B.2)

The purpose of the G-N algorithm is to find the value of k such that the cost function E is minimal. In the
following, for clarity, a notation simplification will be utilized by writing Ek in place of E(k) and similarly for
the other functions of k. The first step is to provide an initial guess k0 that is assumed to be close to the global
minimum. Then the cost function is Taylor expanded to the second order, so that:

Ek = E0 +∇E0 · (k − k0) +
1

2
(k − k0)T · ∇2E0 · (k − k0) (B.3)

where ∇E0 and ∇2E0 are respectively the gradient and the Hessian matrix of the cost function evaluated in k0.
Let us derive the gradient of the cost function:

∇Ek =
1

2
∇[rTk rk] =

1

2
[JT

k rk + [rTk Jk]T ] = JT
k rk (B.4)

where Jk is the Jacobian of the residual vector rk. The Hessian matrix is given by:

∇2Ek =
1

2
∇2[rTk rk] = ∇[JT

k rk] = JT
k Jk +

N∑
i=1

rki
∇2rki

(B.5)

and by setting Q =
∑N

i=1 rki∇2rki , the more compact expression is obtained:

∇2Ek = JT
k Jk +Q (B.6)

The Hessian matrix of the cost function is given by the sum of two terms, one of which only contains first order
derivatives. When k is a critical point, the derivative of the truncated cost function is vanishing, so that:

dEk

dk
= JT

0 r0 + JT
0 J0(k − k0) +

1

2

d

dk
[(k − k0)TQ0(k − k0)] = 0 (B.7)

In the approximation Q = 0, the update rule of the G-N algorithm is finally obtained:

JT
0 r0 = −JT

0 J0(k − k0) (B.8)
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C Tables

C.1 Results of 30 motion sequences

Kinect AICP
Run Mean[∆] Std[∆] Mean[∆] Std[∆]

1 7.4 8.0 2.6 2.5
2 20.3 20.2 1.5 5.1
3 35.2 18.6 9.6 4.7
4 30.4 22.3 0.8 5.8
5 14.1 9.4 1.4 4.0
6 23.7 14.3 4.3 5.4
7 8.4 11.4 1.3 2.9
8 22.6 17.2 5.3 5.2
9 22.4 15.5 -0.1 4.8
10 47.2 25.3 2.0 4.5
11 27.4 29.0 2.4 5.0
12 30.0 34.3 3.4 3.9
13 28.2 11.1 5.4 5.7
14 38.6 66.8 3.4 4.6
15 21.6 21.5 6.3 6.0
16 28.7 16.8 7.4 6.6
17 27.6 16.3 4.2 7.8
18 32.3 20.6 5.2 7.2
19 20.0 15.6 1.4 4.6
20 35.1 33.2 3.4 3.7
21 14.0 27.1 3.1 3.0
22 42.9 36.8 6.9 4.8
23 17.0 13.0 1.5 5.6
24 19.9 16.6 3.1 3.7
25 20.0 13.6 4.0 4.7
26 8.8 8.5 0.6 4.0
27 15.2 9.9 2.7 3.9
28 14.2 12.9 3.6 3.5
29 31.9 24.3 3.9 5.7
30 31.5 37.2 8.2 5.5

Table C.1: Table of results relative to 30 unconstrained motion sequences lasting one minute each.
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C.2 Sub-sampling factor

k FPS Point cloud size NREP[∆] Std NREP[∆]

1 20.2 2318 6.0 7.8
2 25.6 1174 3.7 5.8
3 29.5 795 4.2 6.6
4 29.7 583 4.4 11.0

Table C.2: Mean values of frame rate, NREP, and point cloud size for various sub-sampling factor k. The
values refer to a ten minute long unconstrained motion sequence. The program was run on a PC equipped with
cpu Intel Core i5-3570K 3.50 GHz.

C.3 Relative residual error threshold

k FPS Std Iterations Std Mean NREP[∆] Std NREP[∆]

0.1 29.8 2.4 1.5 0.5 13.0 15.0
0.05 29.7 2.4 1.9 0.5 4.6 11.0
0.01 28.1 3.2 2.9 1.3 4.5 8.0
0.005 26.4 3.7 3.43 1.6 1.2 6.2
0.001 22.5 4.5 5.7 3.0 6.7 11.0

Table C.3: Frame rate, NREP, and iterations of Gauss-Newton optimization for various values of relative
residual error thresholds. The values refer to a ten minute long unconstrained motion sequence. The program
was run on a PC equipped with cpu Intel Core i5-3570K 3.50 GHz.
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