
Dynamic substructuring using
experimental-analytical state-space
models of automotive components
Master’s thesis in Applied Mechanics

AXEL BYLIN

Department of Mechanics and Maritime Sciences
CHALMERS UNIVERSITY OF TECHNOLOGY
Göteborg, Sweden 2018





MASTER’S THESIS IN APPLIED MECHANICS

Dynamic substructuring using experimental-analytical state-space models of
automotive components

AXEL BYLIN

Department of Mechanics and Maritime Sciences
Division of Dynamics

CHALMERS UNIVERSITY OF TECHNOLOGY
Göteborg, Sweden 2018



Dynamic substructuring using experimental-analytical state-space models of automotive components
AXEL BYLIN

© AXEL BYLIN, 2018

Master’s thesis 2018:69
Department of Mechanics and Maritime Sciences
Division of Dynamics
Chalmers University of Technology
SE-412 96 Göteborg
Sweden
Telephone: +46 (0)31-772 1000

Cover:
Body in white of the Volvo XC90 with its associated rear subframe

Chalmers Reproservice
Göteborg, Sweden 2018



Dynamic substructuring using experimental-analytical state-space models of automotive components
Master’s thesis in Applied Mechanics
AXEL BYLIN
Department of Mechanics and Maritime Sciences
Division of Dynamics
Chalmers University of Technology

Abstract
Even though simulation models are getting better and better, thanks to both increased knowledge and
computational powers, they are sometimes not perfect or not even good. Experimental models also have their
drawbacks as they are often expensive and hard to obtain, to name a few. Within dynamic substructuring
models of different components are coupled to get the dynamic response of the coupled system. Simulation
models are typically finite element (FE) models and are denoted analytical models. The most common
methods for coupling are best suited for either coupling of purely experimental, typically by frequency based
substructuring, or purely analytical models, typically by component mode synthesis.

A coupling method based on state space models is however specifically developed to couple experimental
models with analytical ditto. A successful implementation of the method, deeper understanding and highlighting
of its advantages and drawbacks can thereby reduce the need for experimental models.

This report will describe the procedure of coupling an experimental model of a Volvo XC90 body-in-white
with an analytical model of a rear subframe. Experimental modal analysis is performed to retrieve frequency
response functions of the body-in-white. By system identification a state space model based on these are then
coupled to a state space model of the subframe, based on FE data.

The resulting hybrid model, based on both experimental and analytical models, is then compared to both
an experimental and an analytical model of the coupled system. Results are good, but to achieve good results
the method put high demands on the used models.
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1 Introduction
In this thesis, dynamic substructuring has been used to couple an experimental model of a body-in-white (BIW)
and an analytical model of a rear subframe. Both parts are from a Volvo XC90(2015) passenger car.

1.1 Background
Volvo Car Corporation (VCC) strives to reduce the amount of physical testing in favour of computer based
simulations and models. These models are often accurate but there are examples where the are uncertain.

One component where large uncertainties have been seen is the BIW, in this case the Volvo XC90. In [4]
experimental models, based on experimental modal analysis (EMA), and analytical models, finite element
analysis (FEA) based, of this BIW are studied. Large differences were found between the models [4]. Since
experimental models are seen as more truthful models, it is sometimes motivated to use these rather than
the analytical models. The BIW is however a structure with complex dynamics that is hard to model also
experimentally.

One interesting area of use, of these experimental models, is dynamic substructuring. This thesis will carry
out the procedure of coupling an experimental model of the BIW with an analytical model of the rear subframe.
On the contrary to the BIW the rear subframe is a component where good correlation between EMA and FEA
has been found, specifically after model updating [6]. The coupling of these two structures are interesting as
they are coupled through rubber bushings and the BIW is very dense with respect to the amount of modes.

In this thesis state space models are used for coupling. This particular coupling method was developed by
Sjövall and AbraHamsson[13]. There are however other substructuring routines available such as frequency
response function (FRF) based and component mode synthesis(CMS), de Klerk et al. [9] gives further information
and references about these. These are however developed for coupling of experimental and analytical models,
respectively.

The main advantage of substructuring is that large complex problems can be divided into smaller problems
more easily modeled. As stated earlier it is also of interest to use computer based modeling as much as possible.
By coupling state space models both analytical and experimental models can be used. One can thus use the
best models availabe, regardless of what sources of information they are based on.

1.2 Purpose
The purpose of this thesis is to find how well substructuring with the specific state space approach,[13], can
be applied to a BIW and rear subframe. The BIW will be modelled experimentaly and the rear subframe
analyticaly. This way of coupling will be compared to coupling purely analytical models.

1.3 Limitations
The given FE model of the BIW is only supplied in a nominal version whereas the rear subframe is available
as both a nominal and an updated version. For the experimental BIW and BIW rear subframe models, the
measurements are done specifically for this project but the test setup, such as sensor placements, is similar to
earlier studies of the same type of subframe and BIW.

1.4 Outline
The measurements took place at VCC where the BIW was measured both separately and with the subframe
mounted. State space models of these two measurements were then identified and transformed such that
coupling and comparisons could be done. The FE models of the subframe and the BIW were modified to suite
the task, and were then exported and turned into state space models. After coupling of the models the results
were compared.

A successful implementation of the method, deeper understanding and highlighting of its advantages and
drawbacks can thereby reduce the need for experimental models.
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2 Theory
This theory section describes several topics that are used to obtain experimental and analytical models and
how to couple these in the state space domain.

2.1 Structural dynamics modeling
The analytical approach of structural dynamics modelling is explained below.

2.1.1 Second order form
A classical approach of the equations of motion (EOM) are

Mq̈(t) + V q̇(t) +Kq(t) = f(t). (2.1)

The mass matrix M , viscous damping matrix V and stiffness matrix K are all N ×N symmetric matrices,
where N is the number of degrees of freedom (DOF). q is the displacement vector and f the force vector, both
are N × 1 vectors. M ,V and K can be obtained in numerous ways. For simple systems Newtons laws or
Lagranges equations are often used, especially for lumped systems. Industrial applications of larger models,
typically continous systems, often uses the finite element method (FEM) to obtain M and K. In these cases
the damping V is approximated to be on a form such that V can be diagonalized by the systems undamped
eigenmodes.

For the undamped problem the eigenmodes φj and eigenvalue ω2
j are found by solving the equation(

K − ω2
jM

)
φj = 0. (2.2)

The eigenfrequency ωj is expressed in rad/s. Further, the damping matrix V can then be written as

V =

N∑
r=1

2ξrωr

Mr
(Mφr) (Mφr)

T (2.3)

where ξr is the damping and Mr is the modal mass of mode r defined as

Mr = φrMφT
r . (2.4)

For more theory on this topic the reader is refered to [12].

2.1.2 Craig-Bampton Reduction
When the coefficient matrices M ,V and K come from a FE-model they are often large, say N >> 10000. The
model gives N inputs and outputs but also N eigenmodes with corresponding eigenfrequencies (eigenvalues).
In cases where output at all DOF or all eigenmodes is not desired, a reduction of the system may be convenient.
In structural dynamics the modes occuring at the lowest frequencies are mostly of interest and usually only a
few, relative to the total amount. A reduction with respect to number of modes and DOF is therefore wanted.

One reduction method is the Craig Bampton method [12] that is based on both fixed-interface normal
modes and interface constraint modes. The fixed-interface normal modes, Φi, are found by fixing all DOF that
are interfacing other parts in a total assembly and solving the associated eigenvalue problem. If the stiffness
and mass matrices are partitioned with the internal DOF first, subscript i, and the interface boundary DOF
last, subscript b, the mode j can then be expressed

{Φi}j =
[
Φij
0bj

] (
K − ω2

jM
)
{Φi}j = 0. (2.5)

The interface constraint modes, Ψc, are found by applying a unit displacement of the desired boundary
coordinates, resulting in a static deformation as[

Kii Kib
Kbi Kbb

] [
Ψib
Ibb

]
=

[
0ib
Rbb

]
(2.6)
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Ψc =

[
Ψib
Ibb

]
=

[
−K−1

ii Kib
Ibb

]
. (2.7)

Combining these two sets of modes gives the Craig Bampton transformation matrix

ΨCB =

[
Φik Ψib
0 Ibb

]
. (2.8)

The displacements can be expressed by the use of this transformation matrix as{
qi
qb

}
=

[
Φik Ψib
0 Ibb

]{
q̂k
qb

}
(2.9)

where it is important to notice that the boundary coordinates qb are not transformed. Transforming the mass
and stiffness matrices gives

M̂CB = Ψ−1
CBMΨCB =

[
Ikk M̂kb
M̂bk M̂bb

]
, K̂CB = Ψ−1

CBMΨCB =

[
Λkk 0kb
0bk Kbb

]
. (2.10)

2.1.3 State space form
In some applications it is necessary to rewrite the second order form of the equations of motion into a first
order form. One way of doing this is to introduce the state space vector x =

[
qT , q̇T

]T . The external force
vector f(t) is rewritten as f(t) = Uu(t) were u(t) is a column vector with the inputs and U is a boolean
matrix relating the input to a particular DOF.[

V M
I 0

]
ẋ+

[
K 0
0 −I

]
x =

[
U
0

]
u(t) (2.11)

After rearranging the terms ẋ can be expressed as

ẋ = −
[
V M
I 0

]−1 [
K 0
0 −I

]
x+

[
V M
I 0

]−1 [
U
0

]
u(t) =

[
0 I

−M−1K −M−1V

]
︸ ︷︷ ︸

A

x+

[
0

M−1U

]
︸ ︷︷ ︸

B

u(t). (2.12)

The eigenvalues of A are generally complex valued where the imaginary part is the frequency of the mode and
the real part relates to its damping. Each complex eigenvalue occurs in complex conjugate pairs.

It is further possible to relate the state vector x or its velocity ẋ to the wanted output. For receptance and
mobility it is simply a boolean matrix multiplied by x

yd =
[
Pd 0

]︸ ︷︷ ︸
Cd

x and yv =
[
0 Pv

]︸ ︷︷ ︸
Cv

x. (2.13)

Since ẏd = yv, a second expression for yv is

yv = ẏd = Cdẋ = CdA︸ ︷︷ ︸
Cv

x+CdB︸ ︷︷ ︸
Dv

u (2.14)

In the velocity case the direct throughput from u, and thus Dv, is zero, due to Newton’s second law F = ma.
This implies that the receptance model has to fulfill CdB = 0 to ensure Dv = 0.

To find accelerance, ẋ is used and is rewritten in terms of x and u

ya =
[
0 Pa

]
ẋ =

[
0 Pa

]
A︸ ︷︷ ︸

Ca

x+
[
0 Pa

]
B︸ ︷︷ ︸

Da

u. (2.15)

The matrices A, B and C are not uniquely defined as transformation of the state vector is possible.
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2.2 State space system identification
In order to perform a state space system identification on data from vibrational measurements the data
sometimes may need pre and post processing. Such processing may be required in order to make the final
model describe the physics of the measured system, but also to make the inputs and outputs of the measured
system match to the inputs and outputs of the desired model.

2.2.1 Virtual point transformation
Due to the geometry of the test object it is not always possible to place accelerometers as desired. Accelerometers
can however be placed at arbitrary points located on parts that give quasi rigidly connections to the desired
point of the output. The signals from such accelerometers can then be transformed to represent the rotation
at any (virtual) point on that part. It can be shown that a minimum of six uni-axial accelerometers are
needed to describe the translational and rotational motion of an arbitrary point that is rigidly connected to the
accelerometers. Since tri-axial accelerometers are available the usage of these can reduce the amount of sensors.
Using three tri-axial accelerometers gives an overdetermined transformation that can be solved in least square
sense. One way of formulating this transformation is by the virtual point transformation [14].

By using this transformation not only translations at the desired outputs can be obtained but also rotations.
For a tri axial accelerometer, with the output ŷk, the motion yv at the point v can be expressed as


ŷkx
ŷky
ŷkz

 =

ekx,X ekx,Y ekx,Z
eky,X eky,Y eky,Z
ekz,X ekz,Y ekz,Z

1 0 0 0 rkZ −rkY
0 1 0 −rkZ 0 rkX
0 0 1 rkY −rkX 0




yvX
yvY
yvZ
yvΘX

yvΘY

yvΘZ


(2.16)

where rki is the distance from the virtual point v to the position of sensor k in a global coordinate system.
The left matrix is a transformation matrix from global coordinate system to the local system of the tri-axial
accelerometers. This can also be expressed as

ŷk = EkTR
kv
yv = Rkvyv. (2.17)

If one has n accelerometers the relation can be expressed as
ŷ1

...
ŷn

 =

R
1v

...
Rnv

yv (2.18)

In a weighted least-square sense the transformation matrix from ŷ to y is thus

y =
(
RTWR

)−1
RTWu = T ŷ (2.19)

where W is a weighting matrix. It is necessary that R is of full rank, thus a minimum of six outputs are
needed. Worth mentioning is that two tri-axial accelerometers with six sensor outputs are not sufficient since
rotation about an axis through the sensors cannot be captured, and would render R to be rank-deficient.

In a similar manner the inputs can also be transformed to the same virtual point. It will however not be
used in this project but is explained in [14].

2.2.2 FRF
The frequency response function can be expressed both in terms of the state space and second order form using
the Laplace transform

L[x(t)] = X(s) =

∫ ∞

0

x(t)e−stdt. (2.20)

If ones uses that x(0) = 0 the Laplace transform of equations 2.12-2.15 becomes

sX(s) = AX(s) +BU(s) (2.21)
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Y (s) = CX(s) +DU(s) (2.22)

In the transfer function we have s = jω

H(jω) =
Y (jω)

U(jω)
= C (jωI −A)

−1
B +D (2.23)

2.2.3 N4SID
One common algorithm for obtaining a state space model of measured frequency response data is the N4SID
algorithm [11]. The algorithm is implemented in Matlab’s system identification toolbox and gives the state
space matrices A,B,C and D as output with input being FRF-data and the desired model order, i.e its
number of states.

2.2.4 Residual states
One problem with the N4SID method is that for very modaly dense system with noise in the FRFs, it tends to
identify noise modes within the measured frequency range, rather than residual modes outside that range. An
accelerance FRF matrix of an undamped system with output j and input k can be written as

HA
jk(ω) =

N∑
r=1

R
(r)
jk ω

2

ω2 − ω2
r

=

n1−1∑
r=1

R
(r)
jk ω

2

ω2 − ω2
r

+

n2∑
r=n1

R
(r)
jk ω

2

ω2 − ω2
r

+

N∑
r=n2+1

R
(r)
jk ω

2

ω2 − ω2
r

. (2.24)

Where n1 and n2 gives the frequency range of the desired model and N is the total amount of states of the
system. These residual terms constitute the first and two last sums of this series, and can be approximated as

HA
jk(ω) ≈

1

M
(R)
jk

+

n2∑
r=n1

R
(r)
jk ω

2

ω2 − ω2
r

+
R

(S)
jk ω2

ω2 − ω2
S

+
R

(K)
jk ω2

ω2 − ω2
K

(2.25)

according to [7]. For FRFs from measurements in the interval [ω, ω] Ref. [7] gives that ωS can be set to 1.4279ω.
However, if one knows the frequency of a strong mode above ω, then this frequency is another candidate for ωS .
The last residual state ωK is typically placed high up in frequency range, approximately at 100ω.

These residual states are then subtracted from the measured FRFs where system identification then can be
made. The obtained state space model can then be superimposed to a state space model of the residual states.
Thus the final model both contains states within the frequency range but also the effect of the states situated
outside of the frequency range of the measured data.

2.2.5 Reciprocity
A structural dynamics system of the type presented in section 2.1 is a self-adjoint linear system. Systems of this
type are reciprocal (Betti’s Reciprocity Theorem), meaning that an input output relation of two points at the
system is symmetrical Hij(ω) = Hji(ω). It’s also equivalent to u1q2 = u2q1 for energy conjugate generalized
forces ui and generalized displacements qi.

2.2.6 Superposition of state space models
State space models can easily be superimposed. For the special case where superimposed systems contains the
same inputs and outputs, u1 = u2 and y1 = y2,

ẋ =

[
A1 0
0 A2

]
x+

[
B1

B2

]
u (2.26)

y =
[
C1 C2

]
x+ (D1 +D2)u (2.27)

It can be shown that the eigenmodes and eigenfrequencies are preserved by this operation.
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2.2.7 Reestimation of input and output matrices
After superposition of state space models the response from the states of the superimposed systems may effect
each other. One case is when system identification is done on subsets of the total frequency interval. The
response from one of the models then affects also the response outside of the frequency interval that it is
modeling. Therefore a reestimation of B,C and D can be necessary. One way of doing this is in least square
sense. If one also would like to imply the physical constraint CB = 0 these two sets of equations can be stated
as [

C (jωI −A)
−1

B
wCBCB

]
=

[
HR

0

]
. (2.28)

Here the frequency response function is expressed in terms of the state space matrices with the constraint that
and wCBCB = 0 where wCB is a weight. HR is the measured FRF of the receptance. By iteratively solving
these equations for a fixed A and B respectively A and C a state space model fulfilling the constrains and
usually a good fit to data is obtained. The iterative procedure is as

Cp+1 = arg min
C

∥∥[HR 0
]
−C

[
(jωI −A)

−1
Bp wCBB

p
]∥∥ (2.29)

Bp+1 = arg min
B

∥∥∥∥[HR

0

]
−

[
Cp+1 (jωI −A)

−1

wCBC
p+1

]
Bp

∥∥∥∥ . (2.30)

From the original state space system B0 and C0 are obtained and p is the iteration index.

2.3 Substructuring
Dynamic substructuring can be done in several ways. Except for coupling of state space models one can also
couple FRFs and in the physical domain, these will however not be treated here but are described by Klerk et
al. [9].

2.3.1 State space domain
The state space model based coupling procedure used in this report has been proposed by Sjövall and
Abrahamsson[13]. The method builds on that the inputs and outputs are arranged by the coupling DOFs and
the internal body DOFs.

yi =

{
yi

c
yi

b

}
, ui =

{
ui

c
ui

b

}
(2.31)

Arranging the coupling DOFs in the same order for both subsystem the response and excitation at the coupling
can be written as {

yI
c

yII
c

}
=

[
I
I

]
ȳc and ūc =

[
I I

]{uI
c

uII
c

}
(2.32)

Further a transformation is done of the original state vector x to the form

x̃i = T ixi =

ẏi
c

yi
c

xi
b

 T =

 CcA
Cc

ΨN(Bc) +QCd

 =

T1

T2

T3

 (2.33)

The partition of C pertinent to output at the coupling dofs is denoted Cc. Here, Ψ can be chosen arbitrary
but must be such that T is non-singular, such that Z =

[
Z1 Z2 Z3

]
= T−1. With Q = −ΨN(Bc)AZ1 the

transformation matrix T transforms A, B and C to

Ãi =

Ai
vv Ai

vd Ai
vb

I 0 0
0 Ai

bd Ai
bb

 , B̃i =

Bi
vv Bi

vb
0 0
0 Bi

bb

 , C̃i =

[
0 I 0

Ci
bv Ci

bd Ci
bb

]
. (2.34)
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Writing the system on this form simplifies the introduction of the kinematic and equilibrium conditions at the
coupling points. That is to prescribe the same displacement and velocity of the coupling nodes at both systems.
The force equilibrium is enforced by writing

uI
c = uI,II

c + uI
c,e, uII

c = −uI,II
c + uII

c,e. (2.35)

Here, uI,II
c is the cross sectional forces between the components and ui

c,e is the externally applied forces at the
coupling dofs. The coupled system is then written as

¨̄yc
˙̄yc
ẋI

b
ẋII

b

 =


Āvv Āvd ĀI

vb ĀII
vb

I 0 0 0
0 AI

bd AI
bb 0

0 AII
bd 0 AII

bb




˙̄yc
ȳc
xI

b
xII

b

+


B̄v B̄I

vb B̄II
vb

0 0 0
0 BI

bb 0
0 0 BII

bb


ūc
ub
ub

 (2.36)

 ȳc
xI

b
xII

b

 =

 0 I 0 0
CI

bv CI
bd CI

bb 0
CII

bv CII
bd 0 CII

bb




˙̄yc
ȳc
xI

b
xII

b

 (2.37)

with

K =
(
BI

v +BII
v
)−1

Āvv = BI
vvKAII

vv +BII
vvKAI

vv

Āvd = BI
vvKAII

vd +BII
vvKAI

vd

ĀI
vb = BII

vvKAI
vb

ĀII
vb = BI

vvKAII
vb

B̄vv = BI
vvKAII

vd

B̄I
vb = BII

vvKAI
vb

B̄II
vb = BI

vvKAII
vb

. (2.38)

It is of highest importance that the models fulfill the physical constraints D = 0 and CB = 0. Also, CB = 0
is essential for the transformed matrices to be on the right form and D = 0 is used in the coupling procedure.

2.3.2 Passivity
In earlier applications of the presented coupling procedure of state space models passivity has been proved to
be essential, in order for the coupled system to be stable [10]. This constraint is not addressed in this project.

2.3.3 Non excited interfaces
In order to fully perform the coupling procedure, all translation and rotation outputs and corresponding inputs
must be available at the coupling points. If any input is missing in the test data it is however possible to find a
model through a modal transformation, [1]. This transformation requires that the model fulfills reciprocity
requirements. It is also important to highlight that the transformation only gives the corresponding input or
output, thus one of them are needed to find the other one.

2.4 Correlation analysis

The state space model can easily be used for correlation analysis since its eigenmodes are easily obtained. The
physical eigenmodes are simply found by solving the eigenvalue problem of A and multiplying its eigenvectors
with C.
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2.4.1 MAC
A common effective correlation measurement, suitable for state space models, is the Modal Assurance Crite-
rion,(MAC), [8]. It is based on the scalar product of the eigenvectors of the two models that are to be compared.
The scalar product is normalized with respect to the vectors as

MAC(i, j) =

((
v
(A)
i

)T

v
(X)
j

)2

|v(A)
i |2|v(X)

j |2
(2.39)

Since eigenvectors are orthogonal an ideal MAC matrix is equal to the identity matrix.

2.4.2 MOC
The Modal Observability Criterion, MOC, [15] has similarities to MAC but also weights the eigenmodes with
the eigenvalue. That is two identical eigenmodes from two different models but with different eigenvalues will
not result in perfect correlation, 1. Also for this method two ideal models of the same systems gives a MOC
matrix equal to the identity matrix. MOC is based on the observability matrix expressed in a balanced and
diagonal form. The ordinary observability matrix is defined as

ŌT
=

[
CT (CA)

T
...

(
CAn−1

)T
]
. (2.40)

By the use of the T1 diagonalizing transformation and T2 balancing transformation we can use the transformed
matrices C̄ = CT1T2 and Ā = (T1T2)

−1
AT1T2 such that each column of O is related to only one eigenmode

Oi =


CφiT

(i)
2

CφiT
(i)
2 λi

...

CφiT
(i)
2 λn−1

i

 (2.41)

where φi is the ith eigenmode of A.

MOC(i, j) =

∣∣∣∣(Ō(A)
i

)H (
Ō(X)

i

)∣∣∣∣
max

((
Ō(A)

i

)H (
Ō(A)

i

)
,
(
Ō(X)

i

)H (
Ō(X)

i

)) (2.42)

2.4.3 FRAC
The frequency response assurance criterion (FRAC) is somewhat similar to the MAC but instead of comparing
modes the response for one channel over all frequencies are compared [8].

FRAC(i, j) =

∣∣∣∣ N∑
k=n

H
(A)
i,j (ωk)H

(X)H

i,j (ωk)

∣∣∣∣2
N∑

k=n

∣∣∣H(A)
i,j (ωk)

∣∣∣2 N∑
k=n

∣∣∣H(X)
i,j (ωk)

∣∣∣2 (2.43)

The output is then the correlation for output i and input j between the analytical model, H(A)
i,j , and experimental

model, H(X)
i,j . The sums ranges over the desired frequency range ωk ∈ [ω, ω].
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3 Method
The project can be divided into several subtasks that are all needed to achieve the coupled subframe and BIW
system. Measurements, of both the combined system of BIW and subframe and only the BIW, are one of these.
Further steps are FE simulations of the BIW and subframe. The obtained FE and experimental data were
both used to obtain state space models of the subframe, the BIW and a combined system of both BIW and
subframe.

3.1 Measurements

Two different constellations of test objects were measured in the project, but the same equipment was used for
the measurements on all setups. The measurement system was a National Instruments PXI based system with
the open source software AbraDAQ [5] as measurement software. Both triaxial and uniaxial accelerometers,
Brüel & Kjaer 4524-B and 4507-B, together with a force transducer, Brüel & Kjaer 8203, were used to measure
the vibrations of the specimen. The input force from the LDS V201 shaker, Brüel & Kjaer. Before the
measurements a calibration check was made on all accelerometers.

The two test objects, the BIW and the subframe, are described independently below. Further are the two
measurement setups desribed, both with BIW only and with the BIW together with its rear subframe.

3.1.1 BIW

The main test object was the BIW that had been retrieved from the Volvo Cars chassis factory. It was
completely stripped down on removable parts except for front and rear bumper beams, and minor plastic parts
mounted inside beams. It was retrieved from the factory at a stage were it can be seen as consisting of purely
metal without additional damping or surface treatments. The BIW was placed on air inflated rubber cushions
to get a suspension mimicking free-free boundary conditions. Figure 3.1a shows these rubber cushions and the
BIW. Figure 3.1b shows the BIW in its whole.

(a) Figure of the BIW placed on the rubber suspension (b) BIW on the support system with the a loose sub-
frame placed in front

Figure 3.1: Figure of BIW, subframe and support system, photos courtesy of M. Gibanica.

The vibrations of the BIW were measured with uniaxial accelerometers placed on the same positions as
in earlier studies within VCC. In this way the data can be used in other studies and the measurement made
earlier could be used as a reference. In figure 3.2 the positions of the accelerometers and the inputs are shown
on a FE model of the BIW. Shown are also the virtual coupling points C1-C4 were the analytical subframe
model is to be coupled.

The two input nodes, 21 and 22, were equipped with small threaded studs in addition to the accelerometers.
The studs were glued with a strong epoxy glue such that the force transducer could safely be bolted to them.
The force transducer was further connected to the shaker by a short (approximately 5 mm) and stiff metal
stinger.
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(b) Side view

Figure 3.2: BIW with accelerometer and coupling points marked. Numbers within circles marks accelerometer,
numbers within rectangles denotes accelerometer and force input. C1-C4 marks the coupling points. Figures
from [2], by courtesy of M. Gibanica.

(a) Thread at accelerometer 21 where
force transducer is mounted

(b) Force input at accelerometer 21,
photo courtesy of M. Gibanica

(c) Force input at accelerometer 22

Figure 3.3: The two shaker inputs on the BIW.

3.1.2 Rear subframe
The rear subframe was the second test object. It was of a final version with paint and bushings mounted. It is
mounted to the BIW with a total of four bolts, one at each bushing placed on the four arms of the subframe.
Ten triaxial and one uniaxial accelerometers were mounted on the subframe to measure the vibrations. Their
positions can be seen in Figure 3.4.

At the uniaxial accelerometer a stud, identical to those on the BIW, had been mounted to get an input also
on the subframe. The position of the triaxial accelerometers on the subframe were also reused from earlier
studies [7].

3.1.3 Setup without subframe
The first measurement setup consisted of the BIW and four cylinders mounted on the same position as the
subframe normally is mounted. Figure 3.5 shows the subframe and these aluminum cylinders. Virtual coupling
points inside the subframes bushings and the corresponding point on the cylinders are marked.

The inner part of the bushings on the subframe arms is an aluminum cylinder. Simplified replicas of these
were manufactured in aluminum. They were fitted with milled tracks were accelerometers could be placed.
The height of the cylinder was 84mm with inner and outer radius 10.5mm and 17.6mm. They are very stiff in
comparison to the surrounding thin sheet metal and can thereby be seen as rigid bodies.

Each cylinder was equipped with three triaxial accelerometers such that the motion of the rigid cylinders
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S4
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S8

S9

S10

S11

S1

(a) Top view

S2S3

S5
S6

(b) Bottom view

Figure 3.4: Subframe with positions of accelerometers marked, from [7]. Circle markings are triaxial accelerom-
eters and the rectangular marking is a uniaxial accelerometer and input force position.

C1 C2

C3 C4

Figure 3.5: Subframe from above with the virtual coupling points, C1-C4, marked both on subframe and cylinders

could be fully described by the output of the accelerometers, and thus also the virtual coupling point. The
accelerometers were mounted directly onto the tracks and aligned to within a few degrees degrees alignment
error.

An aluminum cube, see Figure 3.6, was also mounted to each cylinder where three orthogonal surfaces had
a small threaded hole. In these holes the force transducer could be bolted, resulting in three orthogonal force
inputs at each cylinder. The holes were placed at the center of each surface such that the reversed normal at
all holes were pointing to the center point of the cube. Detailed pictures of the cylinders and the positions of
the accelerometers can be seen in the appendix, figure A.1.

For each of the 14 shaker inputs, twelve on the cylinders and two on the BIW, an identical measurement
procedure was carried out. One stepped multisine stimulus with an amplitude of 1 N for the frequency interval
20 Hz− 300 Hz and 3 chirp signals, with amplitudes of 1, 2 and 3 N in the interval of 1 Hz− 500 Hz. Some slight
dissonance could be heard at some of the 3 N chirp signal inputs. Two of the input locations on the cylinders
can be seen in Figure 3.6.

Both the chirp and stepped multisine measurements were sampled with a frequency of 5 kHz. A total of
3000 frequency lines were used in the multisine measurement and 20 of these were superposed as the input
signal at a time. The software stored averaged and stationary output signals for these frequencies. As for the
chirp signal the frequency spectra was swept over a period of 20 s and repeated ten times and finally averaged.
The reason for using both input signal types are that the multisine signal gives much less noise even for lower
input amplitude. A drawback is, however, that it takes more than half an hour for one measurement with
the settings used. This can be compared to the 200 s for one chirp measurement covering almost twice the
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C1

(a) C1 with input in ex

C1

(b) C1 with input in ez

Figure 3.6: C1 with two different inputs

frequency range.

3.1.4 Setup with subframe
The second measurement setup consisted of the same BIW but with the aluminum cylinders replaced with
the actual subframe. The subframe was fitted with ten triaxial and one uniaxial accelerometers. The same
accelereometer and input positions on the BIW that were used on the earlier setup was used also here. The
shaker signals were similar to that of the earlier measurements, four different input signals at the two input
positions on the BIW and the one on the rear subframe.

3.2 Analytical models
Both an analytical FE-model of the rear subframe and the BIW was used in this project. Both FE-models
were supplied by VCC and MSC Nastran was used as solver.

3.2.1 Rear subframe
The supplied model of the rear subframe was complete with appropriate mesh and two sets of material data.
One nominal set and one with calibrated material data [6].

The model also included local coordinate systems at the accelerometer positions. These were used to get
displacement output in the same direction as the accelerometers mounted on the subframe. The normal of all
surfaces where defined as coinciding with the local z direction.

Since the measurements of the BIW also included the aluminum cylinders mounted at the coupling points
their counterparts in the bushings had to be removed from the FE model of the subframe. Otherwise they
would have been accounted for twice in the coupling. Rigid body elements (RBE2) were added to the surfaces
were these cylinders had been fixed, such that the measured motion of the cylinders could be coupled to this
surface. Dummy nodes were further added to the RBE2 elements. These nodes were placed, relatively to the
removed cylinders, at the same position as the virtual coupling points. Figures 3.7a-3.7c illustrates one of the
arms of the subframe and how the removed cylinder is replaced with an RBE2 element.

To create a state space model of the subframe its mass and stiffness matrices are needed. The mass and
stiffness properties are only needed for the 55 DOFs were output and input is wanted and thus a Craig-Bampton
reduction was used. The desired DOFs were X,Y, Z in local coordinates at each tri-axial accelerometer position,
local Z at the uniaxial accelerometer/shaker input and both translational and rotational DOFs at the four
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(a) Figure of one of the arms of the
subframe, without any modification

(b) Figure of one of the same arm
as in figure 3.7a but with the inner
cylinder of the bushing removed

C3

(c) Figure of the same arm as in fig-
ure 3.7b but with some of the bushing
parts hidden. In the middle is the
added RBE2 element. In the bottom
of it one can see the dummy node
that has the same position as the
center of the cube where inputs are
applied

Figure 3.7: Figures of one of the subframes bushings and the virtual coupling point

C1

Figure 3.8: C1 on the FE model of the BIW and how it is connected to the bolt hole were the subframe is
mounted

coupling points. An additional 66 fixed-interface modes were added to the 55 interface constraint modes thus
resulting in mass and stiffness matrices with the size 121× 121.

The mass and stiffness matrices were exported into a Nastran file of type op4 and imported into Matlab.
A state space model was then created according to section 2.1.3. The model had 55 outputs and 25 inputs, one
at the shaker input and six at each coupling point. A 0.5 % damping was assigned to all modes of the nominal
model. For the updated rear subframe model the identified modal damping was mapped to the identified modes
of the model. For the remaining modes of the updated model the damping was set to 0.5 %

3.2.2 BIW
For the BIW only a nominal set of material data was available. Also here local coordinate systems were used
at the accelerometer positions and RBE2 element were used at the coupling points, with a remote node at
the same position as the input cube, see figure 3.8. This is a simplification as the mass of the cylinder is not
modeled by this solution.

Unlike the free-free boundary conditions used for the rear subframe, soft springs were added to the BIW at
the same positions as the support system in the measurements. These boundary conditions raised the rigid
body modes from 0 Hz to mimic test conditions. A Craig Bampton reduction was also used with 46 DOFs and
406 interface constraint modes resulting in mass and stiffness matrices with the size 452× 452.

A state space model based on the the mass and stiffness matrices and modal damping of 0.5 % could be
made in Matlab. A reduced version of the state space model was also made containing only the quasi-rigid
body modes.
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3.3 Experimental models

The procedure of converting the measured data to state space models consists of geometrical transformation
of the measured data and then a system identification. To increase the quality of the model residual states
were added outside of the frequency range. The identification was done on the multisine measurements on
the frequency range ω = [ω, ω] = [30, 300]Hz. For the model based on data from BIW with cylinders a modal
transformation was also performed on the identified system. The purpose of the transformation was to obtain
torque inputs at the coupling DOFs.

3.3.1 Input and output transformation
In order to find the displacements and rotations at the virtual coupling points the output of the accelerometers on
the cylinders had to be transformed. Transformation of the output was done according to section 2.2.1. For each
cylinder a total of nine output signals were available, three signals from each of the three accelerometers, and
the desired output consisted of six signals, three rotations and three translations. Thereby the transformation
could either be done in a direct transformation by only using six of the output channels or in a least square
sense by using seven, eight or nine of the output signals. The total amount of possible combinations where
thereby 130 for each cylinder.

Due to symmetry, the two front cylinders had identical transformation matrices and the two back cylinders
transformation matrices were also identical, both matrices only differed by sign at some of the elements. As a
first attempt all cylinders were transformed with the same set of accelerometers. Figure 3.9 shows a schematic
view of the two cylinders on the left side of the BIW. Figure 3.10 shows a similar view but for the subframe
and the coupling cylinders. On the right side of the BIW the only difference is that the force applied normal to
the view is of opposed sign.
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Figure 3.9: Schematic view of the virtual points C1 and C3 with their corresponding cylinder, accelerometer
and input forces

By studying the condition number of the transformation matrices with respect to inversion, for all 130
possible transformation, good transformation candidates could be sorted out from bad ones. The condition
number of the transformation matrix ranged from 188.43 to ∞ and the combination using all of the nine
outputs resulted in a condition number of 203.53, see Table 3.1. T0 is the transformation using all channels, T1
is the optimum one with respect to the condition number and T2 is a special case for C3 when an outlier is
taken into account, see further down.

There was no even spread between the condition numbers of the 130 configurations, instead they were
clearly clustered. This can be seen in Table 3.2 where the number of combinations resulting in a condition
number within the stated range is given. Common for the 33 transformations with lowest condition number
was that they included all sensor channels in the eiy direction. The condition number however only takes the
nominal position and orientation of the sensors into account. Noise and misalignment of sensors are thus not
addressed as possible error sources.
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C3C1

Figure 3.10: View of the subframe and two of the cylinders with C1 and C3 marked

Table 3.1: Table over the three geometrical transformation of specific interest and their corresponding condition
number

e1x e1y e1z e2x e2y e2z e3x e3y e3z Cond
T0 X X X X X - X X - 188.43
T1 X X X X X X X X X 203.53
T2 X X X X X X - X X 311.64

The difference in condition number was seen as small and using more than the minimum six output channels
assumingly diminish the effect of noise and possible frequency shift between sensors. As a first set of sensors all
channels were used. The transformed data was compared to the optimum transformation, T1, and it was found
that rotation in eY changed significantly compared to the other channels, see figure 3.11. Especially cylinder
three showed great variation for different transformations. The comparisons pointed out e9y as a possible reason
for this non robustness and is a possible outlier.

Figure 3.12 shows the input in ey on C3 for output in eθY and eθZ on C3. The six different curves are
obtained from the six different transformations using eight accelerometer channels when all eiy are used. In
Figure 3.12b no difference is noticeable and this is representative for the rest of the channels. In Figure 3.12a the
differences are big and the one where e9x is deficient and therefore its use was abandoned. It is therefore possible
that this channels is somewhat faulty and was thus removed. On the other cylinders no similar behaviour was
noticed and all channels were used in the transformation to the corresponding virtual coupling point.

As a further study of the sensitivity an angular misalignment of 0.5° in eY was applied to each of the sensors.
It was found to affect the output noticeable on all channels, see the result section.

The total transformation matrix has the form

H̃ =


T1 0 0 0 0
0 T2 0 0 0
0 0 T3 0 0
0 0 0 T4 0
0 0 0 0 I


out

HTin = ToutHTin (3.1)

where Ti is the local transformation matrix for the i:th virtual coupling point. Tin is a diagonal matrix with 1
and −1 corresponding to the orientation of the inputs. Since the input channels already were aligned with the
virtual coupling point they only needed correction with respect to sign. For example f9 needs to be multiplied
with −1 for the vector to point in positive eX .

Table 3.2: The spread of condition number of the different geometrical transformations

Range 188.43-203.53 295-335 900-1250 1700-10000 1016 −∞
Number 24 9 24 23 50
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Figure 3.11: Difference between T0 and T1 measured with the FRAC metric. The ordinate axis is for the three
inputs for the four cylinders and the abscissa is the six outputs(translation and rotation) for the four cylinders

3.3.2 System identification
The system identification was done in Matlab using the N4SID algorithm on accelerance data where the
influence of residual states had been removed. The reason for identifying on accelerance data, instead of
receptance or mobility data, is that receptance and mobility data are rapidly decreasing with frequency which
renders high-frequency modes less identifiable. Effects from low frequency residual modes were included as the
BIW state space model of the quasi rigid body modes of the FE model. The high frequency residual effects
were calculated according to section 2.2.4. The total frequency range was divided into subintervals before the
system identification, to simplify the identification process.

Reciprocity

To ensure reciprocity of the system the FRAC was used between those points where both input and output data
were available. It was found that the reciprocity from eX to eY was poor for all cylinder except for number
two, see figure 3.13a. On cylinder one also eY to eZ were poor. Therefore reciprocal test data was obtained by
averaging, i.e. data was set such that H̄i,j = H̄j,i = (Hi,j +Hj,i) /2.

Residual states

Since the vibration measurements were done in a limited frequency area residual states both below and above
could be present. From a measurements with chirp data the rigid body modes can be seen to be in the area
below 6Hz. The data was however very noisy and a reduced version of the FE BIW model was used instead,
containing the six lowest eigenfrequencies. As upper limit residual states ωS = 1.4279ω̄ and ωK = 100ω̄ was
used.

The method implies that one pair of complex conjugated modes should be added for each input at both
frequencies. These states were slightly separated to avoid numerical problems with multiple eigenvalues. These
numerical problems encountered when the A matrix was brought to a block diagonal form.

Identification

It was found that dividing the measured data into several frequency intervals that was identified separately
increased the quality of the resulting model. Identifying on data for the entire frequency range at once took
longer time, but more important caused that several distinct low frequency modes were left out. Attempts of
doing the system identification on a partial system, subset of inputs and outputs, and then expand B, C and
D to include all inputs and outputs were also made. However, it was not found to increase the quality of the
resulting model.

All identified systems were finally superposed together with the low and high frequency residual states
systems. The desired output of the system is on receptance form and thus constraints needed to be imposed
on C to render that the conditions CB = D = 0. By re-estimating B and C, with D = 0, with respect to
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(a) Input in eY on C3 with output eθY for six different transformations. The dashed line is when data from e9
x is not used
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(b) Input in eY on C3 with output eθZ

Figure 3.12: Comparison between two channels where different sets of output channels are used to obtain the
shown rotations

data on receptance form this could be fulfilled. The reestimation of B and C was done iteratively according to
section 2.2.7 and D was set strictly to zero.

3.3.3 Rotation inputs
Since only three force inputs were used at each virtual coupling point the torque inputs had to be retrieved by
a modal transformation as in section 2.3.3.

A strong reciprocity is however necessary in order for the transformation to give good results. The identified
models were close to fully reciprocal within the measured frequency interval but at the rigid body and high
frequency residual states the reciprocity of the state-space models are poor. This comes from the re-estimation
of B and C where the model is allowed to take any shape outside of the measured frequency interval. In figures
3.13b-3.13c the reciprocity is measured with FRAC for the measured frequency range and an extended interval
including the low and high frequency states.

Comparing input and output of eX and eY of C1 for the frequency intervals shows a large difference. These
two channels are plotted in figure 3.14. As stated by figure 3.13b the reciprocity is good within the measured
frequency interval but poor outside.

The resulting model from the modal transformation resulted in that the quality of several inputs and outputs
were severely reduced. Instead of using this model directly, FRFs of the torque inputs were created and added
to the data from measurement. They were however not added to those partitions of the FRF matrix that could
be obtained by reciprocity, torque input and translation output at force inputs. An additional re-estimation of
B and C gave a model that for force inputs was close to identical to the model from the system identification
but also with torque inputs, although the quality of this part of the model was lower.

3.3.4 Coupling
The implementation of the coupling procedure according to 2.3.1 was done in Matlab. Two FE based and
two EMA based models of the BIW were used, in both cases one with only translational DOFs coupled and
one with translation and rotation DoFs coupled. Also two subframe models were used, one nominal and one
with updated parameters.
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Figure 3.13: Reciprocity of measured data and identified model, the latter for two different frequency ranges
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4 Results and discussion
The results regarding the outlined procedure in chapter 3 is presented and discussed below. Specifically the
quality of the identified models and the correlation of the different coupled systems is presented and discussed.

4.1 System identification
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(b) FRAC of the measured data and the identified system of the BIW and subframe

Figure 4.1

The results from the system identification of the BIW and BIW with subframe measurements can bee seen
in Figure 4.1. The FRAC between identified model and measured FRFs are presented. An overall good fit
was obtained. However, some channels were noticeable worse than the rest, although still good with minimum
FRAC at 0.955. In both figures output 19 stands out and some patterns can be found for the BIWs virtual
coupling points. Some of the virtual point inputs gives lower fit to all outputs and rotation output in eY on C1
has good but noticeable lower fit to several inputs.

Ensuring that the model fulfills CB = 0 was found to be of highest importance in the coupling procedure.
The above results are for enforced CB = 0.

4.2 Modal transformation

From the modal transformation the torque inputs were obtained. As can be seen in Figure 4.2a the fit to
test data is reduced after the transformation. The re-estimation of B and C however gives a good fit to the
extended test data, see Figure 4.2b except for the rotation input-output partitions. In the re-estimation one
could have weighted these channels higher to ensure a better fit but it would have been on the cost of the other
channels. However, since these channels are the most unsure it was not done.

The shortcomings from the modal transformation are due to the model being not fully reciprocal. Removing
the residual states gave good results for the transformation. However, to achieve a good fit to test data the
residual states are essential and no method of adding them after modal transformation for a reciprocal model
including moment inputs was found during the course of this work.

An example of how poor the fit can be after the transformation can be seen in figure 4.3. The final
re-estimated model has a good fit to test data but a poor fit directly after the transformation.
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(a) FRAC of the BIW model after transformation.
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(b) FRAC of the BIW model after transformation and
reestimation of B and C

Figure 4.2

Implementation of reciprocity in the system identification is therefore a suggestion for future improvement
as moment input to rotation output on the cylinders and moment input on cylinders and translation output on
the BIW are very uncertain.

4.3 Coupling

A total of eight coupled systems were obtained based on two BIW models, one experimental and one analytical,
and two subframe models, one nominal and one with calibrated material parameters. Each model combination
was coupled in two ways, one with translations and one with both translations and rotations. In figure 4.4 the
FRAC between the measured coupled system and the coupled state space models of the material parameter
updated subframe.

The translation and rotation coupled system with the experimental BIW model is clearly superior to the
other models. Transfer functions with inputs and outputs on the subframe show a poorer fit compared to
transfer functions associated with the BIW. This, in particular regard the input on the subframe.

In Figure 4.4 the nominal subframe model is used and the model fit is significantly reduced for the
experimental BIW model coupled with both translation and rotation, but also for the analytical. For the
nominal models only coupled with translations the fit is to some extent improved. This could be due to the
coupling with only translations is softer and the nominal subframe is stiffer, resulting in faults canceling each
other.

The best and worst channel correlation according to Figure 4.4 are visualized in Figure 4.5-4.6 for the
coupled models with the updated subframe. The fit is close to perfect for the experimental models up to 90 Hz
and good for higher frequencies. The FE models still catch many of the modes gives significantly poorer results.
For the models only coupled with translations spurious extra modes are present, for example at around 55 Hz for
the experimental model. This is expected as each DOF constrained reduces the model by one eigenfrequency.

The MAC for the systems with updated subframe the analytical model is also better, see Figures 4.7a-4.7d.
The matrix is clearly diagonal with only some cross correlation.
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Figure 4.3: Plot of input in eY on C1 with output in eθY on C2 for the measured data, the identified model, the
model after modal transformation before(Transformed) and after reestimation of coefficient matrices(Estimated)

The MAC for the nominal subframe, see figure 4.7e, is overall worse than the updated subframe. However,
most of all a new low frequency modes is present and the fit to two of the low frequency modes is significantly
reduced.

4.4 Further thoughts
The experimental setup used was found to be well suited for the task and no significant amounts of noise
were measured. It was however found that the accelerometers on the cylinders were sensitive to angular
misorientations. This can be seen in Figure 4.8. No channels are changed beyond recognition but noticeable
difference is present at some of the channels. This is only one of the six DOFs were misalignment can be
possible and 0.5° should be regarded as small. It is therefore important to be careful when positioning the
accelerometers.

Orienting all accelerometers and the input point in a plane is most likely not an optimal arrangement. Also
the use of a glue gun gives a short time for adjusting the accelerometer into exactly the right place. The tracks
on the cylinders where the accelerometers were mounted much wider than necessary. The accelerometers were
first intended to be mounted with plastic clips but the glue was found to be sturdier. Tighter tracks and a
design were they are fixed in more DOFs could easily be done, and thus grant a more precise positioning and
orientation.

4.5 Substructuring challenges
Several challenges of substructuring has been discussed in this report and they are worth to highlight. One
of the simplest, and at the same time the hardest, is to keep track of the orientation at the coupling points.
Related to this is that the accelerometers are placed such that they not only describe the motion of the coupling
point, but do it in a robust way. But even if this is done, one should be careful when positioning and orientating
the accelerometers. The residual states of the experimental model was hard to model but are important to
ensure a good fit to test data. To have them slightly separated was essential for numerical stability. Lack of
reciprocity at the residual states was also a problem.
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Figure 4.4: FRAC of the measured coupled system and the coupled state space systems. First is measured BIW
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(a) Experimental BIW model
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(b) Analytical BIW model

Figure 4.5: Plot of input 22 and output 12 for the coupled BIW and subframe system. T is only coupled with
translation DOFs and TR is coupled with both translation rotation
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(a) Experimental BIW model
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(b) Analytical BIW model

Figure 4.6: Plot of input22 and output 12 for the coupled BIW and subframe system. T is only coupled with
translation DOFs and TR is coupled with both translation rotation
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Figure 4.8: FRAC of direct input output at each cylinder with 0.5° perturbation in z-direction of sensor placement.
First column is sensor one perturbated, second column is second sensor and third column is third sensor.
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5 Conclusion
The proposed coupling method is found to give better results with EMA based models than with FE based
models and thus the method fulfills it purpose. A comparison to FRF based coupling would however be
interesting as it is a common method within the field of dynamic substructuring.

For strict modal analysis it is highly of the essence to couple both the translational and rotational DOFs,
this goes both for EMA and FE based models. If one’s focus is on the magnitude of the FRFs it seems to be
sufficient to only couple the translational DOFs.

Due to lack of full reciprocity of the used models the rotational inputs used are however not perfect. More
inputs from measurements or methods ensuring full reciprocity of the state space models are therefore wanted.
Either to obtain more accurate models of the rotational inputs or determine the importance of their accuracy.

To further increase the quality of the model a thorough study of the sensor placements is encouraged. Those
used within this project were found to be very sensitive to angular mis-alignment, and no study of translational
mis-alignment was done here.

According to the author, the system identification procedure is the most challenging part. That is to ensure
that the model fulfills the physical constraints but also fit the measured data. The test data was good but time
consuming to gather. It would therefore be interesting to couple state-space models based on chirp or impact
data instead.

It is seen that an accurate model of the subframe is important, as the nominal model gives poorer results.
The used analytical BIW model is based on nominal data and thus one can expect that it is outperformed by
the experimental model.
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A Figures

(a) Coupling cylinders with accelerometers and input
cube view 1

(b) Coupling cylinders with accelerometers and input
cube view 2

(c) Coupling cylinders with accelerometers and input
cube view 3

(d) Coupling cylinders with accelerometers and input
cube view 4

Figure A.1: Four views of the coupling cylinders
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Figure A.2: FRAC of direct input output at each cylinder with 0.5° perturbation in z-direction of sensor
placement. First column is sensor one perturbated, second column is second sensor and third column is third
sensor. The transformation used to transform from the raw test data includes all sensors except for number 7
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