
Self-Supervised Representation Learn-
ing for Semantic Segmentation

Local Feature Propagation and Strong Data Augmentations
for Learning Pixel-Level Feature Representations

Master’s thesis in Systems, Control and Mechatronics

MATILDA RENMAN
NICOLE TRAN LUU

Department of Electrical Engineering
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2021





Master’s thesis 2021

Self-Supervised Representation Learning for
Semantic Segmentation

Local Feature Propagation and Strong Data Augmentations for
Learning Pixel-Level Feature Representations

MATILDA RENMAN
NICOLE TRAN LUU

Department of Electrical Engineering
Chalmers University of Technology

Gothenburg, Sweden 2021



Self-Supervised Representation Learning for Semantic Segmentation
Local Feature Propagation and Strong Data Augmentations for Learning Pixel-Level
Feature Representations
MATILDA RENMAN
NICOLE TRAN LUU

© MATILDA RENMAN, NICOLE TRAN LUU, 2021.

Supervisor: Amer Mustajbasic, Volvo Cars
Supervisor: Viktor Olsson, Volvo Cars
Supervisor: Wilhem Tranheden, Volvo Cars
Examiner: Lennart Svensson, Department of Electrical Engineering

Master’s Thesis 2021
Department of Electrical Engineering
Chalmers University of Technology
SE-412 96 Gothenburg
Telephone +46 31 772 1000

Cover: Architecture of the proposed method.

Typeset in LATEX
Gothenburg, Sweden 2021

iii



Self-Supervised Representation Learning for Semantic Segmentation
Local Feature Propagation and Strong Data Augmentations for Learning Pixel-Level
Feature Representations
Matilda Renman
Nicole Tran Luu
Department of Electrical Engineering
Chalmers University of Technology

Abstract
Self-supervised learning (SSL) is a machine learning method that recently has gained
interest within the research community. The idea is to create algorithms that auto-
matically generate labels, which can be used as supervisory signals when training on
unlabelled datasets. Thus, the need for large and costly, manually labelled datasets
is reduced. SSL is often used to pretrain a network by solving a pretext task,
which is a task created to learn feature representations. Contrastive learning and
consistency-based pretext tasks are popular methods for this. The feature represen-
tations are then fine-tuned to perform a downstream task.

In this thesis, we study self-supervised representation learning for semantic seg-
mentation. Semantic segmentation is the task of classifying each pixel in an image,
which means that the pretraining network needs to learn pixel-level feature repre-
sentations. Consistency-based pretext tasks have shown success in achieving this,
where one strategy is to find consistency in the output from two encoders when they
are fed two augmented views of the same image. Here, data augmentations play an
important role since it can be used to define pretext tasks for the network to solve
and keeps it focused on relevant information.

We explore various data augmentations that have not been applied previously for
consistency-based self-supervised semantic segmentation. In particular, we imple-
ment affine transformations and different erasing strategies. This creates a predic-
tion task, which forces the network to utilise the full context of the image instead of
only focusing on a few visual features. Additionally, we also propose a module that
propagates pixel features locally to find the similarity between features. By doing
this locally, larger feature maps can be used without increasing the complexity sig-
nificantly. The thesis also explores the possibilities of applying self-attention to the
network and give an evaluation of this.

The final result is a pretraining method that uses both the tested data augmentations
and the local propagation module. This method is competitive with state-of-the-art
when fine-tuned for semantic segmentation, even when trained with smaller batch
size.

Keywords: Self-supervised learning, contrastive learning, computer vision, semantic
segmentation, representation learning, consistency learning.
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1
Introduction

Machine learning is a technology that has gained great interest over the last couple
of decades. It has been particularly notable in recent years as the field has evolved
and the possible applications for it have increased. A major reason for this is the
increase in computational power and accessible data. Both of these factors are im-
portant since they lay the foundation for the use of deep learning, which through
statistical algorithms, uses the provided data to learn how to perform an assigned
task. This way, computers can easily solve problems that are too complex or time-
consuming for a human, and thereby save both time and money.

Deep learning can be applied to numerous applications such as self-driving cars,
text translation and medical diagnosis. Computer vision is one field that utilises
deep learning. The idea is to bridge the gap between human and computer vision
and be able to build contextual perception from visual content such as images. A
bottleneck for these applications is the need for large amounts of annotated data to
train the deep learning network on.

Today, annotating data is done manually, which is both expensive and time-consuming.
Because of this, there exist different approaches in research for handling this prob-
lem. One example is to use unlabelled data and automatically generate a supervised
task for training. This could, for example, be to predict the colours of an image
that is created by applying a greyscale filter to a coloured image. The network is
fed the greyscale image and outputs a prediction of the colours in the image. Since
the original image contains the correct colours, it can be used as a ground truth
to compare with the predicted output. Thus, a supervised task is created. This is
called self-supervised learning (SSL) and is the focus of this thesis.

SSL can, for example, be used to pretrain a network to learn useful structures
and representations within the data without requiring manual labels. The learnt
representations can then be transferred to another network and fine-tuned with a
few labels for a supervised downstream task. In this way, the supervised network
requires fewer labels for training while achieving better results in a shorter train-
ing time. A few examples of SSL pretraining methods that achieve state-of-the-art
(SOTA) results and outdo the supervised pretraining counterpart can be found in
[3], [5] and [6]. Nevertheless, it remains a relatively unexplored area, and there is
room for improvement. Most of the current work on the subject focus on learning
general representations that are suitable for downstream tasks such as classification.
Many methods are also quite heavy to train, which means they might require special
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1. Introduction

computer resources for training, which are not easily accessible.

Semantic segmentation is the task of labelling and classifying each pixel in an image
to a set of predetermined classes, for example, car or person. It is especially bene-
ficial in self-driving cars where the vehicle needs information regarding the context
of the driving environment. For example, it can help in lane detection or to identify
other necessary information. However, obtaining labels for semantic segmentation is
more challenging than for tasks, such as image classification, since each pixel needs
to be labelled.

To reduce the need for large pixel-level labelled datasets, SSL pretraining can be
used. However, pretraining methods for learning pixel-level feature representations
that are more spatially sensitive and useful when discriminating pixels, are under-
represented in current work. The methods that do exist, [2, 7, 8] can be improved
to achieve more accurate semantic segmentation results.

One of these, called PixPro [2], is a method that creates a consistency task with the
objective to make the same prediction on two versions of the same input sample.
In this thesis, this method is used as a basis when creating a new SSL pretraining
network. This is done to learn pixel-level feature representations with the aim to
improve the representation learning for semantic segmentation. The pretraining net-
work is transferred and fine-tuned for the downstream task of semantic segmentation.

In particular, this thesis studies additional data augmentations than what has been
previously tested in this context, and investigates two different similarity modules
used to find the similarity between pixels. One of the modules uses local propa-
gation of pixel features to find similarities, which means a larger feature map than
previously tested can be used. A larger feature map means more information of the
image is kept, which is important for semantic segmentation. The other module
utilises self-attention to find the dependencies between pixel features. In addition, a
smaller batch size for training is used to create a less computationally heavy model
than related work. These areas were chosen for development since they have proven
to be successful in different fields within deep learning.

1.1 Problem Statement
The aim of this thesis is to investigate how unlabelled data can be used to pretrain a
network to learn pixel-level feature representations suitable for semantic segmenta-
tion. This is motivated by the fact that annotated images, especially on pixel-level,
are expensive and time-consuming to acquire. To this end, self-supervised learning
is used to pretrain a network on a large dataset containing various images, without
using labels. One existing pretraining method which has room for improvement,
PixPro [2], is used as a base and different mechanisms are added and modified with
the aim to improve the representation learning.

The learned features are transferred and fine-tuned on a small, labelled dataset
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1. Introduction

to perform semantic segmentation. The end goal is to apply the semantic segmenta-
tion in a self-driving car to classify the environment while driving. Thus, a dataset
containing annotated road images is used for semantic segmentation. To evaluate
how good features the pretraining network has learned, the quality of the semantic
segmentation is examined. To this end, the evaluation metric mean Intersection over
Union is used to evaluate the semantic segmentation. The result is compared with
the semantic segmentation from a supervised pretraining baseline and two SOTA
pretraining methods. Since several mechanisms are explored, an acceptable outcome
of the thesis is to give an evaluation of how well these perform, even if the result is
not necessarily an improvement of the supervised baseline or SOTA methods.

1.2 Scope
The work done in this thesis, in large part, explores and builds upon related work
within self-supervised pretraining for downstream tasks. The results obtained from
our model when transferred to semantic segmentation, are compared with relevant
existing works exploring self-supervised pretraining, specifically, MoCo [3, 4], which
is a contrastive method, and PixPro [2], which is a consistency-based method. To
this end, fine-tuning of parameter settings as well as basic building blocks for the
models, such as the choice of network backbone and optimizer, is not the focus of
development. The same is applied to the segmentation network, which is chosen to
be the same as the one used by MoCo and PixPro to give a fair comparison. Only
one dataset, ImageNet [9], is used for the pretraining and one dataset, Cityscapes
[1], is used for semantic segmentation. These are chosen since they are the most
common benchmarks in related work, and since ImageNet is sufficiently big for the
pretraining and Cityscapes contains relevant images for the semantic segmentation.

1.3 Contributions
The main contribution of this thesis is an SSL pretraining method that utilises data
augmentation and a local feature propagation module to learn feature representa-
tions suitable for semantic segmentation. The network builds upon PixPro [2] but
differs in the data augmentations used and the local propagation module. It is also
trained with a smaller batch size. The data augmentations used in the developed
network include affine transformations and Random Erasing [10]. When developing
the network, some general parameter settings for the augmentations as well as an
additional erasing strategy were also studied and evaluated. The local propagation
module which was developed for the network makes it possible to use a larger feature
map, which contains more information, than in the PixPro network without a large
increase of parameters. In addition to the local propagation module, a self-attention
module was implemented and evaluated.
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1.4 Related Work
There exists a range of networks that have been developed for semantic segmenta-
tion. The Fully Convolutional Network (FCN) [11] is one that replaces the fully
connected layer in a convolutional neural network (CNN) with a 1×1 convolution.
U-net [12] and DeepLab [13] are also commonly used networks where U-net builds
upon FCN by adding shortcut connections, and DeepLab, amongst other things,
adds atrous convolutions which helps with the large downsizing that is a problem
with FCN. In this thesis, however, FCN is used for the segmentation evaluation
since this is the network used by related methods and thereby will give the most
fair comparison.

A few notable works that explore SSL pretraining for computer vision tasks include
SimCLR [5, 14], MoCo [3, 4] and BYOL [6]. The first two methods use contrastive
learning, which based on the distinctiveness of images seek to output embeddings
that are similar for altered samples of the same image (positives) and dissimilar
for samples of different images (negatives). The requirement for both positive and
negative samples creates quite heavy models which are difficult to train without
expensive computer resources. However, if the negative samples are removed, the
network could collapse into outputting constant solutions.

A way to omit having negative samples without the network collapsing was found
with the development of the third example mentioned above, BYOL [6]. The model
consists of an architecture containing two different encoders where one is updated
by gradient descent, while the other is a copy of the first encoder but is updated
with an exponential moving average. The idea is that when fed different augmented
views of the same image, both encoders should output the same feature maps. This
can be seen as a teacher-student network where the student network is trained by
comparing its output with the output from the teacher network.

BYOL has in turn inspired further development and improved methods. Even if
BYOL manages to reduce the batch size without as much loss in performance as
contrastive methods such as MoCo [3, 4], it still has a limit after a size of 256
where the performance seems to drop significantly. Momentum batch norm [15] was
developed as a response to this. By implementing the Momentum batch norm, a
momentum update is performed on the mean and standard deviation to normalize
variables. This leads to the possibility of using smaller batch sizes than 256 while
keeping the efficiency and stability intact.

Most of the previously mentioned SSL pretraining methods are aimed at learn-
ing general features useful for classification tasks. This means that the features they
learn might not be optimal for a pixel-level task such as semantic segmentation,
since this requires more detailed understanding. As a consequence of this, Xie et
al. [2] introduced their method called PixPro which builds upon BYOL by adding
a propagation module following one of the two encoders in the network. This mod-
ule, called pixel-to-propagation module (PPM), computes a similarity transform of
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the output from the encoder by, for each pixel feature, propagating all other pixel
features within the same image. The model then seeks consistency between the two
different branches that make up the architecture. In this way, they achieve SOTA
performance on SSL pretraining for semantic segmentation.

One of the investigated methods in this thesis was inspired by inpainting where
the network is given an image where a region of the image is missing, which forces
the network to predict the content of the missing region. This way, the network has
to utilise the full context of the image which can improve its representation learning.
To create the missing region, there exist various data augmentation methods such
as, Cutout [16], Random Erasing [10] and Hide-and-Seek [17]. Cutout and Random
Erasing creates a rectangular region at a random point in the image and fills it with,
for example, black or random values. Hide-and-seek splits the image into patches
and erases a number of patches randomly.

In this thesis, we also investigate adding a self-attention module to our network.
Self-attention in computer vision has been applied in a range of different ways.
For example, SAGAN [18] implements self-attention in a Generative Adversarial
Network (GAN) to generate images. They introduce a learnable parameter which
is used to decide how much of the output from the self-attention layer should be
added to the feature map. This is also applied in this thesis. Other networks such
as DANet [19] and CMSA [20] use special self-attention structures to capture spa-
tial long-range dependencies. However, neither of the above-mentioned networks are
used in pretraining networks for representation learning, which is why we investigate
it.
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2
Theory

This chapter briefly covers the theory behind the methods and models relating to
this thesis. Some prior knowledge in regards to basic concepts relating to machine
learning is however assumed. Firstly, a short walkthrough of a few basic and essential
deep learning mechanisms are given before semantic segmentation and the difference
between supervised-, unsupervised- and self-supervised learning is explained. This
is followed by digging deeper into representation learning and how it can be used.
In the end, we describe some methods that have been particularly important for the
development of our method.

2.1 Deep Learning
The idea behind machine learning (ML) is to teach computers to perform actions
and tasks without being explicitly programmed to do so. Given a dataset, the ML
model learns to understand patterns found in the data, for example, how the in-
formation of images or text sentences is formed. The ML model can then use this
when making decisions or predictions. ML can be used in a variety of applications
that are too complex to solve for traditional algorithms written by humans.

Deep learning is a subcategory of machine learning, inspired by how the human
brain works and it builds upon artificial neural network architectures. The term
deep refers to the fact that the neural network may contain numerous hidden layers.
By making it possible to create deeper networks, the performance of the learning
increases. Deep learning models also have the ability to automatically extract fea-
tures when given raw data, which is beneficial for a range of applications. On the
downside, deep learning requires large amounts of data to perform well. Besides, the
models are computationally heavy to train, which makes them not easily accessible
for everyone. A few key concepts regarding deep learning that is related to this
thesis will be described below.

2.1.1 Loss Function
Training a neural network can be seen as an optimization process where the weights
of the model are changed to achieve the desired output. Thus, a loss function is
needed which should be minimized during training. Since the loss function essen-
tially calculates the error of the model, it is important to choose a loss function
that is suitable for the task at hand. For example, the loss function can be used
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to minimize the error between the output from the network and the actual ground
truth label in the dataset.

However, for training methods that do not rely on ground truth labels in the dataset,
there exist other loss functions that might be more suitable. Contrastive loss is one
of these which has been applied in a lot of SSL pretraining methods. The main
idea is to find which features are similar and dissimilar. This is done by taking, for
example, augmented views of the same image as a positive pair while defining all
other images as negatives. The loss will be low if the positive pairs are encoded to
be similar and the negatives are dissimilar. Grouping similar and dissimilar features
in this way may help with, for example, linear classification since the distinction be-
tween features is made clear. There exist several formulations of the contrastive loss
function [21, 22, 23] and related work to this thesis uses different variants [3, 5, 7, 8].

In this thesis, the use of negative samples is avoided since these create a heavier
model for training. This means that a contrastive loss can not be used since it
requires negative samples. Instead, the cosine similarity function is used as the loss
function, as in [2],

cos(A,B) = A ·B
||A||||B||

=
∑n
i=1AiBi√∑n

i=1A
2
i

√∑n
i=0B

2
i

. (2.1)

It calculates the angle, θ between two vectors A and B projected in a multi-
dimensional space and is a common metric for finding the similarities between vec-
tors. The output is a value between -1 and 1 where 1 corresponds to complete
similarity and -1 to dissimilarity

2.1.2 Optimization
The neural network is a complex system and reaching the minimal loss function is
not a simple task. Therefore, an optimizer is used to adjust the model parameters
and the learning rate throughout the training, to faster reduce the loss towards the
global minimum and reach the optimal results. One of the most common optimiza-
tion methods is the Gradient Descend (GD).

The principal fundament of GD is that for each sample, during the back-propagation,
the gradients for each of the parameters are calculated with regards to the loss func-
tion. These are used to update the model parameters, θ, towards the direction of the
local minimum. The model parameters are also known as weights. However, this is
computationally expensive since the gradients for all samples need to be calculated.
Another problem is that the algorithm might get stuck in a local minimum instead
of a global. Stochastic Gradient Descent (SGD) was developed to prevent these
issues. For each iteration, SGD will calculate the gradient for one randomly chosen
sample and use it to update θ,

θ = θ + η ∗ ∇θL(θ;xi; yi). (2.2)
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This randomness contributes to some interruptions in the updates, which will pre-
vent them from getting held at a local minimum

Here, xi is the chosen random sample, and yi is the corresponding labels, and η, is
the learning rate (LR) constant that determines the step size and the direction of
the update. It is larger when the loss is far from the local minimum and small when
getting closer to the minimal loss. The objective function L(θ) is the chosen loss
function.

However, the computational complexity also depends on the batch size, and the
presented SGD is not optimal when training with a large batch size. Therefore, a
Layer-wise Adaptive Rate Scaling (LARS) [24] optimizer can be used instead for
stable and accurate optimization when a large batch size is used. This is done by
introducing a local LR, ηl, that adjusts between each layer l,

ηl = λ× ‖θl‖
‖∇θL(θl;xi; yi)‖ . (2.3)

In the equation for the local LR, a coefficient λ < 1 is also introduced, which is
used to define how much trust is put into the layer to change its weights during one
update

2.1.3 Batch Normalization
One problem that further contributes to making the training of a neural network
so difficult is that when the layers are updated through back-propagation, the dis-
tribution of previous layers changes. This is problematic since the update is based
on an expectation that the weights of all prior layers are fixed. This means that
the network update keeps chasing a moving target which slows down the training,
and it creates a requirement for careful initialization of the parameters. One way to
combat this is to use batch normalization (BN) [25]. In BN, a normalization step
is used to standardize the activations of each variable from the hidden layers. First
the mean µ of the activation x is calculated,

µ = 1
m

m∑
i=1

xi, (2.4)

where m is the size of the mini-batch. From this, the variance σ2 can then be
calculated,

σ2 = 1
m

m∑
i=1

(xi − µ)2. (2.5)

These values can then be used to normalize the activation,

x̂i = xi − µ√
σ2 + ε

, (2.6)

where ε is a constant added for stability. Finally, the normalized activation is scaled
and shifted,

xi = γx̂i + β ≡ BNγ,β(xi). (2.7)
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The parameters γ and β are learnable and are thus updated during training. This
is done for each mini-batch and it stabilizes the training as well as speeds it up.

When the standard BN is implemented for training on multiple GPUs it is called
Synchronized BN. The difference is that the standard BN only normalize the data
within every single GPU instead of across all GPUs. Synchronized BN is therefore
more useful when training with a large batch size. It is for example used in related
works such as PixPro [2] and BYOL [6]. A downside to the Synchronized BN is
that it is inefficient and may require large batch sizes to achieve stable statistics.
As a consequence of this, Li et al. introduced the Momentum BN [15]. This makes
it possible to reduce the batch size. Instead of only using the current statistics, an
exponential moving average of the historical BN statistics (mean, µ and variance
σ2) are taken to update and normalize

µt = (1− α)µt + αµt−1

σ2
t = (1− α)σ2

t + ασ2
t−1.

(2.8)

Here, µt and σt are the running mean and variance at current batch and µt− 1 and
σt − 1 are from the previous batch. The parameter α is a momentum coefficient.

This adaptation of the BN is useful in teacher-student networks where two encoders
are used, and one of the encoders, the teacher, are taken as a slow moving copy of
the other, the student. This means the teacher is not updated by gradients, but as
a momentum update of the student, see Section 2.4. In order to keep both accu-
racy and efficiency, the Momentum BN can be applied to the teacher network while
keeping the Synchronized BN for the student network. This means that the param-
eters γ and β are not estimated in the Momentum BN, but are taken as momentum
versions from the student.

2.1.4 Dilated Convolution
Convolutional layers are a common component in neural networks, especially in
combination with image data. A convolutional layer can be seen as a filter of weights,
a kernel, that is applied to the input in a sliding window fashion. The dot product
is computed between the filter and each filter-sized patch of the input data it slides
over. This operation leads to the output of a feature map, and makes it possible
for the network to discover and learn spatial features in order to make sense of the
content in an image. In Figure 2.1, a standard convolution is illustrated.

Figure 2.1: A standard convolution with a 3×3 kernel moving over a 4×4 input
map (green). This results in an output (orange) of size 2×2.
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Dilated, or atrous, convolution is a variant of convolution where a spacing in the
form of zeros is introduced in between the values in a kernel. This increases the
receptive field without increasing the computational cost since the number of pa-
rameters is kept the same. An illustration of a dilated convolution can be seen in
Figure 2.2.

Since the downsampling in standard convolutions leads to a loss in spatial infor-
mation, this technique has proven especially beneficial for networks that are used
for dense prediction tasks [13, 26]. A higher resolution in the outputted feature map
can be obtained by replacing the stride, which is the amount the kernel is shifted,
with dilation. The dilation helps with keeping a larger receptive field without in-
creasing the complexity.

Figure 2.2: A dilated convolution. The dilation is set to 2 here which leads to a
spacing of 1 between the values of the kernel which has size 3×3.

2.1.5 ResNet
A common approach for solving complex problems using neural networks is by
adding more layers to the model, making it deeper. This way, increased accuracy
can be reached as the layers progressively learn more features. However, this gives
rise to another problem in the form of vanishing or exploding gradients, which in
turn means that the error rate also increases. To solve this, a new architecture called
Residual Network, or ResNet for short, was introduced [27]. The idea is that an ini-
tial mapping H can just as well be represented by a residual mapping F := H− x.
This in turn gives H := F + x. The network then uses skip connections added to
a feed-forward network, as can be seen in Figure 2.3. The skip connections perform
identity mapping and connect to the outputs of the stacked layers. This gives the
gradient an alternative shortcut to flow through which helps in solving the vanishing
and exploding gradient problem.

ResNet can, for example, be used as a backbone structure of an encoder. This
means that it is the network used to extract the features from the input data, and
it is this way ResNet is applied in this thesis.
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Figure 2.3: Building block of ResNet.

2.2 Semantic Segmentation
Semantic segmentation is a computer vision task where the goal is to classify each
pixel in an image into a set of predefined classes. Compared to image classification,
where the objective is to classify the image as a whole, this is considerably more
difficult. One of the challenges with semantic segmentation is that it requires a
detailed understanding of the semantics in the images. In Figure 2.4 an example of
semantic segmentation of an image is shown. The segmented output can be seen in
the image to the right and each coloured region corresponds to a class label.

Figure 2.4: An illustration of a semantic segmentation of an image. The original
image can be seen to the left and the corresponding segmentation to the right. The
images are taken from the dataset Cityscapes [1].

2.2.1 Semantic Segmentation Network
In this thesis, the Fully Convolutional Network (FCN) [11] is used for the semantic
segmentation task. FCN is one of the more commonly used semantic segmentation
models, it is for example used by MoCo [3, 4], BYOL [6] and PixPro [2]. The evolu-
tion of this network was inspired by the classic convolution neural network (CNN), in
which the encoder consists of multiple convolutional-, pooling- and activation layers
and the decoder consists of upsampling layers used to perform pixel-wise prediction,
see Figure 2.5.
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Figure 2.5: Architecture of a FCN model.

There are three types of FCN: FCN-32, FCN-16, and FCN-8. The main difference
between them is how fine details they capture. FCN-32 has the most upsampling, 32,
and thereby gives the roughest output. This is because deep features can be obtained
when going deeper into the network, but positional information is also lost. FCN-8
in turn gives the finest boundaries in the output. In this thesis, FCN-16 is used for
semantic segmentation since this is used by previous work.

2.3 Supervised-, Unsupervised- and Self-Supervised
Learning

The more established methods for semantic segmentation are trained using super-
vised learning. However, due to the fact that supervised learning requires a manually
labelled dataset, which is expensive and time-consuming to acquire, the interest in
unsupervised learning has grown and been the focus in numerous recent research.

In supervised learning, the network learns a pattern to map the input features
to the corresponding output labels. This is done by including ground truth labels,
which are used as targets for the network to train against. The objective is that the
predicted output should be as close to the target as possible. Supervised learning
is generally defined into two categories, classification and regression. Classification
maps the outputs into different categories, while regression maps the output to real
values. A standard classification example is the cat-dog problem, where the net-
work is trained on annotated images of dogs and cats to learn to classify if an image
contains a dog or a cat. A regression problem could be, for example, predicting the
price of a house given the size of the house.

The opposite of supervised learning is unsupervised learning, which learns from
unlabelled data. The network tries to learn a trend of the input data and output
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an underlying structure or distribution of the data. A common example of unsu-
pervised learning is clustering, where the data is divided into groups with certain
similarities. It is more difficult for a network to learn how to perform a given task
without having any type of ground truth to compare with. This means that an un-
supervised network may require more data and training time, and there is a higher
risk for inaccurate results.

Self-supervised learning (SSL) is a learning method where a supervisory signal is
created from unlabelled data. For example, as illustrated in Figure 2.6, a super-
vised task can be created by simply rotating the images. This way, the semantic
information of the image stays intact and can be used to predict the angle of rota-
tion. In a way, SSL can be thought of as fusing supervised learning and unsupervised
learning, getting the main advantages of both techniques. SSL is the focus of this
thesis.

Figure 2.6: Illustration of SSL where the input image is rotated and the network
is used to predict the amount of rotation.

2.4 Representation Learning
SSL is often used to pretrain a network to learn good visual representations of
an image. The idea is that the learnt parameters can be transferred and act as
an initialization of the weights for a supervised downstream network. This is useful
when there are insufficient annotated data samples to train the downstream network
directly. The downstream network can then be trained on the actual downstream
task, see Figure 2.7. The downstream task can, for example, be classification, object
detection, or semantic segmentation. The quality of the downstream tasks can be
used to evaluate how good feature representations the pretraining network has learnt.
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Figure 2.7: Illustration of the general pipeline for self-supervised learning. The
representation features are learned by training a network to solve the pretext task.
When this training is finished, the learnt parameters can be transferred and fine-
tuned to perform a downstream task such as classification or semantic segmentation.

There exist various approaches for learning feature representations, where most are
based on visual pretext tasks. A pretext task is what the network aims to solve
in order to learn representations, and there exist several different techniques that
can be used. Most of the time, the pretext task is made up and how well the
network performs this task in itself is unimportant. What is important are the
representations, which may include good semantic or structural meanings, that the
network learns while solving the pretext task. For example, a pretext task could
be something as simple as predicting the rotation in an image [28], as illustrated
in Figure 2.6, or something more challenging such as inpainting, which means that
the network should predict the missing pixels in an image with an erased section [29].

As shown by several SOTA models, contrastive learning is one way to form a pretext
task that provides reliable training results [3, 5, 8, 21]. This means that a contrastive
loss is used to learn good representations where, in the image representation space,
similar features are pulled together and dissimilar features are pushed apart. The
similar features are defined by positive pairs, which can, for example, be two cropped
views of the same image, and the dissimilar features are defined by negative samples,
which would then be all other images. In other words, contrastive learning can be
thought of as comparing the inputs to find which samples are similar and which are
not.

Several of the above-mentioned methods are focused on instance discrimination suit-
able for classification tasks, which are more simple relative to semantic segmentation
tasks. For tasks such as semantic segmentation, features need to be learned on pixel-
level to include more details. There is also an issue with the need to define both
positive and negative samples to keep a stable network. By requiring both, large
batch sizes are needed, which are not computationally efficient. As an example, Sim-
CLR [5] shows that the contrastive learning benefits from larger batch sizes ranging
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from 256 to 8192. This requires special cloud TPUs (Tensor Processing Units) which
are not commonly accessible. The risk, however, with omitting the negative samples
when training is that the network possibly could collapse into outputting the same
vector despite what image is used as input.

In order to prevent this, pretraining methods such as BYOL [6] were developed.
The inventors of BYOL found a way to train a network to find representations
without requiring negative samples. The network is asymmetrical with two parallel
encoders where one, the online, is updated as regular by gradients while the other,
the target, is a momentum encoder taking an exponential moving average (EMA) of
the online encoder. This means that if denoting the parameters of the online encoder
by θ, the parameters of the target encoder by ξ, and the momentum coefficient by
m ∈ [0, 1], we have:

ξ ←− mξ + (1−m)θ. (2.9)

The collapsing of the network is avoided in BYOL, in large part because of the
stop-gradient that is applied to the target encoder [30]. The stop-gradient prevents
the parameters in the target encoder from being updated by gradients in the di-
rection of minimal loss, and this prevents the network from outputting a constant
representation.

The network can be seen as a teacher-student network where the goal is to train
the online encoder, the student, by comparing its output with the output from the
target encoder, the teacher, and seek consistency between them when they are each
fed with two differently augmented views of the same image. When the training is
completed, only the parameters from the online encoder are kept. An overview of
the network can be seen in Figure 2.8.

Figure 2.8: The architecture of BYOL. Two differently augmented views of the
input image are fed to the two branches. The encoders in both branches consist of a
backbone network and a projection head. The target encoder is updated by taking
an EMA of the parameters from the online encoder. This means that a stop-gradient
(sg) is applied after the target encoder in order to prevent gradient update. This
also prevents the network from collapsing into trivial solutions. The encoders output
feature maps zθ and zξ respectively. The online branch also includes a prediction
head which consists of linear layers. This creates an asymmetrical network. The
loss is minimized between the prediction qθ and zξ.
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2.4.1 PixPro
PixPro is a pretraining method introduced by Xie et al. [2] which has the same
base asymmetrical architecture as BYOL [6]. The model focuses on learning pixel-
level feature representations and achieves SOTA results when transferred for object
detection and semantic segmentation, while it remains relatively lightweight since it
does not require negative samples. Having a more lightweight model means it does
not require as much computational resources, which means it is easier to train. For
these reasons, it was used as a base when developing our model. An illustration of
the network architecture can be seen in Figure 2.9.

Figure 2.9: The architecture of PixPro. Similarly to BYOL, two augmented views
of the same image are taken and sent through an online and a target encoder. The
output is then projected into feature maps x and x′. In contrast to BYOL, the
prediction head here is the PPM that outputs a transform y. The loss is taken
between y and x′ where consistency in the output is sought. At the end of the
training, as in BYOL, only the parameters of the online encoder are kept and used
for transferring.

The main difference between BYOL and PixPro is the additional module in the
prediction head, pixel-to-propagation module (PPM). The idea is that this module
should encourage spatially close pixels to be similar, which may be beneficial in
areas where the pixels belong to the same label. In this module, a transform yi is
computed for each pixel feature xi by propagating all other pixel features xj within
the same image, Ω, to it

yi =
∑
j∈Ω

s(xi, xj) · g(xj). (2.10)

Here, g(·) is defined as a linear transformation function. It is instantiated by a
linear layer followed by BN and a ReLU activation function. The similarity function,
s(·,·), is defined by the cosine similarity function, as in eq. (2.11), with γ being an
exponential used to decide the sharpness of the function with default value 2

s(xi, xj) = (max(cos (xi, xj), 0))γ. (2.11)

The feature maps, y and x′, outputted from the two branches in the network are
encouraged to be consistent. Only the positive pixel pairs are considered when
seeking consistency and they are assigned according to an assignment rule,
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A(i, j) =

1, if dist(i,j) ≤ τ,

0, if dist(i,j) > τ,
(2.12)

where i and j are pixels from two different, augmented views of the same image. The
threshold τ is set by default to 0.7 and dist(i,j) is the normalized distance between
pixels i and j in the representation space. The positive pixel pairs i and j are then
used to formulate the loss function

LPixPro = − cos(yi, x′j)− cos(yj, x′i). (2.13)

The final loss is calculated as an average over all positive pixels in the same image,
and then as an average over the images in the mini-batch. This loss is used to
back-propagate and update the weights in the online encoder.

2.5 Attention
Attention in deep learning can be interpreted as adding weights of importance to
an input. In particular, it has been important for natural language processing,
such as translation applications, by utilising attention as a mechanism to find the
relationship between words in a sequence. For example, in the sentence The cat
is eating the mouse, attention will help in finding the relation between eating and
mouse. Attention can also be used in computer vision and intuitively this can be
related to how humans focus on certain parts of a visual input in order to understand
the context. In simple terms, attention can be thought of as memory through time.

2.5.1 Self-Attention
Self-attention is a mechanism used to find and embed how related each hidden state
is to all other hidden states. This is done using queries, keys, and values, which
are vectors comprised of the input vectors to the self-attention layer. By adding
weights to these vectors, the matrices Q (query vectors), K (key vectors), and V
(value vectors) are formed, which are the learnable parameters that are updated
during training. The output from the self-attention layer is calculated by Scaled
Dot-Product Attention [31]

Attention(Q,K, V ) = Softmax
(
QKT

√
dk

)
V. (2.14)

Here dk is the dimension of the queries and keys. The scaling by dk comes from the
fact that the Softmax function can be sensitive to very large input values.

If looking at the PPM, as was described in the previous section, it can intuitively
be thought of as a modified self-attention module without learnable Q and K, see
Figure 2.10. The similarity function seen in eq. (2.11) can be considered as the dot
product between Q and K, without learnable weights, and the linear transformation
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function g(·) can be related to the values matrix V in self-attention. The PPM
and self-attention also have similar purposes, which are to find the similarities in
the input embedding. For this reason, self-attention is further investigated in the
development of our method.

Figure 2.10: Illustration of a self-attention module used for computer vision.

The transformer [31] is a popular model which relies completely on self-attention.
The model also includes positional encoding (PE) to keep track of the relative po-
sition of the input. The PE can, for example, consist of sinusoidal waves as in [31].
These positions are added to the embedded representations that are fed to the self-
attention layer. When evaluating self-attention in our model, positional encoding is
added to keep the spatial information intact.
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Methods

This chapter presents the overall network architecture for the method developed in
this thesis. The base architecture of the network is the same as the one used in
PixPro [2], which in turn is based upon BYOL [6], with a few modifications. These
modifications and how they are implemented are described in detail following the
description of the network architecture. Two areas have mainly been investigated,
data augmentations and the prediction head of the network. These areas have
proven essential for the success rate of related work in terms of creating pretext
tasks and keeping the learned information relevant. Subsequently, the datasets used
and the data augmentations applied for creating the views going into the network,
are presented.

3.1 Network Architecture
The network we have used for pretraining is built upon the network used for PixPro
[2], as is described in Section 2.4.1, with the added mechanisms that are investigated
in this thesis. These are described in detail in the following sections. The objective
of the network is to seek consistency in the outputted feature vectors. In Figure 3.1,
the suggested architecture can be seen, including the studied mechanisms, which are
affine transformation, erasing, LocalPPM, Momentum BN, and self-attention.

Figure 3.1: Illustration of the network architecture used for our method. In this
image, all tested mechanisms are included to give an overview. In the final method,
only affine transformation, the Random Erasing, the Momentum BN, and the Lo-
calPPM are included. The base of the network is the same as in PixPro [2], and the
objective of the network is to seek consistency between the feature vectors y and x′.
At the end of the training, only the parameters in the online encoder are kept for
transferring.
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A batch of images are taken as input to the network and data augmentations are
applied to each image. This includes taking two differently cropped views, v1 and
v2, of the same image, and letting both views pass through both the online- and
the target encoder. One of the two views, v1, is slightly more strongly augmented
than v2 since it also includes the affine transformation. The affine transformation is
added to modify the geometrical structure of the images to see if this could improve
the learning.

Before passing through the online encoder of the network, part of the view is erased.
This is another modification made to the network to create a prediction task where
the network needs to predict the missing part. The idea is that this will force the
network to leverage the full context of the image and not only focus on a few visual
features.

The online encoder consists of a ResNet-50 [27] backbone using synchronized batch
normalization and a projection head, and it outputs a feature map x. The feature
map x is either propagated through the LocalPPM or the self-attention module,
depending on which mechanism is used, and this gives the transform y. The Lo-
calPPM is a modified version of the PPM in PixPro [2], and it makes it possible to
use larger feature maps without a big increase in complexity by propagating pixel
features locally. The self-attention module is a simple self-attention structure used
to investigate if the network could benefit from finding similarities through self-
attention.

The target encoder also consists of a ResNet-50 backbone and a projection head.
In addition, Momentum BN [15] is applied to the target encoder. This is added to
the network to make it possible to train it on a smaller batch size without a loss
in performance. A stop-gradient operation is applied to the output of the target
encoder, which is updated as a momentum encoder by taking an EMA of the online
encoder’s parameters. The target encoder outputs a feature map x′.

As mentioned, the objective of the network is to output consistent feature rep-
resentations from each branch regardless of what view of an image is processed.
This is the same objective as in PixPro [2] and the same cosine similarity loss func-
tion is used, seen in eq. (2.13), with the same average calculations and assignment
rule to find the positive pixel pairs, see eq. (2.12). If there is no overlap between
the cropped pair of views, then no loss is computed. However, the majority of all
cropped pair of views do contain at least some overlap. At the end of the train-
ing, only the parameters learnt in the online encoder are transferred for semantic
segmentation in a FCN network.

3.1.1 LocalPPM
The size of the feature map has a big impact on the segmentation performance since
it is related to the receptive field. A larger feature map includes more information
of the image, which is important for semantic segmentation where a detailed un-
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derstanding of the image content is necessary. By replacing the stride with dilation
of 2 in the fourth block of the ResNet-50 [27] backbone used in both encoders, the
feature map dimension is doubled to a size of 14×14 compared to the previous size
of 7×7. However, a larger feature map also occupies more memory, which creates a
heavier model requiring more computational resources when looking for similarities
between pixels. To reduce the increased complexity this entails, the LocalPPM was
developed, which is inspired by the PPM in PixPro [2] and the concept of local
self-attention [32].

The basic idea of the LocalPPM is the same as the PPM in PixPro where pixel
features are propagated to encourage spatially close pixels to be similar, see Sec-
tion 2.4.1 for a detailed explanation. The difference is that instead of propagating
all of the pixel features within the same image, only the pixels within a local sec-
tion are propagated. That is, the feature map is divided into local sections that fit
into a frame of size n×n and only the pixel features that fit into the same frame
are propagated to each other, see Figure 3.2. This reduces the amount of compu-
tations needed since fewer parameters are used to compute the transform of each
pixel feature. Combining this with a larger feature map should give the best of
two worlds, more spatial information is kept with the higher resolution, while the
necessary computations this imposes can be reduced.

Figure 3.2: Illustration of the idea behind the local propagation in the LocalPPM.
The orange shows a local area that, in this case, fits within a frame of size 3×3.
Each pixel feature within this local area is propagated with all other pixel features
within the same local area. The whole feature map is divided into local sections
like this, where pixel features are propagated locally. Zero padding is added to the
feature map in case this is needed to fit the frames.
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3.1.2 Self-Attention Module
Another concept studied in this thesis is if further modifications to the prediction
head could lead to any improvement. The PPM used in PixPro [2] has a similar
purpose as self-attention, where both mechanisms seek to find the similarities in the
input. In addition, the PPM has a comparable structure to self-attention. If the
input to the similarity function, see eq. (2.11), in the PPM can be thought of as
queries and keys, one difference from self-attention is that these do not have learn-
able weights. Another difference is how the linear transformation function g(·) in
eq. (2.10), which can be considered as the value matrix in self-attention, is defined.
The intuition behind why these design choices of the prediction head were made in
the original article [2] is not clear. Thus, we decided to investigate this further by
replacing the PPM with a simple self-attention module.

The first step of the self-attention module is to add PE to the input, which provides
the positional information of each pixel in the image [33, 34]. This has shown to
be essential for transformers where self-attention is used, especially for larger data
such as images. As described in [34], since the self-attention does not contain the
absolute position of objects in the images, it is difficult for the network to learn and
identify the relationship between objects or pixels. The PE is implemented as an
extended Sinusodal Positional Encoding [31], see eq. (3.1). The PE has the same
dimension, dx, as the feature map used as input to the self-attention module, and
it is added to the input before passing through the self-attention module. Since the
PE in [31] was developed for text sentences, which are one-dimensional vectors, the
mechanism is adapted for image inputs by repeating the same equation in both x-
and y-direction, following [34]

PE(pos,2i) = sin

(
pos

10000
2i
dx

)
, (3.1a)

PE(pos,2i+1) = cos

(
pos

10000
2i
dx

)
. (3.1b)

Here pos is the position index and i is the dimension. The dimension, i, plays an
important role to produce unique PE for each of the pixels, which is described in
detail in [31, 34].

Motivated by the articles [18, 19], the weights for Q, K and V are implemented
as 1×1 convolutional layers, which are updated by the optimizer. The feature map
x is fed through these layers to generate Q, K and V. The Q matrix is multiplied
with K to obtain an attention score, to which a softmax function is applied. The
output from the softmax function is multiplied with V to achieve the self-attention
output, o. This is as summarized in eq. (2.14).

The output, o, from the self-attention calculation is defined as a correlation to
the input, x:

y = x + o ∗ γ. (3.2)
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Here, γ is a learnable scalar initialized as 0. The motivation behind this is to let the
network first focus on the local area and gradually put more weight on long-range
dependencies [18, 20, 35] . An illustration of the full self-attention module can be
seen in Figure 3.3.

Figure 3.3: Illustration of the proposed self-attention module.

3.1.3 Erasing Augmentation
Data augmentations play an essential role in SSL representation learning since they
can be used to create pretext tasks for the network to solve to learn features. The
pretext task often relies on some sort of prediction, for example, and as mentioned
previously, to predict the rotation of images or the colour map of a greyscale image.

Inspired by augmentation methods such as Cutout [16] and Random Erasing [10]
as well as inpainting [29] and various other predictive methods [36, 37], we apply
a prediction pretext task to our model by erasing part of the view going into the
online encoder. By only applying the erasing before the online encoder and keeping
the view going into the target encoder unchanged, the output from this can be used
as a supervisory signal to predict the missing region in the online encoders output.
The reasoning behind why this should improve the learning is that the network is
forced to utilise the full context of the image, instead of focusing on a few visual
features.

The implementation of this is done in two different ways, which is illustrated in
Figure 3.4. In Figure 3.4b, Random Erasing [10] is shown which erases a randomly
selected, rectangular region Ie within an image I with size S = H ×W . First, a
point is randomly initialized, P = (xe, ye) ∈ I. This point determines the position
of the erasing region. Thereafter, the area to erase, Se ∈ [sl, sh], is also randomly
initialized where the ratio range is defined by Se

S
. The aspect ratio re of the rectangle

is in turn randomly initialized between [r1, r2]. The size of Ie is selected as

He =
√
Se × re, We =

√
Se
re
, (3.3)

and if the condition that xe + We ≤ W and ye + He ≤ H holds, then the region to
erase is selected as

Ie = (xe, ye, xe +We, ye +He). (3.4)
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Each pixel within this region is set to zero, i.e., the region is filled with black, or to
Gaussian noise across all three channels, depending on settings. The probability for
Random Erasing to be applied to the image is p, which means that the probability
of it being kept unchanged is 1− p.

The second way, named Random Patched Erasing, is illustrated in Figure 3.4c,
and is inspired by [17, 38]. In this augmentation, the erased regions are randomly
spread out in small patches. This is in contrast to Random Erasing which is only
applied in one larger rectangular region. By instead using smaller and spread out
regions, different visual features in the image may be occluded instead of block-
ing out one large part. The implementation is similar to Random Erasing. The
positions of the patches are randomly selected to create vectors Px and Py con-
taining x and y positions of length n, where n is the total number of patches.
The size of the patches is a square with side length s. A mask is then created as
M = (Px− s,Px + s,Py− s,Py + s) and applied to the image. The masked region
is then either filled with black or with Gaussian noise across all channels depending
on what setting is used. A probability for applying the augmentation is set in the
same way as for Random Erasing.

(a) Original image. (b) Image with Random
Erasing.

(c) Image with Random
Patched Erasing.

Figure 3.4: Two different implementations of erasing were tested. For the Random
Erasing in (b), sl = 0.02, sh = 0.4, r1 = 0.3 and r2 = 1/0.3. For the Random
Patched Erasing in (c), 50 patches of size 10 × 10 was used. As seen, the patches
may overlap each other. The area erased can either be filled with black as seen in
(b) or with Gaussian noise across all three channels as seen in (c).

3.2 Data
Two public datasets are considered in this thesis. ImageNet is used for the pre-
training network since it is a large and accessible dataset, and as it is the dataset
used in related work. For training the semantic segmentation network, Cityscapes
[1] is used, which contains pixel-level annotations on road images and is a standard
benchmark for semantic segmentation.

24



3. Methods

3.2.1 ImageNet
ImageNet is a large public dataset widely used within research. The full dataset
contains millions of annotated images from a wide selection of categories [9]. Some
of the high-level categories include animals, fruit, and flowers. These are, in turn,
divided into several sub-categories.

In this master’s thesis, the dataset from ImageNet Large Scale Visual Recognition
Challenge 2017 (ILSVRC2017) is used as the training set for the pretraining [39].
This training set is often referred to as ImageNet-1K and has a total of 1,281,167
images for training and contains 1000 different classes.

Figure 3.5: Examples of what images in the ImageNet dataset might look like.

3.2.2 Cityscapes
The public dataset, Cityscapes, contains a mixture of images taken in an urban
environment by a camera placed in the front of a car, and it includes pixel-level
annotations [1]. The dataset is freely available to use for research or personal ex-
perimentation. It is comprised of images of street scenes from 50 different cities
during different seasons of the year and with varying weather conditions, all with a
resolution of 2048 × 1024. In addition, the dataset contains 5000 finely pixel-level
annotated frames as well as 20 000 coarsely annotated frames. In this thesis, only
the finely annotated frames are used. These are split into 2975 images for training,
500 for validation, and 1525 for testing. The dataset has in total 30 different classes,
but since some are rare, they are excluded from the benchmark leaving 19 remaining
classes. The class distribution of the labels can be seen in Figure 3.6. An example
image with a corresponding segmentation map can be seen in Figure 2.4.
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Figure 3.6: Distribution of labelled classes in the Cityscapes dataset.

3.3 Data Augmentations
In computer vision, data augmentations play an important role in the success of
training a network. Data augmentations may help with keeping the data relevant
by introducing noise. For example, by adding colour transformations, it can be
avoided that the network only learns the specific colour histogram of the images. If
the network only learns this information, it makes it vulnerable to sudden changes
in the data, and it might not be relevant information to learn. As mentioned, in
SSL, data augmentation may also be used to create a pretext task, as is done in this
thesis with the erasing.

Many related works for SSL pretraining only include a few data augmentations
such as crop, flip and colour transformations. Thus, it is interesting to investigate
the effect of adding additional augmentations and to see if it could provide a more
robust network. In this thesis, we use the following data augmentations for the
pretraining:

Crop Two random crops are taken from the input image
and resized to 224 × 224.

Horizontal flip The images are randomly flipped in horizontal di-
rection.

Colour distortion Changes the colours in the images by adjusting
brightness, contrast, hue and saturation. Applied
with a probability of 80%.

Gaussian blur Blurs the image with Gaussian blur.
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Affine transformations Applies random affine transformations, including
rotation, translation and shear. Affine transforma-
tion is a geometric transformation that preserves
parallelism. It could be advantageous in order for
the network to become consistent for geometrical
transformations.

Following PixPro [2] and BYOL [6], the first four data augmentations listed are
applied to both of the two views passing through the network to obtain two randomly
transformed views of the same image. In addition to this, the affine transformations
are added to one of the two views to get even stronger data augmentations than
what previous methods have tested. The purpose of this is to teach the network to
output consistent feature maps despite geometrical transformations. By applying
affine transformations in one of the two views, the network can learn the relationship
between an affine transformed view and a view without affine transformation. To
this end, after passing through the network, the outputted feature map for the
affine transformed view is inverse transformed. This way, consistency can be sought
between the feature maps outputted from the two branches in the network.
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Results

This chapter presents the results of our proposed model and the experiments that
were conducted to evaluate each studied mechanism. First, all details regarding
the setup for the implementation of the networks and the training algorithms are
given, followed by a description of the evaluation metric mIoU that was used. To
motivate the choice of mechanisms for our proposed model, the segmentation re-
sults from different experiments, where each mechanism was individually applied to
the pretraining network, are presented. This is followed by a presentation of the
final results, which were obtained by training our model with the mechanisms that
showed the best individual results. All results are from transferring the pretrained
parameters to perform semantic segmentation.

4.1 Implementation Setup

4.1.1 Practical Setup
The code for this thesis was written in Python together with Pytorch [40] as the
machine learning framework used for building and training the networks. To our
disposal, we had two clusters of three NVIDIA GeForce GTX 1080 Ti GPUs and
four NVIDIA GeForce RTX 2080 Ti GPUs respectively. Each GPU has 11 GB of
memory, and all pretraining and some segmentation training have been performed
on these. Occasionally, we also had access to an additional cluster of four NVIDIA
GeForce RTX 2080 Ti GPUs. These were only used for training the FCN-16 for
semantic segmentation.

4.1.2 Setup for Pretraining
Since the search space is vast and tuning every parameter would have taken too much
time, most settings for the pretraining were kept the same as the setup for PixPro
[2]. ResNet-50 [27] was used as the backbone of the architecture, which is also most
consistently used in previous research. The LARS optimizer was used together with
a cosine learning rate scheduler. A base learning rate of 1.0 was set and the LR was
linearly scaled with the batch size as LR = lrbase × #bs

256 . The momentum was set to
0.9 and the weight decay to 0.0004. All experimental runs were performed over 30
epochs and with a batch size of 64, except for two experiments where a batch size
of 48 was used. The results are all based on one pretraining run since these were
time-consuming to perform. For the training of our final proposed method, four
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GPUs were used and a batch size of 64. The choice of batch size was limited by the
provided resources. ImageNet-1K [39] was used for all pretrainings.

4.1.3 Setup for Semantic Segmentation
The settings for the semantic segmentation network followed in large part the set-
tings of MoCo [3, 4], since these were also used in the article of PixPro [2] to evaluate
transferability to semantic segmentation. A FCN-16 architecture was used which
had a ResNet-50 backbone architecture, the same was used for evaluating segmen-
tation in [2, 3, 4, 6]. The 3×3 convolution in the fifth convolutional block in the
ResNet backbone was modified to have dilation of 2 and stride of 1, which was fol-
lowed by two additional 3×3 convolutions of 256 channels and by BN and ReLU.
To get the pixel classifications, a 1×1 convolution was then used. For the two extra
3×3 convolutions, we set a dilation of 6, in line with the field-of-view given in [13].
Random scaling [0.5, 2.0], crop of size 768 and random horizontal flipping were used
for data augmentations. As for the optimizer, we used a standard SGD with an
initial LR of 0.01. The momentum was set to 0.9 and the weight decay to 0.0001.
The Cityscapes dataset [1] was used for segmentation, see Section 3.2.2. The train-
ing ran on one GPU for 100 epochs with a batch size of 7. It took approximately
20 hours for one training to finish. All of the segmentation results are taken as
an average of three independent runs, except the class-wise results which are taken
from individual runs.

4.2 Performance Evaluation Metric - Mean Inter-
section Over Union

Intersection over Union (IoU) is an evaluation metric often used to measure the
quality of semantic segmentation models. It calculates the percentage of overlap
between the predicted output and the ground truth. The IoU is given by

IoU = target ∩ prediction
target ∪ prediction

. (4.1)

The numerator is comprised of the pixels present both in the prediction and the
ground truth, thereby making them correctly classified pixels (true positives). The
denominator is compromised of all pixels present in either the predicted set or the
ground truth. This includes the true positives, the pixels that have been wrongly
classified (false positives), and the pixels that have been wrongly not classified (false
negatives). This calculation yields a value between zero and one and can be thought
of as a percentage of how well the model is performing the segmentation task.

To get a global score, this is calculated for each class separately and then aver-
aged, which returns the mean IoU (mIoU). If the network fails at classifying a class
completely, this will affect the mIoU noticeably since it is an average over all classes.
Thus, the network needs to correctly classify small and large objects alike to achieve
a good mIoU score.
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4.3 Results of the Experiments
The experiments were performed by making changes to the PixPro [2] architecture.
That is, each mechanism was added and trained individually to study the impact
each mechanism would have on the network. The results from these experiments
are divided into two sections based upon the two areas that have been the focus for
development. The first section presents the effects of applying various data augmen-
tations and the second section presents the effects of modifying the prediction head,
which is the PPM in PixPro. On average, each pretraining for the experiments took
75 h to complete. The experiments followed the implementation setup as previously
detailed and ImageNet-1K was used for the pretraining while the Cityscapes dataset,
trained on FCN-16, was used to perform the segmentation task. As a baseline for
these experiments, the PixPro network is used.

4.3.1 Results of the Experiments: Data Augmentations
The baseline PixPro [2] applies crop, horizontal flips, colour distortion, and Gaussian
blur as data augmentations for both views. Thus, these data augmentations were
also included in all of our experiments and were applied to both cropped views of
the network. The augmentations that were added to PixPro as experiments include
affine transformations as well as two erasing strategies. Affine transformations were
applied to one of the two cropped views that are sent to both the online and target
encoder, while the erasing augmentations were only applied to the views before the
online encoder to create the prediction task. The results of the data augmentation
experiments are presented in Table 4.1.

Table 4.1: Segmentation results for a pretrained PixPro [2] where various data
augmentations have been applied. The pretrained model has run for 30 epochs on 3
GPUs. The results are taken as an average of three separate segmentation runs and
the standard deviation for these are included. Affine (fixed) means that fixed hyper-
parameters were used during the training, and Affine (rand. init) means randomly
initialized hyperparameters. The notation Black indicates that the erased pixels
were assigned as zero values while Gaussian means they were assigned as Gaussian
noise across all channels. The notation (p = 0.5) indicates that the probability of
the images undergoing erasing was 50%.

Settings mIoU
Baseline (PixPro) 70.90 ±0.79

Rotation 71.71 ±0.58
Affine (fixed) 71.60 ±0.47

Affine (rand. init.) 71.80 ±1.19
Random Erasing Black 72.56 ±0.61

Random Erasing Black (p = 0.5) 71.87 ±1.07
Random Erasing Gaussian 71.48 ±1.02

Random Patched Erasing Black 71.07 ± 1.00
Random Patched Erasing Gaussian 72.35 ±0.28
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The first experiment was an implementation where only a rotation transformation,
with a fixed angle of 30°, was added to the network. This was implemented to
investigate if the network could handle additional augmentations than previously
implemented. Rotation achieved an average of 71.71 mIoU when transferred for
semantic segmentation. In the second experiment, translation and shear transfor-
mations were added to the rotation, creating a set of affine transformations. For this
experiment, fixed hyperparameters were used. The rotation angle was set to 30°.
The translation factor, which defines the number of pixels to translate in the respec-
tive direction, was set to 10 in x- and y-direction. The shear factor, which represents
the shear angle for the respective axis, was set to 10° in both x- and y-direction.
This training showed some odd behaviour of the images when shear was applied in
both directions combined with rotation. Thus, only shear in x-direction was applied
in the experiment with random initialization of the hyperparameters. Random ini-
tialization indicates that, for each batch, the transformation hyperparameters were
randomly chosen within a boundary. The rotation angle had a boundary between
±45°, the translation factor between ±100 in both directions and the shear factor
between ±10° in the x-direction. As shown in Table 4.1, all of these experiments
achieved an improvement compared to the baseline.

The Random Erasing augmentation was applied with the hyperparameters for the
area ratio range of erasing as sl = 0.02 and sh = 0.4, and for the aspect ratio range of
erasing as r1 = 0.3 and r2 = 1

0.3 . These parameters were chosen as they were shown
to provide the most reliable results in the original article that introduced Random
Erasing [10]. The probability p for erasing was set to p = 1 to have all images going
into the online encoder undergo erasing, except in one experiment where p = 0.5.
The erased pixels were either assigned as zeros, denoted as Random Erasing Black
in the Table 4.1, or with Gaussian noise across all channels, denoted as Random
Erasing Gaussian. The average result of pretraining PixPro with added Random
Erasing Black (p = 1) achieved a mIoU of 72.56, which is the best result for all
experiments and is an improvement of 1.66 mIoU compared to baseline.

For Random Patched Erasing, the hyperparameters were set as a number of n = 50
patches with side length s = 10. This meant that about 10% of the image was
erased. Two experiments were performed in the same way as for the Random Eras-
ing, where the erased pixels were either assigned as zeros or as Gaussian noise across
all channels. Random Patched Erasing Black only achieved slightly better results
than the baseline, while Random Patched Erasing Gaussian improved the results
more noticeably by achieving an increase of 1.45 mIoU compared to baseline.

The idea behind testing Random Patched Erasing was to investigate if smaller and
spread out erased regions could help the network to learn the features of tiny or thin
objects more accurately. Compared to using Random Erasing, there is less risk of
the smaller objects being erased altogether. To verify if this idea held, the class-wise
mIoU for the 19 classes present in Cityscapes can be inspected. Figure 4.1 shows
the class-wise mIoU for Random Erasing Gaussian and Random Patched Erasing
Gaussian for a segmentation run where the total mIoU for each is very close to the
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other. It shows that for smaller and thinner objects such as fence, pole and traffic
light, Random Patched Erasing Gaussian achieves slightly better results.

Figure 4.1: The class-wise mIoU for Random Erasing with Gaussian filling (blue)
and Random Patched Erasing with Gaussian filling (green). These numbers were
extracted from individual segmentations with a total mIoU of 72.56 and 72.65 re-
spectively.

4.3.2 Results of the Experiments: Prediction Head
Two implementations with LocalPPM were made, one with a local frame of 7×7, and
one with a local frame of 5×5. As mentioned in Section 3.1.1, the implementation of
LocalPPM included adding dilation to the ResNet-50 backbone. This modification
produced a 14×14 feature map.

When experimenting with a local frame of 7×7, the batch size was decreased to
48, compared to 64 as was used in the other experiments, due to memory limita-
tions. Because of this, Momentum BN [15] was implemented in the target encoder in
order to maintain the performance when a smaller batch size was used. Momentum
BN was then kept for the two experiments with a frame size of 5×5, which used a
batch size of 64 and 48, respectively. To evaluate the effects of applying the Mo-
mentum BN, a separate experiment was made where only the Momentum BN was
implemented. Both in this implementation and that of LocalPPM, Momentum BN
was only added to the target encoder. The semantic segmentation results for the
experiments are presented in Table 4.2 together with the result for the self-attention
implementation.
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Table 4.2: Segmentation results for a pretrained PixPro [2] where the prediction
head has been changed. The pretrained model has run for 30 epochs on 3 GPUs.
The results are an average of three separate segmentation runs, and includes the
standard deviation. The notation LocalPPM n×n + Momentum BN means that a
local frame size of n×n was used together with Momentum BN. The notation (48)
means that the batch size for that experiment was 48 instead of 64. The fifth row
presents the results of implementing self-attention to the network. The last row
shows the results with only Momentum BN implemented.

Settings mIoU
Baseline (PixPro) 70.90 ±0.79

LocalPPM 7×7 + Momentum BN (48) 70.93 ±1.94
LocalPPM 5×5 + Momentum BN 71.46 ±0.91

LocalPPM 5×5 + Momentum BN (48) 69.60 ±1.34
Self-attention 69.69 ±1.54
Momentum BN 71.33 ±1.27

The first experiments for the prediction head were with LocalPPM. Initially, the
frame size of the LocalPPM was set to 7×7 since this was the size of the original
feature map outputted from the encoders without added dilation. The semantic
segmentation performance of this implementation reached a mIoU of 70.93. It can
be noted that this was achieved with a smaller batch size of 48 for the pretraining
compared to a batch size of 64 which was used for training the baseline.

To evaluate LocalPPM further and with the same batch size as the baseline and the
other experiments, we decreased the frame size from 7×7 to 5×5. This showed an
improvement of almost 0.6 mIoU compared to the baseline. Further on, LocalPPM
with a frame size of 5×5 was also trained with a batch size of 48 to evaluate how
the frame size affects the learning.

A feature map of 14×14, as was obtained by adding dilation to the backbone net-
work, is still rather small compared to other articles that also implement local at-
tention for similar purposes. An example of this is [41], which uses a feature map
of 128×128. An experiment with more dilation added to the backbone was made,
following the implementation in [26], which gave a feature map of 28×28. However,
even with LocalPPM, this was too computational heavy for our computer resources
to handle without running out of memory. The largest feature map used for this
thesis was therefore of size 14×14.

A larger feature map means that less information is lost through downsampling.
Intuitively, this should thereby make it easier for the network to recognise the fea-
tures of small or thin objects. To investigate if this is the case, the class-wise mIoU
for one of the LocalPPM experiments compared to the baseline PixPro can be ob-
served. In Figure 4.2, LocalPPM with a frame size of 7×7 is shown together with
PixPro. For these two implementations, the feature maps outputted from the en-
coders were 14×14 and 7×7 respectively. Interestingly, no clear advantage for the
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LocalPPM in terms of recognising thin and small objects, such as traffic light and
pole, can be seen.

Figure 4.2: Class-wise mIoU for the baseline PixPro (blue) compared to Lo-
calPPM (red) with 7×7 frame size and Momentum BN applied. These numbers
were extracted from individual segmentations with a total mIoU of 71.85 and 72.19
respectively.

The final implementation tested was to replace the LocalPPM module with a simple
self-attention module as described in Section 2.5.1. However, as shown in Table 4.2,
applying a self-attention module decreased the mIoU by about 1%. The class-wise
mIoU for self-attention compared to the baseline is shown in Figure 4.3, where the
self-attention implementation achieved comparable performances as the baseline for
some of the classes, for example, road, vegetation, and cars.
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Figure 4.3: Class-wise mIoU for the baseline PixPro (blue) compared to self-
attention (yellow). These numbers were extracted from individual segmentations
with a total mIoU of 71.85 and 67.92 respectively.

4.4 Final Result
Table 4.3 presents the results of our final method, which was pretrained on ImageNet-
1K and then transferred to a FCN-16 network that was trained for semantic segmen-
tation on the dataset Cityscapes. The final method includes affine transformation
with randomly initialized hyperparameters, Random Erasing Black, Momentum BN
in the target encoder, and a LocalPPM with a frame size of 5×5. It was pretrained
for 100 epochs on 4 GPUs and with a batch size of 64. The pretraining took about
12 days to complete.

The table also shows the segmentation results from a completely supervised pre-
training, using pretrained weights from Pytorch [40], as well as two other related
SOTA pretraining methods, namely MoCo [3] and PixPro [2]. These give a baseline
to compare our results against. As a sanity check, a segmentation training with ran-
domly initiated weights, in other words no pretraining, are also included in the table.

The baseline models have been pretrained on ImageNet-1K for 100 epochs, except
for MoCo, which was trained for 200 epochs. The pretrained weights for MoCo
and PixPro were retrieved online and loaded into the same segmentation network
as used for all results. This was done to save time since both methods are rather
computationally heavy to train. MoCo used a batch size of 256 trained over 8 GPUs,
as described in [3], while PixPro was trained using a batch size of 1024 over 8 V100
GPUs, as described in [2]. For MoCo, only pretrained weights trained for 200 epochs
were available.
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An example of the visual semantic segmentation results can be found in Figure 4.4.
In this figure, the segmentation map for our method is shown together with the
corresponding ground truth label and the original image.

Table 4.3: Semantic segmentation on different pretraining models with FCN-16 as
the semantic segmentation network. The results are taken as an average of three
segmentation runs and the standard deviation for this is included. The first row
presents the result for random initiated weights. The second row shows the results
for a supervised pretraining followed by results for MoCo [3, 4] and PixPro [2].
Finally, our proposed method is shown in the last row.

Methods Epochs Cityscapes
mIoU

Random init. - 55.78 ±2.41
Supervised 100 75.08 ±0.94

MoCo (retrieved online) 200 74.47 ±0.24
PixPro (retrieved online) 100 75.91 ±0.18

Our method 100 74.15 ±0.45

Figure 4.4: An illustration of the semantic segmentation map for our proposed
pretraining method. The original image can be found in the first column, followed
by the ground truth labelled image in the second column, and our proposed method
(74.15 mIoU) in the last column. It can be noted that the ground truth includes some
of the classes that are usually omitted when training a network for segmentation on
the Cityscapes dataset since these do not contain any interesting information. An
example of this is the ego vehicle visible in black at the bottom of all the ground
truth images. The original images, as well as their ground truth labels, are taken
from [1].
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Discussion

In this chapter, we will discuss the implemented methods and the results presented
in the previous chapter. First, we will discuss the results relating to the data aug-
mentations, and secondly, we will discuss the results from experimenting with the
prediction head. After, the results from our final model, where the mechanisms that
achieved the best individual results are combined, are discussed. At the end of the
chapter, we give suggestions for possible future developments relating to our work.

5.1 Discussion of Results

5.1.1 Discussion of Data Augmentations
All tested data augmentations achieved an improved result compared to the baseline
network PixPro [2]. These results are not completely unexpected since there already
exists several examples that show the importance of data augmentations for good
representation learning [5, 29, 42, 43]. It would have been interesting to experiment
with more and even stronger data augmentations to investigate if the results could
be improved even further. However, due to time limitations, we will leave this for
future work.

As shown in Table 4.1, applying affine transformations with fixed parameters to
the pretraining network improves the segmentation by approximately +1 mIoU.
However, compared to only rotating the images, the affine transformations with
fixed parameters has a slightly lower mIoU. A possible reason for this is the choice
of hyperparameters, specifically in relation to shear combined with rotation. When
applying rotation combined with shear in both the x- and y-axis, the transformation
gives an unpredicted behaviour. Figure 5.1 clearly shows that when using the same
parameter setting as in the affine transformation experiment with fixed hyperpa-
rameters, a shear angle of 10° for the respective axis in combination with rotation,
roughly half of the image is discarded. In addition, in our network, the image is
converted and downsampled to a 7×7 feature map, which in this case, could lead to
a loss of important feature information and less optimal pretrained weights. Thus,
experiments with shear angles between [1°, 50°] were performed to analyse the view
of the transformed image. The image became a thin line and sometimes disappeared
from the image frame completely, which means that Figure 5.1b became all black.
Thus, for these reasons, we only applied shear in one direction when training with
affine transformations with random parameters.
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(a) Original image. Be-
fore applying the affine
transformation.

(b) Image after applying
affine transformations.

(c) Inverse affine transfor-
mation of (b)

Figure 5.1: An example of applying affine transformation with fixed hyperparam-
eters, rotation angle: 20°, translation: (10,10), shear: (10°,10°). The image is taken
from Cityscapes [1].

The results from affine transformation with random hyperparameters showed a slight
improvement compared to having fixed parameters, achieving 71.80 mIoU. One rea-
son for this could be that applying the shear transformation in both directions leads
to damaged images. This was avoided in the experiment with affine transforma-
tion with random parameters since it was implemented with shear in only one of
the two directions. Another possible reason is that randomness provides a more
robust network and forces the network to become more invariant to different geo-
metric relations instead of just adapting to the relationship of a fixed transformation.

Still, affine with random parameters only achieved a slightly higher mIoU com-
pared to the rotation transformation. This might indicate that combining the affine
transformations are not the optimal choice and leads to too strong data augmenta-
tion. It is also possible that the chosen boundary of the random parameters might
have been too large, which leads to a loss in spatial information since pixel features
might be lost after the inverse transform, as in Figure 5.1b. Because of this, the
choice of hyperparameters, or what transformations are combined, could be crucial
in achieving optimal performance with affine transformation. However, since the
results between the three affine transformations that were used in experiments are
close, it is hard to draw any definite conclusion.

The various Random Erasing and Random Patched Erasing experiments showed
noteworthy results, see Table 4.1. This can be attributed to the fact that the net-
work is forced to attend to the full context of the image and learn to generalize better
when parts of the views going into the online encoder are missing. By still having
views without missing parts going into the target encoder, the network can use this
information to predict the missing parts in the output from the online encoder.
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As can be seen, for the Random Erasing, the version with black filling gave the
best results, while for the Random Patched Erasing, Gaussian filling worked the
best. The fact that the Random Erasing with black filling gave the best overall
result was a bit unexpected since in the original article introducing Random Eras-
ing [10], it was shown that they achieved the best results by assigning each erased
pixel with a random value between [0, 255], or with the mean ImageNet pixel value.
Intuitively, a reason for this could be that, with the Gaussian filling, too much ran-
dom noise was added to the network. However, since the Random Patched Erasing
with Gaussian noise showed better results than the Random Patched Erasing with
black, the problem rather seems to be that the network is sensitive to having too
much Gaussian noise in one continuous region. Looking at the example images in
Figure 5.2, where colour distortion and Gaussian blur are also added, as they were
in all experiments, it can be seen that the Random Erasing Gaussian adds quite a
bit of noise to the images. This may disturb the feature recognition.

Figure 5.2: Two images where Random Erasing Gaussian has been applied together
with colour distortion and Gaussian blur.

In the original article for Random Erasing [10], experiments had shown that the
best results were achieved by having a probability p = 0.5 for erasing, which is
why this was also tested by us in one experiment. Interestingly, this achieved worse
segmentation results compared to p = 1. This could further indicate the value of
erasing part of the view for this type of network.

5.1.2 Discussion of Prediction Head
Replacing the original PPM in PixPro [2] with LocalPPM showed no apparent im-
provement when a frame size of 7×7 was used. The result for this experiment was
however achieved even though a smaller batch size had been used for the pretraining,
with a batch size of 48 compared to a batch size of 64. This is interesting since the
batch size seems to play a big part in the performance of these types of pretraining
networks [5, 6].

Although, this could be attributed to the Momentum BN that was also added to-
gether with the LocalPPM. The Momentum BN is used to obtain stable statistics
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without large batch sizes, so it is not unexpected if it contributes to the performance.
Looking at the results for when the network was pretrained with only Momentum
BN, a small change from the baseline can be observed. This strengthens the reason-
ing that the Momentum BN might have contributed to the LocalPPM 7×7 reaching
the same results as the baseline. To truly be able to verify if this is the case, exper-
iments with even larger feature maps should be conducted, but as stated, this was
not possible for this thesis due to limited computer resources.

The results for a frame size of 5×5 with a batch size of 64 achieved a small im-
provement from the baseline, but again, this could be attributed to the Momentum
BN. Looking at the results between only using the Momentum BN and using the
LocalPPM with a frame size of 5×5 together with Momentum BN, the difference is
small.

Neither the class-wise results for LocalPPM compared to PixPro, as seen in Fig-
ure 4.2, showed any significant differences. As mentioned, this was not expected
since the expectation was that the LocalPPM might help with recognising small
and thin objects since a larger feature map could be used. Again, it is possible that
the feature map still remains too small for better capturing the feature information
relating to these objects, or it could be that the network does not benefit from prop-
agating locally. When propagating locally, not as many pixel features are used in
the similarity calculation as in the original, full-size PPM. This means that some
dependencies between features that do not lie within the same local region might
get lost. If looking at the results for a frame size of 5×5, when a batch size of 48 was
used, the result is lower than for a frame size of 7×7 with the same batch size. This
indicates that propagating locally might not be optimal, or at least that a larger
frame size should be chosen if possible. As in our case, with limited computer re-
sources, it seems more important to prioritise having a larger batch size than having
a larger frame size.

As can be seen in Table 4.2, replacing the PPM in PixPro [2] with a self-attention
module did not improve the results compared to the baseline. Several implementa-
tions were tested when investigating the self-attention module, ranging from making
small modifications of the PPM to straight out replacing it. The modifications are
listed below in the order they were tested.

• Learnable weights were implemented in the similarity function in the PPM,
see eq. (2.11). This was done by applying two 1×1 convolutional layers to the
pixel feature vector to form Q and K respectively. This implementation made
the network collapse. This was not entirely unexpected since no softmax func-
tion was added to map the similarity function to values between [0,1], which
essentially means the dot product between Q and K could be a value between
negative and positive infinity.

• Building upon the previous implementation, the transformation function g(.)
was also replaced with a 1×1 convolution and a softmax function was added

40



5. Discussion

together with a scaling factor. This gave a standard self-attention mechanism,
as described in Section 2.5.1. Again, the network collapsed with this imple-
mentation.

• Motivated by [18], self-attention performs better with larger feature maps.
Thus, we expanded the feature map by adding dilation to the backbone as
described in Section 3.1.1. Neither this implementation worked and also col-
lapsed.

• Instead of the dilation, the self-attention was applied as a correlation factor
to the input feature map, y = x + γo, described in Section 3.1.2. This time
the network did not collapse, however, the network did not learn well with this.

• The self-attention mechanism was elaborated with a positional-encoder, as pre-
sented in [31], due to the spatial information being necessary, especially when
working with images. This was initially trained without the correlation imple-
mentation, but then the network collapsed. Thus, the correlation was added
and the network became stable. However, the segmentation performance did
not transcend the baseline, the results shown in Table 4.2.

As can be seen, the network is rather sensitive and collapsed in many of the listed
implementations, leading to the loss either not improving or diverging to infinity.
These types of networks that operate with only positive image pairs seem to, in
general, be rather sensitive to changes as shown in the ablation study for PixPro,
where removal of the PPM altogether also resulted in a collapse of the network [2].
Often, the reason behind the collapse is some sort of information leakage between
the online encoder and the target encoder.

In terms of the self-attention layer, it is possible that when back-propagating through
the online branch of the network, the weights in the self-attention layer are updated
to become constant or that they are updated very slowly, leading to bad represen-
tations. The correlation term might help with this since it decides how much of the
output from the self-attention layer should be added to the feature map. By learning
how much attention should be added to the feature map, it is possible that collapsed
solutions are avoided. It is also possible that the self-attention module could benefit
from training for more epochs since this would give more time to update the weights
and the learnable parameter, γ, to find better similarities. Related to this, the LR
might be important as shown in [30, 44] where similar networks are used and trained
with a smaller learning rate, which can be important for the robustness and stability
of the network.

The PE implementation seems to be important for the network to stay stable. This
follows the argumentation in [34], which says PE is essential for self-attention since
the self-attention itself does not provide the absolute position of each pixel, mak-
ing it difficult to sequentially track the pixel positions. However, in related articles
[19, 34, 45], no PE was implemented and yet, the network did not collapse. A
possible reason for this could be that our network seeks consistency between the
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representations for positive pixels. The positive pixels are defined by an assignment
rule, see eq. (2.12), which is a distance relationship between the pixels in two views.
To keep track of the distance between the pixels, PE might therefore be needed.

5.1.3 Discussion of Final Result
The final model, which includes affine transformation, Random Erasing Black, Mo-
mentum BN, and LocalPPM, achieved a mIoU of 74.15 when pretrained for 100
epochs and with a batch size of 64. The mechanisms were chosen for the final model
since they achieved the best individual mIoU in the experiments, and the improve-
ments seem to transfer when they are combined in the final model. It could still be
that some combinations of the mechanisms used in the final model are not optimal.
In particular, the affine transformation in combination with the Random Erasing
could potentially be problematic since they both distort the feature maps.

To investigate if this could be the case, an additional experiment was performed
after the training of the final model, where only affine transformation with fixed
hyperparameters and Random Erasing Black was included. As with all other ex-
periments, this was trained for 30 epochs on 3 GPUs and a batch size of 64. The
average result from this experiment was 71.46 mIoU, which is lower than both indi-
vidual results for fixed affine transformation and Random Erasing Black. This gives
reason to consider that affine transformation in combination with erasing might not
be optimal. Based upon the results from the previous experiments, it seems most
advantageous to keep the Random Erasing. Due to time limitations, we did not
have the opportunity to explore this further.

According to previous work [6], the batch size has a big impact on the performance
of the network and a small batch size could affect the learning negatively. Due to
limitations of computer resources, our network was trained with a batch size of 64,
which was the largest batch size that could fit within the available memory. How-
ever, our model still achieved results that are only slightly below the baseline, even
if it was trained with a batch size of 64 compared to the baseline which was trained
with a batch size of 1024. This is a big difference and it shows the potential of our
model since a smaller batch size is advantageous due to it being easier to train. In
addition, better results could possibly be obtained for our model by fine-tuning it
further.

5.2 Future Work
While working on this thesis and exploring relevant literature, countless different
directions would have been interesting to investigate further. However, due to lim-
itations of time and resources, we did not have the opportunity to explore all of
these. Here we will list a few ideas for possible future work.
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5.2.1 Experiment With More Data Augmentations
In this thesis, two of the more commonly used data augmentations, affine trans-
formations and erasing, were analysed. Both of these showed promising results for
representation learning. Therefore, it would be interesting to further investigate
additional data augmentations. One possible direction is to dig deeper with the
erasing transformation since this has shown to give the greatest improvement in
the semantic segmentation results. For example, it would be interesting to further
analyse the parameters for the Random Patched Erasing since this showed signifi-
cant results, outdoing the Random Erasing in terms of recognising small and thin
objects. Investigating if progressively adding more erased patches, [38], can increase
the representation learning would also be interesting since this has been beneficial
for the related technique dropout [46].

Another example would be to use CutMix [43] instead of erasing. CutMix is a
similar augmentation to Random Erasing, but instead of erasing a region, part of
another image is pasted into the region. This creates a mix between the two images.
This could lead to superior results compared to erasing since no pixel information
is lost but only replaced.

In addition, since fine-tuning of parameter settings were not the focus of develop-
ment due to time limitations, optimal parameter settings for the data augmentations
may achieve even better results. To investigate this, an ablation study might be in
order where different parameter settings are tested.

5.2.2 Larger Feature Maps
As discussed, one of the reasons for applying LocalPPM is to achieve a larger feature
map that contains more information. It would be interesting to investigate if a larger
feature map than used in this thesis could improve the results further. This could, for
example, be achieved by adding more dilation to the backbone network or possibly
by adding a decoder to upsample the feature maps.

5.2.3 Developing the Self-Attention Module
One of the areas investigated in this thesis was to replace the prediction head with a
self-attention module. Due to the timeframe, the implemented self-attention module
is relatively simple. It did also not achieve better results than the baseline. However,
it is noteworthy that even a simple self-attention module still performed almost as
well as the baseline.

In Figure 4.2, the class-wise mIoU for the self-attention module and the baseline
can be seen. This shows that self-attention predicts the dominant classes, for ex-
ample, wall, sky, and cars equally as well as the baseline. It only performs a little
weaker when segmenting the smaller classes or the objects with more complex ge-
ometries such as motorcycle and traffic light. Thus, further investigations could be
made into local attention, which focuses on local dependencies. Examples of this
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are LANnet [47] and the blockwise self-attention mechanism presented in [41]. In
addition, the multi-head attention in [31] is also supposed to provide information
dependency in subspaces. Self-attention could also be expanded by stacking several
attention mechanisms or by implementing self-attention in different stages of the
network.
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6
Conclusion

The aim of this thesis was to investigate how unlabelled data can be used to pretrain
a network to learn pixel-level feature representations suitable for semantic segmen-
tation. This aim was met by the development of a SSL pretraining method that is
trained on unlabelled images and reaches close to SOTA results when fine-tuned for
semantic segmentation. When pretraining for 100 epochs, it achieves an average of
74.15 mIoU, which is a difference of -0.32 mIoU and -1.76 mIoU respectively, com-
pared to two related baseline methods. These results were reached even if a smaller
batch size of 64 was used for the pretraining, compared to the baseline methods
which were trained on batch sizes of 256 and 1024 respectively.

In particular, a module called LocalPPM was introduced which finds similarities
between features by propagation locally. This module makes it possible to use a
larger feature map than what is used in related work, since it reduces the complex-
ity that follows with a larger feature map. In addition, stronger data augmentations
are also used in the developed method by implementing affine transformation and
Random Erasing, which we show improves the representation learning of the net-
work.
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