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Abstract

Internal Combustion Engine is the most popular and efficient types of engine used in the transport sector. On
the other hand, it has serious downside in degrading the environmental stability as well. The exhaust gases
after the combustion of fuel contain emissions which are harmful for human health and responsible for the
climate change. Treating the exhaust gases of an Internal Combustion Engine is a major operation in the
vehicle. Exhaust After Treatment System engineering simply known as EATS, can treat and remove these
substances from the engine exhaust. Although the applied technology in EATS engineering are already very
efficient, it is of interest to gather more knowledge about the velocity and temperature distributions inside
the monolith of the reactor during transient operation to further improve the efficiency. By using computer
aided simulations to capture the fine details, CFD has become a vital part to gain high resolution data in the
monolith channels inside an EATS with the single channel approach. However, due to the computational cost,
solving for a complete EATS with high resolution is not yet a possibility. The idea behind this research is to
find a small set of channels which can be modelled to represent a complete EATS. Hence, using the single
channel approach on the selected channels, these can represent a high resolution EATS simulation.

The goal of this project was mainly focusing on obtaining high detailed simulations of flow and temperature for
a specially designed monolithic catalytic reactor in transient state. A range of air flow and temperatures were
tested in a laboratory, where the flow and temperatures in the inlet and outlet of monolith were recorded. The
same flow conditions were reproduced with CFD simulations and a verification for the CFD model was done by
comparing these results. A D-optimal algorithm was used on the outlet data of simulated flow tests, to find
the optimal four locations for the different cases. Finally, a weighting model was developed where the four
locations represent the complete outlet.

Keywords: Internal Combustion Engine, Exhaust After Treatment System, Computational Fluid Dynamics,
Design of experiments, D-Optimal analysis etc.
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discussion, conducting council, direction and motivation behind this research work. From the first day until the
submission, his care and ministration was truly helpful to flourish fully with our talents to reach this level of
work in a thesis. We humbly express our gratitude to him.

Finally we would love to thank our family, our parents, siblings and friends for their continuous support and
encouragement behind us, which helped us to stay focused and oriented all this time.

Mohammed Afzal Khan and Victor Duong
Gothenburg, June 2019.

ii





Acronyms

CFD Computational Fluid Dynamics

EATS Exhaust After-Treatment System

ICE Internal Combustion Engine

GHG Green House Gas

DOC Diesel Oxidation Catalyst

DPF Diesel Particulate Filter

SCR Selective Catalytic Reactor

DEF Diesel Exhaust Fluid

ASC Ammonia Slip Catalyst

SI Spark Ignition

CI Compression Ignition

PCA Principal Component Analysis

PM Particulate Matter

ISA International Standard Atmosphere

LPM Litres per minute

RSME Root mean square error



Contents

Abstract i

Acknowledgements ii

Acronyms iv

Contents v

1 Introduction 1

2 Framework 4
2.1 Structure of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Aim . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Applicability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.5 Specification of issues under investigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3 Background 6
3.1 Internal combustion engine (ICE) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2 Exhaust-gas after treatment system (EATS) for diesel engine . . . . . . . . . . . . . . . . . . . . . 7
3.3 Electrification vs Combustion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.4 Driving cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.5 Material properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.5.1 Cordierite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.5.2 Insulation material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

4 Theory: CFD Modelling and Simulation 10
4.1 Software and tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.1.1 CAD model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.1.2 FLUENT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.2 Mesh quality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
4.3 Governing Transport Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.3.1 The equation of Continuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.3.2 The equation of Motion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.3.3 The equation for energy transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4.4 Numerical solvers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.4.1 Upwind schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.5 Turbulence modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.5.1 Transport equation for Turbulent Kinetic Energy, k . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.5.2 Dissipation of Turbulent Kinetic Energy, ε . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.6 Modelling the Near-Wall Region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.7 Turbulence quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.7.1 Turbulence intensity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.7.2 Turbulence length scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.8 Modelling of the monolith . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.9 Space velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.9.1 Space velocity into Velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.9.2 Space velocity into Mass flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.10 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.10.1 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.10.2 Residuals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.10.3 Under-relaxation factor (URF) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.10.4 Grid independence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

v



5 Theory: D-Optimal Design 19

5.1 Principal component analysis(PCA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

5.2 Unit-variance scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

5.3 D-optimal design in MATLAB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

6 Setting up a simulation 20

6.1 Initial conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

6.2 Turbulence quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

6.3 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

6.4 Incompressible ideal gas density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

7 Experimental Methodology 22

7.1 Preliminary experimental limits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

7.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

7.2.1 Experimental arrangement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

7.2.2 Experimental flow chart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

7.2.3 Images of Equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

7.2.4 Functions of the equipment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

7.2.5 Laboratory view . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

7.2.6 Position of Thermocouples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

7.3 Experimental procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

7.3.1 Experiment 1: Observation of velocity profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

7.3.2 Experiment 2: Testing of proposed flow conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 27

7.3.3 Experiment 3a: Reactor cooling in three flow conditions . . . . . . . . . . . . . . . . . . . . . . . 28

7.3.4 Experiment 3b: Reactor cooling in two flow conditions . . . . . . . . . . . . . . . . . . . . . . . . 28

8 Adjusting The Model 29

9 Processing Temperature and Velocity sensor data 30

10 Optimal Sensor Locations 31

11 Results and Discussions 32

11.1 Initial Simulation Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

11.1.1 Pressure drop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

11.1.2 Grid independence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

11.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

11.2.1 Experiment 1: Observation of velocity profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

11.2.2 Experiment 2: Testing of proposed flow conditions . . . . . . . . . . . . . . . . . . . . . . . . . . 35

11.2.3 Experiment 3a: Reactor Cooling in three flow conditions . . . . . . . . . . . . . . . . . . . . . . 37

11.2.4 Experiment 3b: Reactor Cooling in two flow conditions . . . . . . . . . . . . . . . . . . . . . . . 37

11.3 Adjustments to the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

11.3.1 Comparison of steady state temperatures between experiment and simulation . . . . . . . . . . . 39

11.3.2 Transient cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

11.4 Optimal sensor locations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

11.4.1 Potential sensor placements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

11.4.2 Principal component analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

11.4.3 D-optimal design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

12 Conclusion 47

13 Recommendations 48

14 Future work 49

References 50

vi



A Appendix A 52
A.1 Expected highest temperature in the monolith outlet . . . . . . . . . . . . . . . . . . . . . . . . . . 52
A.2 Experimental Risk analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

B Appendix B 55
B.1 Mesh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
B.2 Grid independence study: Velocity distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
B.3 Grid independence study: Temperature distribution . . . . . . . . . . . . . . . . . . . . . . . . . . 57

C Appendix C 58
C.1 Additional Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

vii



viii



1 Introduction

Transportation has been one of the biggest contributor (Currently accounts for around 28%) of total Green
House Gas (GHG) emissions in the world [1]. Internal Combustion engine (ICE) is the most popular form of
engines used in the transport sector and it is the main reason for emitting human health and environmental
degrading substances. Studies have found that the exhaust gases of ICE can cause lung damage, respiratory
complication and even cancer. After the burning of fuel for power production in ICE, the exhaust gases such as
carbon dioxide (CO2), particulates are the dominant factor for contributing to climate change. CO2 is causing
severe environmental threat such as global warming. Rising of sea level, smog formation, acid rain, reducing
visibility, extreme heat waves, long drought, unusual weather behavior etc. are some of the effects from climate
change [2]. Rapid increase of using motor vehicles as well as without, inadequate use or unavailability of proper
emission control technologies are leading to this dangerous situation in the upcoming decades. Outdoor air
pollution holds for around 4.2 million human death world wide every year and contributes to 7.6% of all deaths
in 2016 estimated by WHO in their 2018 annual report. [3] As it is seen that emission from transport sector is
causing an enormous amount of damage to the human health and environment, improving emission control
technology is a must to save the planet.

As mentioned before, ICE is the most common type of engines used in modern transport vehicles. Although in
recent years, the electrification of light duty vehicles has escalated substantially, there is still arguably no better
alternative to the combustion engines for heavy duty vehicles. Combustion engines are very much efficient in
converting workable energy from the fuel. They are also good for long haul drive, reliability and availability of
fuel. But they have some important downside as well, such as emission from the exhaust after the combustion
of fuel. Spark-Ignition and Compression-Ignition are two types of ICE which use petrol and diesel as fuel
respectively. Although diesel engines emit less amount of CO2 than petrol engines, they emit other dangerous
substances like nitrogen and particulates. As per emission legislation, the exhaust gases has to be treated
before releasing into the environment.

Emissions from automotive engine’s exhaust are mainly carbon mono and di-oxide, hydrocarbons, particulates
and nitrogen oxides. EATS is a solution for automotive engine to treat these gases and is also a requisite to meet
the emission legislation. The principal function of EATS for an ICE is to treat and remove the exhaust gases
from the engine by catalytic reduction after the fuel has burned. There are three primary components in the
engine to treat the exhaust gases: Diesel Oxidation Catalyst captures the carbon mono-oxide and hydrocarbons,
Diesel Particulate Filter System removes the particulates and finally a Selective Catalytic Reduction System
removes nitrogen oxides. To reach a higher conversion and achieve zero net emissions, an improved modelling
of flow patterns and temperature distributions inside the EATS is needed.

This Master’s thesis focused on the study of exhaust gas flow and temperature profiles in a monolithic reactor
inside Exhaust After Treatment System, known as EATS. The study helped to put sensors in optimal locations in
the monolith, which determined the state of the reactor, by having a better understanding of these distributions.
Although EATS for combustion engines are already very efficient in treating exhaust gases, still more research
study and improvement is needed to achieve a complete efficient and easily available technology which can be
implemented to not only in developed countries but also in developing countries. For light duty automotive
application, electrification is trying to solve the emission problem substantially yet not enough because of the
inefficiency, lack of technological advancement and high costings. But for heavy duty application, electrification
technology has to go a long way to take over combustion technology. Pursuing to stay below the 1.5◦C limit of
the global temperature, a significant reduction of emission from the exhaust of combustion based automobile
engines is needed.[1]

To understand the effect of exhaust gases conversion inside the catalyst, modelling the flow is needed. Computer
aided simulation modelling is a popular way nowadays to reduce the cost of unnecessary experiments. Single
channel approach is the most general way to do the modelling of catalyst. But this approach does not take
into consideration the temperature variation inside the catalyst. It only shows the flow’s characteristics
in one single channel of a monolith. In reality, heat conduction between the channels of the catalyst also
occur. That is why, multi-channel modelling approach is a more realistic way to model the flow in a catalytic
converter. In fact, it is a realistic supplement of the single channel approach. It is done by simulating the
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flow in the catalyst with a single channel approach while heat flux between the channels are taken into account.[4]

But there are some modelling complication to do the multi-channel approach. It is very difficult to simulate a
complete monolith with thousands of channels because of heavy computational effort i.e. massive cost and huge
computational time. Our investigation will focus on finding the optimal sensor locations out of the thousands
of channels of monolith, which will represent the flow’s characteristics in the whole monolith. In this thesis,
multi-channel approach (a few number of channels) with radial heat conduction between the channels, had
been taken into account to understand the flow characteristics inside the monolthic reactor.[4]

The goal of this project was mainly focusing on simulating the flow and temperature distributions inside
a specially designed reactor, which contains a ceramic monolithic catalyst substrates made from cordierite.
Cordierite is a magnesium-alumino-silicate ceramic material widely used to produce emission control catalysts.
[5] The exhaust gas enters into the reactor with a bend and flows through the monolith. It is of interest to
gather more knowledge about the distributions of velocities and temperatures during the transient operation of
various flow conditions and temperatures. Another important goal of the project was to place sensors which
can capture the flow and temperature distributions in the monolith. After gathering the information of those
above mentioned profiles, sensors was installed in optimal locations for the purpose of extracting the most
amount of information. To fulfill the goal of this masters thesis project, the following situations were investigated.

The project started with modelling the reactor by defining the system’s dimensions in ANSYS Workbench,
which is a vastly used software for CFD simulations. Meshing the geometry is one of the most crucial part
in the field of CFD. It is the process of dividing the whole domain into small cells or parts for distributing
the information uniformly throughout the domain for the purpose of computational accuracy. Checking grid
independence is a good practice in CFD study, which means different meshing will not affect the computational
accuracy and will produce similar results. Grid independence study for different mesh sizing (a hundred
thousands cells to one million cells for the whole domain) was done in this thesis to run the simulation in larger
cell size for reducing computational time and effort, as coarser the mesh, heavier the computation. The various
zones such as inlet, outlet, walls, interiors and interfaces of the domain has to be defined as well. After the
meshing, simulation was set up in ANSYS Fluent software. Setup the simulation had to be carried out carefully
by thoroughly thinking and understanding the physics of the domain. As Ronnie Andersson mentioned in his
book “Computational Fluid Dynamics for Engineers”,

“Without proper understanding of the CFD program and the modelling theory behind it, CFD can become limited
to colorful fluid display.”[6]

For setting up the simulation, turbulence model was chosen first. In our case, the popular k-epsilon model
was chosen as it can handle high Reynolds number flows. As there was no swirling flows, but there was a
round jets in our case, the modified Realizable k-epsilon model was selected instead of the modified RNG
or standard k-epsilon model. Modelling the near wall region is also crucial as solid wall possesses significant
affect in turbulent flows. There are two ways to model the near wall region. It can be modelled either
with wall function approach, where it will work as a bridge between the wall and fully turbulent region; or
with the near wall model approach, where the turbulence model will be modified to resolve the viscosity
affected region all the way to the wall with finer mesh. The materials for the different parts of the body
was chosen with correct physical parameters. The physical parameters of the catalyst was chosen from re-
liable sources as the flow would be affected greatly by the physical characteristics of monolith. By defining
boundary conditions of the simulation with the relevant ranges for flow, temperature, pressure gradient, heat
conduction on the wall and convection inside the monolith, the simulation was ready to start. To observe
the simulation, various monitoring activity for a wide range of parameters prior to the calculation had be defined.

At first a steady state simulation was carried out to analyze the different measures of the system such as flow
uniformity, max gradient, variances to investigate distributions across the reactor. After achieving preliminary
knowledge from the steady state simulations, transient simulations had been carried out considering temperature
and flow as variables to investigate distributions of velocity and temperature across the reactor.

Subsequently to the computer simulated experiments, laboratory experiments were executed to observe the
velocity and temperature profiles in the reactor and compare these results with the simulation. Three different
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experiments were done in Chalmers combustion department’s laboratory. In the first experiment, different
flow conditions were tested to capture the velocity profiles in the monolith. The second experiment was done
to run the proposed flow conditions of the exhaust gases described in detail later in the report. The last one
was reactor cooling experiment where the cooling effect in the reactor for different flow conditions had been
carried out. Therefore, the experiments were done with a range of flow conditions and temperature of air to
capture the velocity and temperature profiles in the monolith. Using the results from the experiment, the CFD
model was adjusted to mimic the real values. After adjusting the model with experimental data, a D-optimal
design study had been conducted for finding the optimal sensor locations to express the state of the reactor.
D-optimal study provides the locations of the sensors which extract the most amount of information from the
mentioned profiles.

Since this Master’s thesis was only focusing on the velocity and temperature profiles of the flow entering into
the reactor, the exhaust gas was assumed to be pure air which is not true in real life. Reactions of the exhaust
gas components is a decisive part of the study of CFD simulation of EATS system, which was not added as well
in this project. These decisions were made for the sake of simplicity and lack of time. As a result, reactions
will be offered as a future continuing work to this project.

3



2 Framework

In this chapter, the layout of the project will be discussed. It will clearly describe the applicability, goals and
limitations of the project. This chapter will also reflect the types of questions this project will answer.

2.1 Structure of the thesis

The process view of this thesis will be presented here as following.

• Setting up a CFD model of the system.

• Setting up the experimental rig in the laboratory with temperature sensors (thermocouples).

• Conducted different laboratory experiments with a range of velocity and temperature to observe these
distributions in the reactor.

• Using data from the Cooling experiments to fit the heat transfer parameters in the CFD model.

• Simulate the proposed driving cycle and extract velocity and temperature data from 82 possible sensor
positions designed in the CFD model.

• Performed D-optimal design study with PCA to extract the best representative channels (sensor locations)
to be used in a weighting model.

2.2 Aim

The objective of the project was to develop a better understanding on the behavior of the exhaust gas flow
during transient operation while entering into a catalytic reactor with a bent. The variables of interest were
temperature and velocity distributions throughout the reactor. CFD modelling and simulation were carried
out by ANSYS Fluent software to achieve this goal. Laboratory experiment was conducted alongside for
various flow conditions and temperatures in the catalytic reactor to observe these profiles. The simulation
model was then adapted with the experimental findings. Finally, a crucial task in this project was also, with
simulated data, to find the optimal locations by D-optimal design studies. The sensors are needed to monitor
and represent the state of the reactor outlet by applying the relevant knowledge of the flow and temperature
distributions in the monolithic reactor.

2.3 Applicability

The sample specimen of the reactor provided, is situated in the DOC unit of an EATS. The exhaust gases
from the engine enter into the DOC with a bend. The temporal and spatial distribution of flow velocity and
temperature of the exhaust gas will be investigated when it enters inside the reactor. However, the main target
of this study is to inspect these above mentioned profiles inside the reactor, regardless in which EATS units it
is being positioned. Therefore, this study is applicable to any reactor nonetheless its position in whichever
EATS units.

Moreover, it had been assumed that exhaust gas was pure air. As a consequence, reactions of the exhaust gases
were not taken into account in this research, only the characteristics of above mentioned profiles in the reactor.
Reaction is a very important criterion in EATS study as exhaust gases contain various substances such as COx,
particulates and NOx, which react accordingly to different kind of monolith used to capture them sequentially.
But learning the flow and temperature distributions in the reactor is the first step to understand the state of
the system. As discussed earlier that pure air was considered as exhaust gas ignoring reactions, this project
can be applicable to any exhaust gas flow having varying substances in any EATS units.
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2.4 Limitations

Reactions are supposed to occur when exhaust gas passes the monolith channels. In the real catalytic reactor,
the thermal gradient would potentially give rise to reaction rate differences throughout the reactor due to
temperature. The amount reacted would also differ due to residence time difference in the monolith channels.
Since the goal of the project is to find the behaviour of the flow and temperatures and thus the optimal
placements for sensors, and for the sake of simplifying a very complex system, catalytic reactions will not be
accommodated for in this project. It will be offered as future work to this project.

The heater used in the experiment has a capacity of only 3kW. Thus heating the air to an extremely high
temperature and study the temperature profiles for it could not be done even with the heater’s highest
capacity. For a comparative high and medium gas flow, the highest temperature achieved was 220◦C and 300◦C
respectively. The simulation temperature was also adjusted according to the experimental parameters and
will also be limited to the same temperatures. The reactor has a fixed volume of 0.6 litres, which also differs
depending on type of vehicle.

2.5 Specification of issues under investigation

• What physical phenomena are relevant and need to be implemented and resolved in the CFD model?

• What are the assumptions needed to initiate the simulation and why?

• How are the temperature and flow distribution described in the catalyst?

• How can the transient and steady state be modelled?

• How can the simulation data be trusted?

• How will the locations of sensors in the simulation be done?

• How will the experimental calibration of data be done? How reliable are those data? How will they be
acquired?

• How accurate are the experimental results?

• How will the experimental data be implemented in simulation?

• How the adjusted simulation data will be used to find the D-optimal studies of sensor locations?

• How are the final best sensor locations chosen from the sensors in the simulation model?

• Where is the best placements for the sensors? How many sensors are needed? How well can they describe
the state of the system?
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3 Background

In this chapter, the background information needed for this thesis will be discussed thoroughly.

3.1 Internal combustion engine (ICE)

Combustion or burning of fuel occur inside the combustion chamber of an ICE. The principle of an ICE is to
convert chemical energy into useful mechanical work. It is the most common form of engine used in vehicle,
in both light and heavy duty applications. There are two types of ICE when ignition of fuel is taking into
consideration: spark ignition (SI) engine, which generally follows the Otto cycle using spark plugs to ignite the
gasoline (petrol) fuel; and compression ignition (CI) engine, which follows diesel cycle using highly compressed
hot air to ignite the diesel fuel.[7]

The CI engine consists of a combustion chamber where the combustion of fuel takes place; an inlet valve which
allows the air to go inside the combustion chamber; a piston which moves upward and downward direction inside
the chamber for the compression and expansion mechanism and transmit the force to the crankshaft generated
in the combustion process; a crankshaft which converts the reciprocating motion of piston into rotary motion; a
connecting rod connects piston and crankshaft; an injector which breaks the diesel fuel into very small particles
and push them into the combustion chamber; and an exhaust valve which allows the exhaust or burnt fuel to
go out of the chamber. There are four principle mechanism of a four stroke CI engine. In the first stroke, called
the Intake or Suction stroke, the suction of air takes place through the opened intake valve. The piston moves
downward in this stroke which expands the chamber and let the air comes in. The second stroke is called the
Compression stroke where the intake and exhaust valve both are closed and piston moves upward compressing
the air inside the chamber. This high pressurized compression of air result in increase of air temperature to a
level where the burning of fuel can occur. This stroke is followed by Power stroke, where the atomized diesel
particle is pushed into the chamber from the injector and fuel starts to burn by the hot compressed air. The
combustion of fuel produces exhaust gas which creates a force inside the chamber leading to the downward
movement of piston and the expansion of chamber takes place. Power is only produced in this stroke. Finally, in
the Exhaust stroke, the piston moves upward and pushes out the burnt gas through the exhaust valve opening.[7]

Figure 3.1: A four stroke CI engine with its principle steps. Arcoumanis Dicos. From [8]

When diesel engines were first introduced into vehicles, diesel was considered the future fuel to replace gasoline
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(petrol) due to its many impressive features.[9] For instance, diesel has better lubrication property, distilled
directly from petroleum and generates less waste heat in exhaust. Additionally, diesel has higher energy density
and a lower amount requirement to do the same work as petrol. Cetane ratings is an indicator of the quality of
diesel. It indicates the easiness of self ignition. It is inversely proportional to the fuel’s ignition time delay,
the time between the injection of fuel into the combustion chamber and the beginning of combustion process.
Higher the cetane number, quicker the fuel burns. In other words, higher cetane number means the fuel requires
less time for the combustion process to be completed. Fast burning of fuel is an important characteristics of
fuel and diesel has this very crucial advantage over gasoline.[10]

Besides, CI engines have a higher compression ratio, which is a parameter describing the ratio between the
maximum and minimum volume inside the combustion chamber in an engine. It is desirable to have a high
compression ratio since higher ratio results in better thermal efficiency, which extracts more mechanical energy
from the air-fuel mixture; as higher compression ratio helps to reach the same level of combustion temperature
with a less amount of fuel [7][10]. Moreover, CI Diesel engine has a higher thermodynamic efficiency (45%) of
converting chemical energy into mechanical energy whereas, which is around 30% in gasoline engine.[7]

One of the most impressive features of a CI diesel engine is that it emits less amount of carbon-dioxide. Even
though, combustion of diesel yields less carbon-dioxide, it was found to emit a significant amount of nitrogen
oxides (NOx), carbon mono-oxide (CO) and additionally other particles counted in particle numbers [7][10]. In
last 15 years, the emissions of diesel engines have reduced with approximately 95% with main focus on optimizing
the combustion. Nevertheless, to meet the emission requirements of tomorrow, further improvements in reducing
CO, particulate and NOx emissions are necessary. Therefore, research and development for improving the
exhaust-gas after treatment system has elevated significantly.[11]

3.2 Exhaust-gas after treatment system (EATS) for diesel engine

The EATS unit is situated after the engine compartment. Right after the combustion of fuel, the exhaust gases
come out of the engine and enter into the EATS for purification. Here is a picture of EATS unit in a powertrain
shown below.

Figure 3.2: Volvo Truck’s one box EATS design. Kim Nguyen. From [12]. The left one shows the whole
powertrain and the right one shows the EATS unit

The exhaust gases coming from a diesel engine typically contains HC, CO, NO, O2 and soot. Soot is a collection
of carbon particles commonly known as particulate Matter (PM), produced from the incomplete combustion of
HC. These exhaust gases need to be treated before releasing into the environment as these have adverse affect
on human health and on environment. EATS is a system consists of multiple operation units to reduce these
hazardous substances. The fuel type is a major factor on what operations in EATS will consist of. Generally in
a modern heavy duty diesel engine, there are five units working sequentially to treat the exhaust gases after
the combustion describes as follows:

7



• Diesel Oxidation Catalyst (DOC): At first, the exhaust gases enter into the DOC unit. This unit oxidizes
HC and CO into CO2 and H2O. It also oxidizes NO into NO2 which will be used for the regeneration
of DPF and SCR reaction. The regeneration process empties the filter form the soot, otherwise a soot
cake is formed in the filter. The increasing amount of soot can create a high pressure in DPF which will
eventually increase the fuel consumption slightly, which is why soot needs to be removed by regeneration
process.

• Diesel Particulate Filter (DPF): In this unit, soot known as PM from exhaust gases, is collected and
oxidized into CO2 using NO2 as an oxidizer which was produced in DOC. DPF removes most of the
particles from the exhaust, around 99%.

• Diesel Exhaust Fluid/AdBlue (DEF): NH3 is added into the remaining exhaust gases by this unit. It has
to be introduced into the system evenly to achieve a maximum removal of NOx form the exhaust gases.

• Selective Catalytic Reduction (SCR): After NH3 is added to the exhaust gas stream, the exhaust gases
contains NOx and NH3. This unit reduces NOx into harmless N2 and H2O by using NH3. It removes
around 98% of NOx from the exhaust stream.

• Ammonia Slip Catalyst (ASC): To remove the NOx from the exhaust stream in the highest possible
amount, NH3 is often injected too much in the DEF step, which cannot be released in the environ-
ment and needs to be treated. This unit as a final step of exhaust treatment, oxidizes NH3 into H2O and N2.

The ideal remaining substances after the EATS are CO2, N2, O2 and H2O which is released to the environment.
[13]

3.3 Electrification vs Combustion

Internal combustion engines are not necessarily fuelled by petrol or diesel, renewable energy sources such as
alcohol based fuel in SI engine and vegetable oil in CI engine can also serve the same purpose [7]. But to meet the
huge demand by supplying the renewable fuels according to it, is the toughest job to do for now. The unavailabil-
ity of renewable energy source, supplying the processed fuels and costings are the biggest challenge in this matter.

Again, it is very challenging to achieve a zero emission with a high efficiency in diesel engine. In recent years,
combustion engine is combined with electrification in passenger cars, but for heavy duty applications, as
mentioned earlier, there is no alternative to diesel engine till these days. The drawbacks of electrification
are inefficiency, lack of energy storage capacity, short driving range, longer refueling or recharging time,
lack of infrastructure such as recharge points, unsuitable for regions facing power shortage etc. [14] It will
take a significant amount of research, time, financial support and transport system overhaul to a complete
transformation of electrification in transportation sector. Specially in heavy duty application, it seems to be a
very hard job to do so.

As combustion technology has lots of advantage over electrification, EATS engineering is the best possible way
to combat against the adverse affect of combustion emission. EATS technology has already been implemented
and in operation, it just need to be more efficient and available for implementation everywhere in the world.
Therefore, the development of EATS engineering is considerably highly preferred before moving into a complete
electrification in heavy duty engines.

3.4 Driving cycle

Driving cycle is represented as a set of data points containing vehicle’s speed vs time. It is considered as a
standardized method to test vehicle’s performance such as fuel economy and emissions. Vehicle manufacturers
use this method to meet the requirements of emission standard and test procedure. Method of driving cycle
changes over time, countries, organizations, with various type of road infrastructure, speed limit policy, techno-
logical difference and so on. Nowadays, it has been used widely in vehicle simulation to observe and predict the
overall performance of IC engine.
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A driving cycle is therefore a set of repeatable vehicle operations for a fixed amount of time and distance. These
operations include acceleration, deceleration, constant speed driving, braking, gear shifting through a time and
distance. These operations varies by vehicle type, fuel type, mileage, vehicle weight, road condition, gradients of
roads etc. Emissions from the vehicles are dependent and thus detected on these above mentioned parameters.[15]

There are two types of driving cycle considering vehicle’s speed and weight, Transient Cycle and Modal or
Steady State Cycle. Transient driving cycle is based on variable speed of vehicle of on-road driving conditions
whereas, modal driving cycle is based on constant velocity segments with constant acceleration and deceleration
which is not a representation of real driving condition.[16] Steady state cycle is generally used for heavy duty
vehicle whereas transient cycle is used for light duty vehicles. There are many standardized method of driving
cycle that are implemented. A detail of around 200 driving cycles will be found on the TRL published project
report “A reference book of driving cycles for use in the measurement of road vehicle emissions”[15].

Various emission factors must be considered in all types of emission model. Average speed of the vehicle
through a fixed time is one of the most familiar technique to asses engine emissions. Emission factor is usually
expressed as grams per vehicle per kilometer (gm/vehicle·km). It is measured according to the average speed
in a few number of vehicles through different driving cycle. But nowadays, not only average speed of various
driving cycles, but also real life traffic and road condition are taken into account when measuring emission
factors as they give proper emission measurements.[15]

As mentioned earlier, driving cycle considers vehicle’s speed with respect to time, and our project is mainly
based on finding the velocity and temperature gradients in the reactor by experimenting various flow conditions
of exhaust gases when entering into the reactor with a bend, a standardized driving cycle which shows clearly
the relation between exhaust gas velocity according to the vehicle’s speed was difficult to find. Furthermore,
whereas vehicle’s speed is expressed as (km/h), exhaust gases velocity is expressed as space velocity (h−1),
definition can be found in 4.9. As a result, we created our own driving cycle or flow conditions in litre per
minute (lpm) of exhaust gases considering the space velocity of exhaust gases according to it.

Typically the exhaust gas flow rate for heavy duty truck has a range of 15 to 125 (m3/h) i.e. 250 to 2000 (lpm).
Diesel engine exhaust flow has a space velocity range of 60 000 to 150 000 (h−1).[17]. For the provided 0.6L
catalytic reactor, flow conditions according to the space velocity was found by experimenting in the laboratory
for our project. The detail description of proposed driving cycle i.e. flow conditions of exhaust gases can be
found in 7.3.2 with a pictorial representation in 7.6.

3.5 Material properties

The materials involved in this projects are such as a steel-tube reactor with a cordierite honeycomb monolith
which is insulated and fastened by a insulation glass wool material. Properties of steel is easily found on
internet while the other two less common materials have to be searched for. The needed properties of the
materials are thermal conductivity, density and specific heat capacity.

3.5.1 Cordierite

The thermal conductivity in honeycomb cordierite monoliths are divided into axial and radial direction. Data
for general cordierite honeycombs were found, where the radial thermal conductivity is half of the conductivity
of axial direction[5]. This is accounted for in FLUENT by using the option orthotropic conductivity, where
thermal conductivity is divided into three orthogonal directions. The density and specific heat was found to be
279 [kg/m3] and 1050 [J/kg ·K] respectively.[5]

3.5.2 Insulation material

The glass wool insulation material surrounds the monolith. The first purpose of it, is to hold the monolith in
place, secondly it reduces the heat losses due to the low thermal conductivity in the glass wool. The exact data
were not found on the actual thermal conductivity and specific heat and are instead approximated with air
properties except for density which was found to be 380 [kg/m3].
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4 Theory: CFD Modelling and Simulation

This chapter consists of a short description of important concepts and tools which are be a relevant in generating
a model with a good and accurate results.

4.1 Software and tools

The simulation part of this project is done with Ansys Workbench. Ansys workbench consist of programs for
designing with CAD, dividing the geometry into computational cells(meshing) and to run CFD simulations.

4.1.1 CAD model

The measurements in the drawing of the geometry is directly measured from the real muffler, however there
are minor simplified differences which are believed to cause more harm than good in terms of meshing and
calculation, when causing inconsistent computational cells in the geometry. A long steel pipe will also be added
in the inlet to replicate an extended inlet. The pipe will be chosen to be sufficiently long, in order to achieve
a fully developed velocity profile before entering the muffler. To accommodate for the outflow setting used
in FLUENT, the outlet is also extended so that the outflow is fully developed before exiting the simulated domain.

4.1.2 FLUENT

Fluent is a software where the calculations will be done and will be the main software that run simulated experi-
ments. Before the real reactor is attached with a pipe, a goal is to make a running model with initial conditions
close to the real system for a smoother transition later on when real experimental data is gathered. The process
of building the solving model involves both deciding how certain mathematical equations are solved, and also how
they are solved. In this project, the equations will be solved with RANS, thus in a continuum which is the most
common framework in single-phase fluid mechanics. In fluent, the mathematical models and solvers are chosen
as different options, hence it is important to know what models are used and if they are suitable for a specific case.

4.2 Mesh quality

A mesh is a computational domain which is divided into smaller parts to calculate and transfer data within the
geometry. Sometimes it can feel as a trivial task, but is a very important factor in reaching good and stable
solutions. To know the quality of the mesh, there are few indicators which are commonly used. They possess a
significant impact on the stability and precision of numerical solution as described below.[18][19]

• Orthogonal Quality: It is computed for cells using the vector from the cell centroid to the centroid and
faces of the adjacent cells. The worst cells are considered to have a orthogonal quality close to 0 while for
the best cells, it is close to 1.

• Skewness: It determines how similar a cell or face is to that of ideal case (equilateral or equiangular).
The worst cells are considered to have a skewness close to 1 while for the best cells, it is close to 0. Low
orthogonal quality and high skewness are not recommended.

• Aspect Ratio: It defines how much a cell is stretched from its original position. It is recommended to
avoid a big change in aspect ratio where there is a significant gradient in flow field.

Tetrahedral and hexagonal cell geometries are the most common base cells used in meshing. Depending on the
complexity of the real geometry and the flows, it is a good practice to know which one to use. There are also
cases where there is a transition between the two type of cells, which require prism or pyramids to preserve
connection between nodes.
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The geometry in this project is simple and mainly there are two direction in the main flow, perpendicular to
each other. Hexagonal cells are best practiced when used in alignment with the main flow, which is possible
in this case. Thus, the mesh will be dominated by hexagonal cells with a few exceptions to merge the two
pipes together. The advantages of using hexagonal cells for simple cases are less amount of cells in the domain,
less numerical diffusion and more accurate calculation, meaning less time needed to reach convergence. With
circular geometries, the cells don’t fit very well unless there is stretching on the cells which is preferably avoided
to keep a good quality in the mesh. Thus, there is a specific layout for hexagonal cells which is employed for
circular shapes, called Ogrid which is used in this project.

The O-grid is created by dividing the circular geometry into two parts. The center which will consist of a
big square with very nicely shaped cells, while the outer part will have slightly stretched cells. Controlling
the stretched cells can be done easily when using O-grid, so a good cell quality is kept throughout the whole
circular area. Mesh pictures of the domain are presented below.

Figure 4.1: Whole view of the domain

Figure 4.2: O-grid meshing, more figures can be found in the Appendix
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4.3 Governing Transport Equations

In CFD modelling, conservation of mass, momentum, energy and species are the governing transport equations
that are solved. In this section, these equations will be discussed in brief.

4.3.1 The equation of Continuity

The continuity equation describes the conservation of mass. The basic equation for continuity is:[6]

Accumulation =
Transport

in
-

Transport
out

The very general form of the governing equation for continuity is presented as follows.

∂ρ

∂t
+ (∇ · ρU) = Sm (4.1)

Here, ρ is the fluid density, t is the time and U is the velocity of the flow in a vector field. The divergence term
∇· defines the difference of mass flow in and mass flow out in the system. The derivative term defines the
accumulation of mass in the system. Moreover, Sm is the source term, and it stands for the mass that has been
added to the continuous phase from the dispersed phase. This mass conservation equation is valid for both
compressible and incompressible fluid. [18] In fluent, this equation will be modified for special case such as
incompressible flow of a Newtonian fluid.

4.3.2 The equation of Motion

The equation of motion describes the conservation of momentum and follows the momentum balance equation.[6]

Rate of
momentum

accumulation
=

Rate of
momentum in

-
Rate of

momentum out
+

Sum of forces
acting on the system

The conservation of momentum is based on Newton’s second law of motion. The general governing equation of
motion is,

∂(ρ.~U)

∂t
+∇ · (ρ~U ~U) = −∇ · p+∇ · (~~τ) + ρ.~g + ~F (4.2)

Here in this equation, ~U stands for momentum, τ is the stress tensor and denotes the transported momentum
into the system, ρ~g and ~F stands for gravitational and external body forces.[18]

4.3.3 The equation for energy transport

First and second law of thermodynamics are used to derive the energy transport equation in CFD. The
conservation of energy says,[6]

Total
energy

=
Kinetic
energy

+
Thermal
energy

+
Chemical

energy
+

Potential
energy

Using this formulation, the governing equation for energy transport for CFD programs can be presented as
follows, which will also be modified in different cases.

∂(ρE)

∂t
+∇ · (~U(ρE + p)) = −∇ ·

∑
j

hjJj

+ Sh (4.3)

Here, Jj denotes the diffusion flux of species j, h is the enthalpy and Sh is the heat from any sources defined
such as heat of chemical reaction. [18]
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4.4 Numerical solvers

There are three methods to solve the above described governing equations. Finite Difference Methods (FDM),
Finite Element Methods (FEM) and Finite Volume Methods (FVM). In both FEM and FVM, the flow domain
is divided into small cells or volumes. These two are suitable to solve complex geometries. FDM method is
suitable for simple regular shaped domains.

In Ansys Fluent, there are two kind of flow solver for considering the numerical schemes. Pressure based
and Density based solver. In Pressure based solver, pressure field is extracted by solving pressure correction
equation. It is obtained by manipulating continuity and momentum equations. This solver is used for low-speed
(¡0.3 Mach) incompressible flow. For compressible and high-speed flow, density based flow solver are used as a
rule of thumb.[18]

4.4.1 Upwind schemes

The transport of data between cells is through numerical schemes, which estimates the next coming cell face
value by extrapolating or interpolating data in adjacent cell centres. In first or second order upwind scheme,
the transport of data is only done in the upstream of the flow direction. There are many other numerical
schemes, but only the upwind ones are used in this project.[18]

First-order upwind is a simple and robust numerical scheme where the next cell face is decided from only the
previous cell. It uses the approximation that the face value is equal to cell value in the upstream. First-order
upwind scheme is not as commonly used as a final numerical scheme, due to numerical diffusion which causes
an overestimation of entities when transporting data diagonally to the flow.[18]

Second-order upwind is more accurate than the first-order, but requires with longer computational time. The
main difference between the two schemes is that the second order need both the upstream cell value and
gradient to compute the next face value. A major setback is that second-order upwind is unbounded, meaning
that it can cause stability issues when simulating such as divergence.[18]

4.5 Turbulence modeling

Quoting from Hinze, Turbulence can be defined as follows:

“Turbulent fluid motion is an irregular condition of flow in which the various quantities show random variation
with time and space coordinates, so that statistically distinct average values can be discerned.”[20]

Turbulence is a irregular, random and chaotic state of the flow. It affects significantly the heat and mass
transfer rate of the flow. Reynolds number is one of the parameter, a ratio between inertia force and vis-
cous force, shows whether a flow is laminar or turbulent. A high Reynolds number means inertia force is
significant compared to the viscous force, indicates the turbulent characteristics of the flow. Modeling the
turbulence of a flow is a crucial part of solving CFD related problems as it has a great impact on the inter-phases.

Turbulence occurs when there are fluctuations in the flow field characterized by velocity fluctuations. These
velocity fluctuations involve the mixing of transported quantities such as energy, momentum, species con-
centrations etc, which fluctuate as well in small scales and higher frequency. Since, simulating these small
scale fluctuations are expensive in engineering calculations, various averaging techniques such as time, volume
or ensemble averaging are applied or else manipulating the governing equations are used to remove these
small scales resolutions. Performing these techniques will result in a modified sets of equations which contain
additional variables to solve, but it reduces the cost of computational calculations while easing the effort. Thus
a turbulence model will be needed to establish solving these additional variables.

The Reynolds Averaged Navier-Stokes (RANS) are equations of motion for turbulent fluid flow in a time
averaging technique. It is an approach to describe the turbulent fluid flow by governing the transport of
averaged flow quantities instead of instantaneous. It ignores small scale turbulent velocity fluctuations and
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thus describe the turbulence in a time averaging method. The Navier-Stokes equations describe the fluid flow
by assuming that fluid is continuum instead of discrete. But there are velocity fluctuations which needed to
be modelled for the purpose of solving this equations. In order to decompose the Navier-Stokes equations
to model those velocity fluctuations, an assumption has been made which is called Reynolds decomposition.
It has assumed that time dependent velocity fluctuations can be isolated from the mean flow velocity. But
this assumption has introduced a set of unknowns called Reynolds stresses, which are the functions of ve-
locity fluctuations. Thus a turbulence model is needed to solve these unknowns and model the turbulent flow.[18]

In ANSYS Fluent, there are many turbulence models available. For example, Spalart Allmaras Model, k-epsilon
Model, k-omega Model, Transition Shear Stress Transport (SST) model, Reynolds Stress Model (RSM),
Detached Eddy Simulation (DES) Model and Large Eddy Simulation (LES) Model. In our project, the k-epsilon
model was chosen for the following purposes.

Among the above stated turbulent models, the k-ε model is the most widely used turbulence model in industrial
CFD. The k-ε model stores the turbulence kinetic energy and dissipation rate in each computational node,
hence the name k-epsilon, where k stands for turbulence kinetic energy and ε stands for dissipation rate
[21]. For this specific model, there are three options, a standard and two modified versions named RNG
k-ε and Realizable k-ε model. For cases where flow feature big changes in streamline curvature or swirls, it
has been proven that the modified versions show improved results compared to the standard one. Further-
more, the modification in realizable k-ε lies in the dissipation term and was created to battle the anomaly of
round jet. Therefore, the setup of this model will be using the k-ε model for turbulence modeling of the flow. [18]

4.5.1 Transport equation for Turbulent Kinetic Energy, k

Among the three k-ε model, the k equation is same in all the three model. While deriving the transport
equations for the k-ε model, the principal assumptions are that the flow has to be fully turbulent and molecular
viscosity is negligible.

∂(ρ.k)

∂t
+
∂(ρ.k.ui)

∂xi
=
∂[(µ+ µt

σε
). ∂k∂xj ]

∂xj
+Gk +Gb + ρ.ε− YM + Sk (4.4)

4.5.2 Dissipation of Turbulent Kinetic Energy, ε

The dissipation term is different in different k-ε model. In standard k-ε model, the dissipation equation is,

∂(ρ.ε)

∂t
+
∂(ρ.ε.ui)

∂xi
=
∂[(µ+ µt

σε
). ∂ε∂xj ]

∂xj
+ C1ε.

ε

k
.(Gk + C3ε.Gb)− C2ε.ρ.

ε2

k
+ Sε (4.5)

Whereas for Realizable k-ε model, the dissipation term can be modelled as follows.

∂(ρ.ε)

∂t
+
∂(ρ.ε.uj)

∂xj
=
∂[(µ+ µt

σε
). ∂ε∂xj ]

∂xj
+ ρC1Sε − ρC2

ε2

k +
√
νε

+ C1ε.
ε

k
.C3ε.Gb + Sε (4.6)

Realizable model takes care of the turbulent viscosity by solving mathematical constraints of Reynolds stresses.
In these above described equations, Gk and Gb is the turbulent kinetic energy due to mean velocity gradient
and buoyancy. YM is the fluctuating dilation for compressible turbulence to overall dissipation rate, σ is the
turbulent prandtl number for k and ε. Sk and Sε are the source term. Finally, C1 (varies in realizable k-ε), C2

and C1ε are model constants.

4.6 Modelling the Near-Wall Region

Modelling the wall is a very important step of CFD modelling, as turbulent flows are greatly affected by the
different layers of the solid wall. There are two approach to model the near-wall region. The first approach is
called the Wall Function Approach, where viscosity affected region is not be resolved, hence wall functions are

14



used to connect between near wall region and fully turbulent region. The other approach is called Near-Wall
Model Approach, where viscosity affected region is resolved with a mesh all the way down to the wall. In high
Reynolds number flow, the solution variable changes quickly in viscosity affected near wall region which does
not need to be resolved. Therefore, wall functions are chosen as they are more economical and saves a lot of
computational time. But in low Reynolds number flow, near wall modelling approach is a better choice as it is
valid all the way to the wall by the modifications of turbulence modelling.

Commonly for many wall-functions, there is a requirement of keeping a Y+ value within a certain range. The
Y+ value is a dimensionless measurement for the distance between the wall and the first computational layer
and is defined as:

Y + ≡ u∗y

ν
(4.7)

where u∗ being the friction velocity, ν the kinematic viscosity and y is the distance from wall.

Due to the complexity in computing the viscous sublayer close to walls with similar to laminar behaviour, one
would like to avoid this by having the first computational layer to be sufficiently distanced from the wall and
only solve for the buffer/blending and fully turbulent layers. The main idea of having wall functions is to apply
boundary conditions a few distance away from the wall so that the turbulence modelling can be solved. The
main types of wall functions available in ANSYS Fluent are described below.

The default wall function in ANSYS Fluent is Standard Wall Functions where the wall Y+ ranges between 30 to
100. It is used in high Reynolds number and wall bounded flows. But when there is a large pressure gradient in
the wall, Non Equilibrium Wall Functions are used instead of Standard Wall Functions. The non-equilibrium wall
function is preferred instead of the standard wall-function when there are complex flows such as separation, reat-
tachment or other rapid changes in the mean flow. However, one of the limitations of non-equilibrium wall model
is when the flow enters into a small channel. In this case, it is not certain if the monolith is causing inaccuracies,
hence two wall models will also be considered. The Enhanced Wall Treatment, know as EWT is a two-layered
model, which is able to resolve down to the viscous sublayer with the enhanced wall model, which occurs when
Y + ≈ 1. Since Y + may vary across the mesh, it can be difficult to restrict the value to 1 everywhere, thus comes
the two layer approach. The two layered wall function means that the Enhanced Wall Function will be used for
the appropriate Y + and for higher values, it will use standard wall function instead which is more suitable for
30 < Y + < 100. The two layer approach gives the option to have a Y + insensitive wall treatment. The Scalable
Wall Functions can be applied in very fine meshes. It is used when the Y + is below 11. This wall function avoids
the collapse of Standard Wall functions. It is identical to Standard Wall Functions where Y + is more than 11.[18]

In our CFD modelling, Standard Wall Functions was chosen as the Reynolds number was moderately high and
there were neither massive pressure gradients nor strong body forces in the wall present. Furthermore, the Y +

fits the range of Standard wall function, meaning the other more insensitive models were not needed.

4.7 Turbulence quantities

As a turbulent flow is entering through the inlet or outlet of the system, it requires the specification of the
transported turbulence quantities such as turbulence intensity, turbulent viscosity ratio, hydraulic diameter,
and turbulence length scale. The impact of the turbulence parameters are most of the times very small and
as long as they are set within a physical range, it should not affect the results too much. Thus, it is also a
reasonable assumption to use uniform constant values, for the turbulence quantities, instead of being dependent
on the velocity profile. In FLUENT, there are options to only define two of the turbulence quantities. The
decision on which option to choose should be based on the flow types.[19]

• Intensity and Hydraulic Diameter, when there is a fully-developed internal flows.

• Intensity and Hydraulic Diameter, for flows downstream of turning vanes, perforated plates.

• Intensity and Length Scale for flows, bound to walls and the inlet involve a turbulent layer.

The turbulence quantities are used in FLUENT to estimate the values used in the turbulence models. Such as
k and ε. Depending on which above options are used, FLUENT will treat and calculate the values accordingly.
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4.7.1 Turbulence intensity

The definition of turbulence intensity is the root mean squared of the velocity fluctuations divided by the mean
flow velocity. For fully developed internal flows, the turbulence intensity can be calculated as following.

I ≡ u′

uavg
= 0.16(ReDH )−

1
8 (4.8)

where ReDH is the Reynolds number of the flow.[19]
The common range for turbulence intensity inside internal flows can range from I < 1 to I 5 depending on the
whether it is under-developed or fully developed flow. For a under-developed and undisturbed flow such as the
inlet, one can set it closer to the lower bound.

4.7.2 Turbulence length scale

The turbulent length scale is the actual size of a large eddy. Since the eddy itself, can not be larger than the
duct. Thus, there is a approximation for the turbulence length scale with respect to the duct size. l = 0.07L,
where L is the hydraulic diameter of the duct. [19]

4.8 Modelling of the monolith

In fluent there is no option to set a certain body as a monolith with number of channels. Instead, the monolith
treated as a porous media and is modeled with the use of viscous resistance parameters (inverse absolute
permeability) in each direction given in unit [1/m2]. This means, for a higher resistance value, the harder for
the fluid to flow in that certain direction. To enable this option, one has to set the body as a porous zone,
hence a porosity factor must be defined. The porosity can be set as the open frontal area, which is the fraction
of open channels on the surface of the honeycomb.

The porosity can be calculated algebraically given the monolith properties are known. The monolith used in
this project is 400/4, which means 400 cpsi and 4 mil. The definition of cpsi is cells per square inch and can be
used to define a repeated distance s.

s =

√
1

N
(4.9)

where N is the number of channels per unit of cross-sectional area. Mil stands for milli inch of wall thickness.
The open frontal area in one cell can thus be calculated.

OFA =

(
1− w

s

)2

(4.10)

where w is the wall thickness.[5]
The resistance parameters in tangential direction to the monolith channels will be set as a very high number to
prevent momentum transport between channels. Literature suggests a value with three order of magnitude
larger than the axial direction[22]. The axial direction will be a used as a tuning parameter to control the
computed pressure drop and to match the ones measured from experiments. As a good starting point, the axial
resistance should be modeled after a empirical expression found in an article about pressure drop for various
catalytic converters. For the laminar flow inside the monolith channels, the pressure drop can be described
with the Hagen-Poiseuille equation. Furthermore, it can be combined with the effects of kinetic energy from in
the incoming gas in the inlet and outlet of the channel with a contribution factor, resulting in the following
equation.

∆P =
A · µ · v · L

d2h
+
B

2
· ρ · v2 (4.11)

where A=28.4, is a parameter of channel shape and B=0.41 is a contribution factor from the second term in
equation (11.2). A and B are experimentally determined in the Ekström-papers.[23]
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4.9 Space velocity

Space velocity is the common flow unit used in combustion emission technology. It is given in the unit [h−1]
and the ratio of Volumetric flow rate, at standard temperature and pressure, and the reactor volume.[24]
A good feature when using space velocity is the independency of temperature. It is well known that the exhaust
gas temperatures are significantly hotter than normal air. Therefore, it is more convenient to use space velocity
rather than velocity which is a flow rate which changes significantly depending on the temperature. However,
since the space velocity is mostly used only in combustion terms, a transition is needed for the simulations.

Space Velocity =
V̇STP
Vreactor

(4.12)

where V̇STP is the volumetric flow rate in standard temperature and pressure and Vreactor is the catalyst bed
volume.

4.9.1 Space velocity into Velocity

The transition from space velocity to velocity is fairly simple. Since the molar flow is unchanged, the ideal gas
law can be used to determine the molar flow given standard temperature and pressure.

n =
PV̇

RT
=
PsV̇STP
RTs

−→ Ps
P
· T
Ts
· V̇STP = V̇ (4.13)

where Ps and Ts are standard pressure and temperature.
Finally, with the volumetric flow, the velocity can be calculated.

v =
Volumetric flow rate(V̇ )

Cross-sectional Area
(4.14)

As shown in the above expression, it is easy to see that velocity is proportional to the volumetric flow. Thus, it
is not a good representation for fixed space velocity in simulations, since it is dependent on temperature.

4.9.2 Space velocity into Mass flow

Mass flow is the product of volumetric flow and density, which can follow the same calculation as in velocity.
Continuing from the volumetric flow in equation (4.13), the remaining step is to simply multiply with density.

ṁ = ρ · V̇ =
PMw

RT
· ṅRT
P

= Mw · ṅ (4.15)

where Mw is the molar mass and ṅ is the molar flow rate.

Since neither molar flow rate nor molar mass is temperature dependent, mass flow is a good input variable to
represent the space velocity.

The relation between mass flow and space velocity can be shown by combining equations (4.12), (4.13) and
(4.15).

Space velocity = ṁ

(
RTs
MwPs

· 1

Vreactor

)
= ṁ · Constant (4.16)

This concludes the proportionality between space velocity and mass flow, which is now proven to be the better
representation for space velocity compared to velocity.
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4.10 Simulation

The final model will be a transient simulation with two changing variables in the reactor in 3D. However, the
model will be developed gradually from an initial simple steady-state 2D simulation, due to the unstable nature
of diving directly into a complex model. Taking one step at a time is easier to keep track of what factor causes
a non-converging solution. The idea is to get a 3D steady state model, with all relevant physics included. The
same physics will hence be implemented into a 3D transient simulation. Temperature and flow will be taken
care of, one at a time, in a one variable simulation until both are converged. When stability is achieved for
respective variable in transient simulation, the final simulation of two transient variables will be developed,
which will be the final model.

4.10.1 Convergence

In computational fluid dynamics (CFD), convergence is essential. The exact solution is most of the times
unknown and the calculated value should be approaching a final value in a iterative procedure. The general
way to depict convergence is to monitor the Residual root mean square (RMS) for the equations solved, such as
momentum or energy etc.[19] However, keep in mind the residuals are showing a fraction between the starting
and current residual for each iteration and can in specific cases be insufficient in defining convergence. Such a
case can be, when the initialization is nowhere close to the real value, resulting in a very large first residual
which can decrease in several magnitudes in very few iterations. Same goes for a very good starting point,
which can be converged even with relatively large residuals. For this reason, it is recommended to also monitor
any relevant physical property in the system and make sure they are stable in the converged solution.

4.10.2 Residuals

The default tolerance of scaled residual RMS in fluent is 1e− 03 except for the energy equation, which is set to
1e− 06. The solver declares the solution as converged when all variables have decreased below the tolerance
limits and stops the calculation. For scaled residuals, good starting value for continuity can cause the initial
residual to be very small, resulting in large scaled residual further in the calculations. There is also an option
to monitor unscaled residuals with the same tolerance. A good initial guess will result in big residuals and bad
initial guess can result in small residuals with falsely converged solution. Since there is no universal tolerance
value which is appropriate for all classes of problems, it is even more important to monitor other quantities of
interest.

4.10.3 Under-relaxation factor (URF)

Under-relaxation factor is used for pressure-based solver to stabilize the iterative step by controlling the update
of variables.[19] URF is a value ranging from 0 to 1, which controls how much of the previous value of a
variable will be affecting the updated value. For URF=1, the updated value is not affected by the previous
value. Optimally, one should aim to have high URF for faster convergence. For cases where the final solution is
oscillating, one possible cause could be due to a too aggressive solver. Thus, by decreasing the under-relaxation
factor, one can reduce the overshoot and stabilize the solution.

4.10.4 Grid independence

Once a simulation model is solved and converged with appropriate residuals and the relevant quantities are
stable, it is also important to keep in mind that the solution is based on the mathematical problem provided
by the mesh and implemented physics and respective closures[19]. Thus, to check the validity of a simulation
model, the grid has to be tested. A grid independent solution is achieved when a refined mesh shows similar
results as the coarser mesh. Hence, the mesh is proven to contain small enough cells to accurately reproduce
the solution of an infinitely fine mesh. A general rule of thumb is to have a tolerance of 5 to 10% deviation
between two mesh cases.[18]

18



5 Theory: D-Optimal Design

In this chapter, a brief description of the statistical methods and tools for D-optimal study, which were used in
the project, will be discussed.

5.1 Principal component analysis(PCA)

Principal component analysis is a statistical mathematical procedure commonly used when handling large data
sets with high dimensions. The purpose of this tool is to reduce the number of dimensions to simplify the
processing on the data, while retaining the information needed by creating a model to represent the data. The
analysis is carried out by constructing principal components(PC), which are orthogonal transformations of a set
in the observations. Due to the orthogonal nature in PC, the set of values in each PC is linearly uncorrelated,
even if the true data is highly correlated. The first principal component is constructed such that it has the
highest possible variance, which means it will account for the majority of the variability in the data. A second
principal component will thus be constructed in the same manner with a restriction of being orthogonal to any
other previous ones. In this manner, the first component will always be the most important to express the
data, while additional components can be a good complement to retain valuable information by increasing the
dimension of the model.[25]

5.2 Unit-variance scaling

Unit variance scaling is commonly used in processing data where there is a big range of values. It is convenient
to scale the data with mean value as zero, so that the minimal and maximal values are more similar but in
opposite directions. Thus, in modelling, both the minimum and maximum data can contribute to the analysis
equally. Unit variance scaling uses the zero as mean and divides it by the standard deviation, following the
formula below:

Xi,scaled =
Xi − X̄

σ
(5.1)

where Xi can be either a row or a column.

5.3 D-optimal design in MATLAB

The D-optimal design is a search algorithm which uses iterative method to find the optimal set of candidates.
The optimal set in D-optimal design, is the set with minimal covariance in the parameters for the model, which
can also be described as largest determinant of [X’X], where X is a row. In MATLAB, there are multiple
tools to generate the D-optimal design, but the tool which is used in this project is candidate exchange. The
candidate exchange algorithm selects a random row as a starting point and uses an iterative procedure to find
better candidates by replacing the current with randomly selected rows, from the model matrix, where det[X’X]
is larger.[26]
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6 Setting up a simulation

In previous chapter, the turbulence and near wall model were thorougly described. In this chapter, the steps
on finding the missing parameters to complete the initial CFD model is described.

6.1 Initial conditions

Since the initial model was developed before performing any laboratory experiments, it was not decided on
what temperatures and inlet velocities would be present in the system. Thus, arbitrary values with relevant
ranges were to be used in the initial simulation. It was earlier mentioned that space velocity in EATS generally
has a range from 60 000 to 150 000 [h−1], which corresponds to a certain velocity in the outlet depending on
the temperature. However, since the model would later be tested in comparison to laboratory experiments, it
was uncertain if the same space velocity could be reached with the current equipment. Thus, the aim was to
set it closer to the lower bounds, where inlet-mass flow was set to 0.01[kg/s] at 571K, which is equivalent to 51
300 [h−1] with an actual heating effect of 2.5kW.

6.2 Turbulence quantities

From previous chapter, it was mentioned there are different approach in FLUENT to which turbulence quantities
are needed, depending on the flow conditions. In this project, there will only be internal flows, where the inlet
pipe will have a fully developed flow before entering the reactor. Hence, the defined turbulence quantities will
be turbulence intensity and hydraulic diameter.

6.3 Boundary Conditions

On the walls, heat transport will be present with a free convection with an arbitrary heat transport coefficient
taken from literature. For the momentum equation, no slip condition will be used.

Outlet will be set as an outflow, which is a good option when the pressure and flow velocity is unknown prior
to simulating the solution. Optimally, the velocity profile should be fully developed before reaching the exit,
however that is something to be verified in the results.[19]

The heat transport in the monolith part of the reactor is insulated with glass wool, which is generally a material
with low thermal conductivity. In order to account for heat transport through the insulation onto the steel wall
and further into convection, a two-shell convection option was used in FLUENT for this specific area.

6.4 Incompressible ideal gas density

The density can be calculated through incompressible ideal gas law in FLUENT, which is a modification for
the ideal gas law. The density will mainly be dependent temperature and less dependent on pressure, since the
pressure will be pre-defined. Ideal gas law is a moderately accurate way to describe the gas expansion for a
high range of temperatures, but not as accurate for increasing pressures.

The density in incompressible ideal gas law model is determined through the equation 6.1[19]:

ρ =
PopMw

RT
(6.1)

where:

Pop = operating pressure
Mw = molecular weight
R = gas constant
T = temperature
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According to International Standard Atmosphere (ISA), the density of air at sea level and 15◦C is 1.225 kg/m3.
A comparison between constant and incompressible ideal model is shown in figure 6.1 below.
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Figure 6.1: Density with respect to temperature changes for operating pressure at 1 atmosphere.

When the incompressible ideal gas law is used for density, a operating pressure has to be given, which was
assumed to be close to 1 atm.
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7 Experimental Methodology

In this chapter, the experimental limitations, arrangements and methodology will be described.

7.1 Preliminary experimental limits

The following graph describes the range of temperature with respect to the space velocity and volumetric flow
rate for different heating power from the heater. As we have a heater with a highest capacity of 3kW, the
highest temperature of the air that can be reached in our experiment is approximately 810◦C at the lowest gas
flow. When the gas flow increases, the temperature will decrease as the gas will have less residence time to
heat up because of high velocity and vice versa.

200 400 600 800 1000 1200 1400 1600 1800 2000

Volumetric flow rate(lpm)

0

100

200

300

400

500

600

700

800

900

T
e

m
p

e
ra

tu
re

(°
C

)

20000 40000 60000 80000 100000 120000 140000 160000 180000 200000

Space Velocity(1/h)

0

100

200

300

400

500

600

700

800

900

T
e

m
p

e
ra

tu
re

(°
C

)

0.5kW

1.5kW

2.5kW

3kW

Figure 7.1: Experimental temperature limitations depending on flow rate

It can be seen that the range of the temperature is approximately 50◦C to 810◦C with respect to the space
velocity range of 20 000 h( − 1) to 200 000 h−1 which corresponds to air volumetric flow rate of 200 lpm to
2000 lpm for different heating of 0.5 kW to 3 kW from the heater.

7.2 Experimental Setup

Three different experiments will be done for evaluation of flow behaviour in the outlet of the monolith. The
goal is to identify temperature and velocity gradients in the monolith channels due the the bent pipe inlet.
Detailed risk analysis of the laboratory experiment will be found on the Appendix section.

7.2.1 Experimental arrangement

The existing setup of the laboratory tent will be used for testing air flow inside a catalytic reactor with
slight modifications. In this case, an extended pipe will be attached after the laminar air flow element,
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where the heating of air will take place by a heater. The hot air (50◦C to 810◦C depending on the heat
(maximum 3 kW) from heater) will pass through the monolith situated inside the catalytic reactor where
fourteen thermocouples are attached at different locations to measure the temperature of the inlet and outlet of
the monolith. Additionally, a fifteenth thermocouple is placed in the entrance of the reactor to observe the inlet
temperature and also operating the the heater’s heating. The velocity at the different locations of monolith
will be measured with a Prandtl tube at the outlet. Using the results from this experiment, the simulation
results will be verified to conclude the final modeling of the EATS system.

7.2.2 Experimental flow chart

As per the experimental arrangement, the flow chart for the experiment is presented below. It shows the
pressurized workshop air will be regulated by a pressure regulator to control the inflow. The flow will then pass
through the laminar air flow element and a heater is placed after that. The heater will heat the air flow to a
desired temperature according to the experimental requirement. The hot air will then pass through the reactor
via a bend pipe. A Prandtl tube will be used to capture the velocities of the air flow at different location of the
monolith outlet. The air flow leaving the reactor, will be freely let go to the surroundings as it is completely
harmless and not excessively warm for any risk of fire.

Figure 7.2: Experimental flow chart

7.2.3 Images of Equipment

The images shown below are taken from the laboratory and the equipment used in the experiment are shown in
a sequential order of experimental arrangement and flowchart.

Figure 7.3: Equipment used in the experiment in a sequential order
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7.2.4 Functions of the equipment

The functions of the equipment used in the experiment are listed in the table below.

Table 7.1: Experimental equipment’s activity

Equipment/Activity Function
1. Pressurized workshop air Directs the air flow towards the reactor
2. Pressure regulator Regulates the pressure to control mass flow in the inlet
3. Laminar air flow element Measures the mass flow with the help of pressure drop
4. Heater Heats the air to a desired temperature
5. Bend pipe Bends the air flow into the reactor
6. Catalytic reactor with thermocouple Hot air flow goes inside the reactor with a bend,

the monolith is attached with 14 thermocouples
to measure the temperature at different location

7. Prandtl tube Measures the flow of the outlet air
8. Air outflow Hot outlet air leaves the reactor to the surroundings
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7.2.5 Laboratory view

The whole view of the laboratory arrangement are shown below. The photo was taken from a view so it can
show the overall view of the experiment.

Figure 7.4: The overall view of the experimental setup in the laboratory
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7.2.6 Position of Thermocouples

Thermocouples are inserted into the monolith from the outlet. The picture presented here is a view of the
outlet side of the monolith. The numbers 1 to 15 and orange colored X represent the thermocouple numbers
and their positions respectively. U, R, D, L represent the locations up, right, down and left. The thermocouples
are installed only on one side assuming that the monolith is vertically symmetric. Thermocouples were being
avoided to be put along the middle part (U to D line) to promote an undisturbed flow in there and for the
simplicity of measuring the outlet air flow with Prandtl tube.

Figure 7.5: Position of thermocouples in the monolith of the reactor

1, 2, 3, 4: 1-2 cm into monolith from outlet, these four thermocouples will measure the temperature in the
outlet part of the monolith.

5, 6, 7, 8: 7-8 cm into monolith from outlet, these four thermocouples will measure the temperature in the inlet
part of the monolith.

9 : This thermocouple (not shown as its in the reactor inlet) will be in the reactor inlet to control the heater
and observing reactor inlet temperature.

10, 13: 1 cm before the monolith inlet at U and D position respectively.

11, 12: In the U part of monolith inlet and outlet respectively.

14, 15: In the D part of monolith inlet and outlet respectively.

Table 7.2: Thermocouple positions

Inlet Outlet
5 1
6 2
7 3
8 4
11 12
14 15
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7.3 Experimental procedure

Procedures for the three experiments conducted in this above described arrangement, are as follows.

7.3.1 Experiment 1: Observation of velocity profiles

The first experiment was done to observe the velocity profile of the exhaust gas flow inside the monolith at
ambient or room temperature. The velocities in different position of the monolith outlet was captured by a
prandtl tube at three different flow conditions; low, medium and high flow. As the monolith was assumed to be
vertically symmetric and the left side of it has thermocouple inserted, the right side was used by prandtl tube
to capture the velocity profile, where the locations are showed as U, R and D in 7.5. Corresponding pressure
and the frequency for the three different flow conditions are shown in the following table.

Table 7.3: Experimental conditions used in the laboratory

Flow condition Volumetric flow rate (lpm) Pressure (bar) Frequency (kHz)
Low 200 0.75 0.164

Medium 400 2 0.316
High 700 4 0.526

7.3.2 Experiment 2: Testing of proposed flow conditions

The volumetric flow rate will be regulated in a manner that it can follow a protocol of a specific flow condition
which will reflect the space velocity of the exhaust gas to the time. The protocol will be followed in five sections
of the flow described as follows. The experimental testing duration will be restricted to 120 seconds in total.

• Low flow: 0-20 s

• Medium flow: 20-40 s

• Low flow: 40-70 s

• High flow: 70-100 s

• Low flow: 100-120 s

The following picture represents these flow conditions described above for the given catalyst volume of 0.6 l.
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Figure 7.6: Five flow conditions of exhaust gas
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The flow profile depicted above is initially tested without heating at room temperature (20◦C), but the
thermocouple will not show any readings as the test will be done in room temperature. Thereafter, the
heater will be used to set the inlet temperature to 60◦C and the same flow pattern will be tested again. Thus
thermocouples will show readings and temperature profiles for this specific five flow conditions will be evaluated.

7.3.3 Experiment 3a: Reactor cooling in three flow conditions

The time for cooling down the reactor was tested by running three different flows (high, medium and low). All
of the three flows were heated to 60◦C and then the heater was turned off. The cooling effect in each of the
three flows were observed till they reached 25◦C. The flows were changed only when a steady state had been
reached both in 60◦C and 25◦C.

Therefore, at first the flow was set to low flow condition at 25◦C and then the heater was turned on. When
the temperature of the gas stabilize at 60◦C, the heater was turned of and let the flow cool down to 25◦C.
When the flow stabilize at 25◦C, the flow was set to medium and high flow condition respectively and the same
process was repeated again. The purpose for this experiment is to later adapt the CFD model to match the
cooling in the real reactor.

7.3.4 Experiment 3b: Reactor cooling in two flow conditions

This was also a cooling experiment. This time the experiment was done in high and medium flow conditions
with the highest heating capacity of the heater. No temperature limit was set in the heater and hence the
temperature could reach according to the heater’s highest capacity. In high and medium flow, the temperature
of the flow reaches up to 220◦C and 300◦C respectively. The experiment was conducted to observe the cooling
effect from the highest temperature in different flow conditions and the purpose was same as experiment 3a.
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8 Adjusting The Model

Before doing the laboratory experiments, a model on a fictitious reactor is setup and simulated. Adjustments
in the model will be made to minimize the deviation from the experimental values for an improved accuracy,
including changes for initial conditions in the inlet, permeability for the monolith channels and heat transfer
coefficients. The model is most likely to be changed when the xperimental data is gathered, for the model to
be specifically describing the given reactor.

Steady-state data will be used to adjust the heat-loss across the reactor such that the sensors in simulation and
experiment show a similar behaviour for each position. Additionally, a transient cooling simulation will be used
to monitor the behaviour in changing flow temperatures according to experiment 3b.
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9 Processing Temperature and Velocity sensor data

The sensor data which are collected from the 82 possible locations in the simulations are transposed so that all
the rows represent every sensor location and every column is a set of data collected at a specific time. Note
that for every specific time, there are two corresponding columns, due to one being temperature and the other
velocity measurements.

The transposed data is then used in unit variance scaling for each column, see equation 5.1. The scaled data is
thereafter, used in the PCA code in matlab, which creates a number of PC’s. The PCs and the corresponding
accuracies in the model can be extracted from the code. Finally, the principal component model is used in the
D-optimal candidate exchange algorithm to find the optimal candidate set.
To make it possible to account for both velocity and temperature data in one model. It was decided to make
the candidate exchange algorithm based on the heat flux, Q. Calculated as following:

Qtot = cp

82∑
i=1

Ai · vi · ρi · (Ti − Tref) (9.1)

where i represents the sensor and Ai is the area of the which the sensor covers. However, since the data saved
from FLUENT is based on the area-weighted average value of each specific point, it doesn’t have an actual area.
It is rather an interpolation with area as weighting of the nearby nodes inside the computational cell, in which
the point is defined. To proceed further with the equation above, it was necessary to make an assumption
for Ai, which for the sake of simplicity was determined as Atotal/82, meaning each sensor covers equally big area.

In this project, the maximum desired number of sensors is 4. Thus, the least number of PC’s needed to have
four different locations is 3 PC’s. However, the root mean square of the model will be observed, depending on
number of components to reduce the error to reassure a good level of accuracy is achieved. Additionally, less
PCs and sensors will presented so that a comparison in accuracy can be conducted.

A weighting factor will be introduced for the selected optimal locations by regression, with the same area
assumption as before. Using only the data from optimal locations, the same equation for heat flux is calculated.

Qs = cp ·As · vs · ρs · (Ts − Tref) (9.2)

where Ts and vs are the data specifically for the optimal locations.
A unit variance scaling is conducted on both the Qtot and Qs according to equation (5.1). The general way to
find the weight factor is to solve the equation from following.

Y = X/W −→W = (X ′X)−1(X ′Y ) (9.3)

where X and Y represents the UV-scaled data of Qs and Qtot respectively.
Thus, the predicted value for Qtot can be estimated by using the weighted model.

Ŷ = Ȳ +X ·W (9.4)

where Ŷ is the prediction.
The accuracy of the model can thus be determined by observing the residuals, defined as defined as Res =
Y − Ŷ .
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10 Optimal Sensor Locations

D-Optimal is used to find the optimal sensor placements. The objective is to maximize the gain, using four
sensors to determine the state of the reactor. To make this possible, a vast number of potential positions are
created in FLUENT to collect temperature and velocity in each data point throughout a transient simulation.
This data is later used in Principal component analysis to create a model, consisting of multiple principal
components, which can be used in the D-Optimal algorithm in MATLAB.

The D-optimal design will be conducted on three different transient simulation cases. The first and second case
will be the simulation of cooling effect with tuned parameters following the temperature profile in experiment 3
for medium and high flows respectively. The third case will be the transient profile of experiment 2, where the
temperature profile is following experiment 2. In each case, the heat flux will be calculated for the average over
the outlet and compared with a weighted model for four specific sensor locations. Thus, both velocity and
temperature will be considered in the determination of sensor location.

Finally, a comparison of which locations are preferred in each case will show if the optimal location has been
found for a general case.
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11 Results and Discussions

In this chapter, the results and discussions for both simulation and experimental results will be shown.

11.1 Initial Simulation Model

The goal of the steady simulation is to first, confirm parameters such as pressure drop to match with literature
according to equation (11.2). This is done by changing the inverse permeability, which generates a resistance in
each direction to match the pressure drop over the monolith. Secondly, the stability of the model was studied
so that it can be used for the transient simulation. Since the geometry and flow is not very complex in this
case, the convergence was shown to be very smooth and no signs of fluctuations in residuals were found.

The steady simulation is also used to show the heat and flow distributions in the system for fixed velocity and
temperature. The heat flux is governed by free convection due to temperature difference in the inlet gas and
the surrounding air in room temperature. The heat transfer coefficient, h, is set to constant at 20(kW/m2 · k),
which is close to the upper limit for gas convection according to literature. To account for insulation material
between the pipe wall and monolith, a shell conduction model with two layers is used at the specific region.
Due to many missing conditions needed to run the simulation, arbitrary values were approximated so that the
behaviours in the model could be processed and observed.

As shown in figure 6.1, it is necessary to implement incompressible ideal gas law for increasing temperatures.
When using the incompressible ideal gas model in FLUENT, the velocity becomes dependent on temperature.
It accounts for the expansion of the gas when heated up. Therefore, it is more convenient to give the mass flow
in the inlet, because it is proportional to space velocity and temperature independent. To find a suitable mass
flow for the reactor, an arbitrary value for velocity was chosen with a fixed space velocity of 51 300 h−1 which
corresponds to approximately 0.01kg/s.

Inlet temperature was calculated with a limitation in the heater, assuming only 2.5kW of the heat was
transferred into the fluid with space velocity 51 300 [h−1], see figure 7.1. It can also be calculated through
following equation:

q = ṁcp(T − Tref )→ T =
q

ṁcp
+ 298 = 571K (11.1)

where:

ṁ = mass flow [kg/s]
cp = specific heat capacity [kJ/kg·K]
T = temperature [K]
Tref = reference at 293 K ambient temperature

For a heater of 2.5kW with space velocity 51 300 h−1, ambient air is expected to be heated up to 550K before
entering through the inlet pipe.
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Table 11.1: Summarized settings for the first model in FLUENT.

Turbulence model realizable k-ε
Boundary wall No slip

Models Near-wall model Standard wall function
and Inlet boundary cond. Mass flow-inlet

Conditions Outlet boundary cond. Outflow
Wall boundary cond. Free convection at room temperature

h=20 [W/m2 ·K]
Mass flow 0.0098 [kg/s]

Inlet temperature 550 [K]
Inverse absolute permeability 1.625 ·108 in axial direction

Settings 2 ·1012 in radial direction
Porosity 83%

Operating pressure 1 [atm]
tolerance limit 1 ·10−6

Density Incompressible ideal gas
Air Specific heat 1.006 [kJ/kg]

Thermal conductivity 0.0242 [W/m ·K]
Density 380 [kg/m3]

Insulation Specific heat Asummed air
Thermal conductivity Assumed air

Density 279 [kg/m3]
Cordierite Specific heat 1050 [kJ/kg]

Thermal conductivity 1.8 [W/m ·K] in axial direction
0.9 [W/m ·K] in radial direction

The first model is simulated with the settings above. Since many of the parameters are approximated or taken
arbitrarily, it is merely results to observe the behaviour in velocity and temperature distributions.

(a) Velocity distribution visualized in a plane
view.

(b) Velocity distribution in the monolith outlet.

Figure 11.1: The velocity distributions of the first model.
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(a) Temperature distribution visualized in a
plane view.

(b) Temperature distribution in the monolith
outlet.

Figure 11.2: The temperature distributions of the first model.

11.1.1 Pressure drop

Using the specifications of the catalytic converter of 400/4, the equation (4.9),(4.10) can be solved. However,
the open frontal area is not affecting the flow in FLUENT, because it is a parameter for the the ratio of fluid
and solid heat-transport properties. The resulting superficial velocity in the catalyst will hence be divided with
OFA, which will be the real velocity.

Inverse permeability is used to manage the pressure drop of a real case. The pressure drop through a small
square channel can be approximated by equation (11.2).

∆P =
28.4µLv

d2h
+

0.41

2
ρv2 = 186.7Pa (11.2)

where v is the velocity in a channel.

The pressure drop across the monolith section in the simulations can be visualized in CFD post. Since the
pressure drop varies slightly due to non-uniform velocity distribution across the monolith, the compared
value will be taken from the center of the reactor. The error between the calculated and simulated pressure
drop is sufficiently small, which concludes an accurate simulated pressure drop and the corresponding inverse
permeability in the axial direction.

11.1.2 Grid independence

A grid Independence validation was carried out by gradually decreasing the sizes of the cells in the mesh. Thus
running the same setup of for every mesh case, the independence could be verified. The monitored variables
are total mass flux, velocity magnitude and temperature contours in respective case. The setup used is the
same as before and can be found in table 11.1.

The three different meshing cases approximately consist of 129 000, 234 000 and 1 030 000 cells respectively. It
was shown in the comparison that no major differences were found among the three cases in both temperature
and velocity distributions, which leads to the decision to use the 129 000 cells case in future simulations due to
the cheaper computational cost. The figures for grid Independence can be found in the Appendix B B.2 and
B.3.
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11.2 Experiments

Results from all of the three experiments are presented below.

11.2.1 Experiment 1: Observation of velocity profiles

The velocities from the different locations of the monolith outlet by Prandtl tube are shown in the table below.

Table 11.2: Velocities of outlet air at the different location of monolith outlet face at three different flow
conditions

Volumetric
flow rate(lpm)

Center velocity
(m/s)

Top velocity
D (m/s)

Bottom Velocity
U (m/s)

Side velocity
R (m/s)

200 0.9 0.9 1 0.9
400 1.9 1.1 2 2
700 3 2 3.6 3.5

The table shows that highest velocities recorded is in the bottom part of the monolith outlet which is also
true in the simulations. However, when comparing for other locations, it no longer looks as promising. The
procedure to use a Prandtl tube to read the velocities was very difficult, due to the inability to completely
control the distance between the outlet and tube. It was very important to be very close to the outlet to
accurately read the velocities coming out from the monolith channels. However, it was also a risk to scrape or
destroy the delicate cordierite walls, when going too close. Caution was taken not to harm the monolith and
thus, it is probable that the velocity measurements were not taken completely correct.

11.2.2 Experiment 2: Testing of proposed flow conditions

According to the five flow conditions described in the methodology, the comparison of planned and experimental
flow condition are shown below. The experimental flow condition is pretty similar to that of the planned, but
with a small deviation because of the regulating error of the pressure regulator.

0 20 40 60 80 100 120

Time(s)

200

250

300

350

400

450

500

550

600

650

700

V
o
lu

m
e
tr

ic
 f
lo

w
 r

a
te

(l
p
m

)

Experiment 2: Flow condition

Planned flow-condition

Experimental flow-condition

Figure 11.3: Comparison of flow condition

After following the flow condition, result from the thermocouple readings at the different locations of the
monolith are presented below. Three trials were done for the proposed flow conditions to reduce experimental
errors. The symbol T1 to T8 are the thermocouple numbers. T1 to T4 and T5 to T8 were situated at the
outlet and inlet of the monolith respectively, see figure 7.5. It can be seen from the figure 11.4 that the dotted
line is slightly higher than fully drawn line, which is showing that the temperatures on the inlet side of the
monolith is hotter than the outlet side. This is even more prominent in the blue lined figure with T4 and T8,
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where the velocity is expected to be lower and the residence time gave the fluid more time to transport heat
through the walls.
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Figure 11.4: Temperature readings at different location of monolith at suggested flow conditions

The graph below shows the temperature readings of T7 sensor at the suggested flow condition and at 60◦C
reactor inlet temperature for three trials to reduce the experimental error and make sure the results from the
experiment are accurate enough. It shows the temperature is low when the flow is high and vice versa, which
matches the discussion before in 7.1.

0 50 100 150 200 250 300

Time(s)

200

250

300

350

400

450

500

550

600

650

700

S
T

P
 V

o
lu

m
e
tr

ic
 f
lo

w
 r

a
te

(l
p
m

)

50

52

54

56

58

60

62

64

T
e
m

p
e
ra

tu
re

(°
C

)

Experiment 2: Flow condition and temperatures of sensor T7 with 60°C inlet in three trials

Flow trial 1

Flow trial 2

Flow trial 3

Temp 1

Temp 2

Temp 3

Figure 11.5: Temperature readings of T7 at suggested flow conditions in three trials
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11.2.3 Experiment 3a: Reactor Cooling in three flow conditions

The figure below shows the cooling time from 60◦C to 25◦C at three different flow; low, medium and high.
It shows low flow takes longer time to cool down whereas, the high flow takes shorter time because of their
respective residence time as expected. Low flow has longer residence time and that is why it needs longer time
to cool down and vice versa for high flow.
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Figure 11.6: Cooling from 60◦C to 25◦C for three flow condition (low,medium and high)

11.2.4 Experiment 3b: Reactor Cooling in two flow conditions

In this last experiment, the reactor cooling was observed for two flow conditions, high and medium flow
sequentially at the highest heating capacity from the heater. This figure has vast amount of information and
hard to extract any useful ones only by looking at it. It is presented here just to show the overall trend for
the cooling experiment for these two flow conditions. It can be seen from the figure 11.7 that at high flow
condition, the temperature reaches approximately 220◦C while at medium flow, it reaches till 300◦C. The data
from this figures will be used to compare the thermocouple readings situated in the inlet and outlet part of
monolith between simulation and experiment after the adjustment of simulation model with experimental data.
The comparison will be found later on section 11.3.1.
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Figure 11.7: Cooling experiment in high and medium flow where the thermocouple readings are shown,
specifically for the inlet drawn with a thicker line.
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11.3 Adjustments to the model

This section will be divided into smaller parts to describe a step by step procedure in testing and comparing the
values between experimental and simulation data. The first step in adjusting the model is done in steady state
conditions where the sensors, closest to the inlet are in focus. Aside from reassuring the physical properties of
the materials, the main variable to regulate is the heat coefficient term in convection, on the walls between the
inlet and monolith.

When the inlet sensors show the same trend of temperature distributions across the inlet, further developments
is done by adjusting the thermal conductivity and viscous resistance or inverse absolute permeability of the
cordierite monolith as well as convection across the reactor to match the corresponding sensors in the monolith
outlet. Finally, the trend for temperature drop between the sensors in the inlet and outlet will be observed to
conclude the final validation.

Table 11.3: Summarized settings for the first model in FLUENT.

Turbulence model realizable k-ε
Boundary wall No slip

Models Near-wall model Standard wall function
and Inlet boundary cond. Mass flow-inlet

Conditions Outlet boundary cond. Outflow
Wall boundary cond. Free convection at room temperature

h=20(inlet), 15(void),5(insulation) [W/m2 ·K]
Mass flow Transient [kg/s]

Inlet temperature Transient
Inverse absolute permeability 2.2 ·107 in axial direction

Settings 2 ·1012 in radial direction
Porosity 83%

Operating pressure 1 [atm]
tolerance limit 1 ·10−6

Density Incompressible ideal gas
Air Specific heat 1.006 [kJ/kg]

Thermal conductivity 0.0242 [W/m ·K]
Density 380 [kg/m3]

Insulation Specific heat Asummed air
Thermal conductivity Assumed air

Density 279 [kg/m3]
Cordierite Specific heat 1050 [kJ/kg]

Thermal conductivity 1.8 [W/m ·K] in axial direction
0.9 [W/m ·K] in radial direction
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11.3.1 Comparison of steady state temperatures between experiment and simu-
lation

After adjusting the simulation model to the experimental data, following results are found.

Inlet

In this section, the comparison between experimental and simulation inlet temperature readings are shown.
Despite most of the sensors show a similar pattern between experiment and simulation, sensor 8, 11, 10 and 13,
shown as violet, green, dotted red and dotted blue respectively, did not follow the experimental pattern. The
pattern in the simulation is more logical because it shows 13 has the highest and 8 has the lowest temperature
as 13 is in the hottest and 8 is on the coldest zone of monolith. The experiment did not show this probably
because of reading error and misplacement of sensors or heat loss in the reactor. Moreover, the thermocouple
were inserted from the outlet part of the monolith and travel approximately 7-8 cm inside. As a result, it has
been concluded that the wall of the monolith were damaged while the insertion of thermocouples. As a result,
the heat conduction of the porous wall were disrupted and showed abnormal results.
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Figure 11.8: Temperature of different sensors in the inlet part of the monolith at medium flow

Comparison at high flow condition
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Figure 11.9: Temperature of different sensors in the inlet part of the monolith at high flow
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Temperature difference: Inlet-outlet of monolith

The temperature difference between inlet and outlet part of the monolith are described here. Difference between
sensors 8-4 and 11-12 do not show similar pattern in experiment and simulation because of the reason discussed
in the previous section.

Comparison at medium flow condition
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Figure 11.10: Temperature difference in the inlet and outlet part of the monolith at medium flow

Comparison at high flow condition
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Figure 11.11: Temperature difference in the inlet and outlet part of the monolith at high flow
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Outlet

Finally, in this section, it can be seen that the temperature readings of the sensors at the outlet face of monolith
show an exact similar pattern in the simulation as in the experiment. The pattern matches pretty well enough
because of the placement of the sensors properly. All the sensors were inserted 1-2 cm inside from the outlet
part of monolith; and the thermocouple wires did not travel longer path and as a result, the monolith wall
stayed intact. There is a deviation of 2 to 3◦C in each sensors between experiment and simulation model, which
is a minor error to the adjusted model.

Comparison at medium flow condition
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Figure 11.12: Temperature of different sensors in the outlet part of the monolith

Comparison at high flow condition
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Figure 11.13: Temperature of different sensors in the outlet part of the monolith at high flow
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11.3.2 Transient cooling

The cooling procedure in experiment 3b takes too long time to reach room temperature, even for high flows.
Instead, the simulation will only be done on the first 20-30 seconds of the cooling experiment where the
temperature change is the highest. Two simulations will be done for medium and high flows respectively, to
conclude the final parameters in the model.

11.4 Optimal sensor locations

An optimal set of sensors has been chosen among 82 predefined locations in the outlet of the monolith, by
using D-optimal design on a PCA model. The set of locations varies depending on which simulation case is
used in creating the PCA model. The results of these will be shown in the following subsections.

11.4.1 Potential sensor placements

The points for which the potential sensor location were spread across the face of monolith outlet are shown
below in figure 11.14. 82 different possible locations were defined in the half plane while assuming symmetry
for the other half, avoiding multiple sensors at identical position on the other side.
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Figure 11.14: A display from the monolith outlet with the 82 possible sensor locations.

As earlier mentioned, an assumption for the area which every sensor covers was divided evenly across the outlet
for the calculation of the weighting factors. It is clearly not the best assumption for the placements of the
depicted potential locations, but since the idea to implement both velocity and temperature into one model
was introduced after the placements and generation of simulation data. It would require time to re-locate and
simulate new data with i.e. equidistant points etc.

42



11.4.2 Principal component analysis

The principal component analysis is conducted on the three simulation cases discussed in earlier sections.
Unit variance scaling is used on the data, so that the the sum of the explained variance over the maximum
number of principal component results in 100%. By choosing a lesser number of PCA’s, the model matrix loses
accuracy by gaining calculation speed. Thus, it is of interest to find a balance between accuracy and speed by
experimenting with the number of components.
Comparing the models, consisting of a single variable and the heat flux model, it becomes apparent that the
two-variable model require more PC’s to explain the variance. Since both temperature and velocity data is
taken into account, it needs two PC’s to cover for the majority of the variances while the respective single
variable ones only need one component.
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(a) PC’s for velocity.
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(b) PC’s for temperature.
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(c) PC’s for heat flux model

Figure 11.15: Principal components ordered after most variance explained, from driving cycle case.

As shown on figure 11.16 below, the most impactful principal components are the first two which have a
magnitude above 1 for all simulation cases, when both temperature and velocity variables are considered. After
the first two, the majority of the explained variances rapidly decrease. Depending on the targeted accuracy of
the model, it can be enough to use two components which can explain the majority of the variances. However,
a sufficient number of PC’s are needed for the algorithm to determine 4 diffrent locations. Further more, it is
shown in the bar graphs that the importance of adding additional PCs beyond two varies, depends on which
case is observed.
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(a) Cooling in high flow,
variances explained ≥ 99.9% with 2 PCs
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(b) Cooling in medium flow,
variances explained ≥ 99.9% with 2 PCs
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(c) Driving cycle simulation at 60◦C,
variances explained ≥ 99.9% with 4 PCs

Figure 11.16: A logarithmic scale of the explained variance for the ten first principal components, for the
three different flow cases.

11.4.3 D-optimal design

Three cases of optimal sensor locations, high and medium cooling and driving cycle experiment respectively,
are tested. The project goal was to use a maximum of 4 sensors to capture the state of the reactor. Thus, a
lesser number of sensor would also have to be tested and compared with the maximum. Further more, it is also
of interest to see how many principal components should be used to to achieve a better accuracy without losing
too much on calculation time and vice versa.

A test was conducted on 3, 4 and 5 component PCA to find the best four sensor locations for the driving cycle
case, where the RMSE was observed, RMSE = 0.0441, 0.171 and 0.0230 respectively. For the three tests, 100
iterations and 100 tries was needed to assure a D-optimal is found every time the code is rerun. An additional
test on 10 PCs was conducted which in it’s best resulted in RMSE = 0.0139. However, the result was not
identical for every run, even when using 1000 iterations and 1000 tries, which concluded that using too many
PC’s would cause an uncertainty in the results. Since the best and most reliable result was achieved with 5
PC’s, the proceeding simulations and tests are done with 5 principal components.

A comparison study between the two-variable model for temperature and velocity and one-variable, for
temperature and velocity respectively, is conducted. The goal is to see how the model accommodates for the
two parameters, since respective optimums are most likely not in the same place. To make it more visible to
see how the heat flux model chooses the locations based on both temperature and velocity, a lesser number of
sensors is initially used. In figure 11.17, it is apparent that the two locations the heat flux model has chosen
are divided such that each sensor belongs to one optimal of each variable.
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(a) Two best locations for a 5PC model on
velocity data.
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(b) Two best locations for a 5PC model on
temperature data.
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(c) Two best locations for 5PC model on heat
flux.

Figure 11.17: For a model with only two sensors, the heat flux model chooses two locations which is identical
to one optimal location for each variable.

Earlier in the principal component analysis, it was shown that the driving cycle case, benefits the most from
using more PC’s according to figure 11.16. Thus, the attempts to find a good accuracy for all models was done
with regard to the worst case, the driving cycle.

The results below show the four optimal locations for each separate case, coloured after the weight factors. As
expected, the four optimal locations in each case are not identical, since the temperature changes are much more
significant in high and medium flow compared to the driving cycle simulation. However, there are similarities in
the optimal location which possibly means an overall optimal location exist close to these points. For instance,
there exist an optimal sensor close to the bottom part of the monolith, which is where the velocity is expected
to be the highest, see figure 11.1b. Same goes for the location at four o’clock position which is also an optimal
for all cases which can be the result of being in the a high fluctuating region for both temperature and velocity
during the transient states.
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(b) Medium flow, UV-scaling, RMSE=4.5E-2
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RMSE=2.30E-2

Figure 11.18: The optimal four locations for the 3 different cases with respect to both velocity and temperature.
The colorbar shows the weight factor for the corresponding location.

The RMSE was also showing a declining trend as more sensors were put into the model since higher order of
freedom is granted. Thus, to finalize the D-optimal design for locating the sensors, it was concluded that 5
component PCA was sufficient to explain most of the variances when using four sensors.

The model parameters that were found, were different for each flow condition. Thus, it was of interest to test
each model on the other cases and will be depicted below.
It is apparent that the accuracy of the model is strictly based on the actual case. However, as the high flow

Table 11.4: A compilation of performance for each model, depending on various flow conditions. The shown
values is the RMSE of actual and modelled outlet heat flux.

Calibration\Case High flow Medium flow Drive cycle
High flow 0.021 3.76 153.0
Medium flow 7.170 0.045 151.3
Drive Cycle 108.7 61.84 0.023

and medium flow cooling experiments are of similar fashion, the RMSE is much smaller between the two. The
RMSE when using the model parameters for the drive cycle case, shows large errors when used on the cooling
cases and vice versa. The logical explanation to this, is that the driving cycle has more variation in velocity
while the cooling cases varies in temperature.
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12 Conclusion

This Master’s thesis dealt with the CFD modelling study of exhaust gas flow behavior from combustion engine
in a monolithic reactor of EATS system. The velocity and temperature profiles inside the monolith were
observed in the laboratory experiment, which was then used to adjust the CFD model. The adjusted ideal
model was then used to get the optimal locations of the sensors. The purpose of installing the sensors in
optimal locations was to define the state of the system of the reactor.

To adjust the CFD model with laboratory experimental data, tuning various parameters were conducted. These
include using different wall heat conduction coefficient for different part of domain, heat convection inside the
monolith and viscous resistance (inverse absolute permeability) of the cordierite monolith. It was observed that
the velocity and the temperature were highest at the middle bottom part of the monolith as most of the flow go
through that part. These profiles were lower gradually in the middle upper part and close to the wall of monolith.

The design to find the optimal locations to place temperature and velocity sensors have been found, with
fixed number of potential sites. Since the design was done via simulations, it is possible to redesign the
potential placements such that it can have more freedom and also to reduce the error in the area assumption.
Nevertheless, whether a sensor can capture both velocity and temperature or only one of the parameters, the
optimal location can be found by using the developed code. The final optimal set was chosen as set of four
locations with consideration to temperature and velocity data. Four PC’s were used when conducting the
model, as this guarantees 99.9% captured variance for the three cases. Thus, depending on which flow condition
was used, the RMSE for the model varied between 2E − 2 to 7E − 2.

Though they were many considerations which could not be taken into account for simplicity and insufficient
time, scope of future work to continue from here and few recommendations for improving the this study are
discussed in the later sections. Otherwise, it can be said that the purpose of this Master’s thesis project to
develop an accurate CFD model to represent an actual reactor to simulate and find the optimal locations has
been achieved.
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13 Recommendations

While doing this master’s thesis, some complications were faced. But these complications can be override
by the recommendations discussed below. First of all, CFD modelling is a very tricky part of CFD studies.
Understating the physics behind every small detail was crucial otherwise the simulation result would end up as
a trash. Getting reliable data for various parameters such as monolith characteristics data, the heat conduction
data for the reactor wall and the insulation material were very essential to get accurate results. As a result,
getting the data from authentic sources and verify them is the first recommendation provided.

Secondly, while performing the laboratory experiment, installing the thermocouples were a burdensome job
to do. Finding good locations in the monolith where they can observe the most gradients as well as putting
them inside the monolith without breaking the wall were the reason for this struggle. Besides, the monolith
was installed from the outlet part, so they travel 7-8 cm inside the monolith to get the data from inlet and
1-2 cm to get data from outlet approximately. These installation of thermocouples were done completely on
guessing how much deep they are inside, which is not proper scientific way. Thus the first recommendation
here would be the proper approximation of thermocouple locations in the monolith so that they can get the
necessary information without having any unnecessary waves of data. The second recommendation could be
the installation. Inserting the thermocouples was tricky as they were travelling inside the channels and the
walls are pretty much fragile. In the experiment, it was done very carefully still some surface of the walls were
fractured. The walls break easily by the friction of thermocouples. So inserting them slowly and properly
without destroying the wall while setting up the experiment would be an important recommendation.

Finally, the last recommendation would be the adjustment accuracy of CFD model with the laboratory
experiment. The sensor locations in the CFD model was also an approximation and didn’t quite match with
the laboratory experimental locations of the thermocouples. This matching is very much important to mimic
the temperature profiles in the CFD model accordingly. As a result, getting a fixed location for thermocouples
and install them as similar as possible would be the third recommendation. These recommendations will assist
to achieve a better CFD modelling of EATS system by having a model representing reality more accurately. A
few examples of such changes are as follows:

• Area coverage per sensor dependent on the distance from center

• Re-evaluate and compare scaled versus unscaled parameter matrix.

• Consider other models than the current first order model by adding correlated terms and higher order
terms in the parameter matrix.
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14 Future work

This Master’s thesis was completed within 24 weeks. So to say, lack of time was an huge factor not to design a
model with all the considerations of exhaust treatment system. As a result, a lot of considerations were not
covered fully in this project. This project is the starting of a bigger research interest. Since it will continue in
the future, findings from this will be a crucial initial base for that.

Like mentioned before, the goal of the project was mainly understanding the behavior of the flow such as the
velocity and temperature distribution inside a monolith of a reactor, reactions of the exhaust gases were not
taken into consideration here. It was questionable to assume pure air as exhaust gases having no exhaust gas
substances in it, which is absolutely not true in real case scenario. Still this consideration was taken for the
sake of simplicity. So, it can be said that taking catalytic reactions in account will be a pretty interesting step
as a future work to this project.

The provided monolith was a catalyst substrates made from cordierite which is very popular to use in
emission control technology. Besides, a comparison study for other catalyst material which can be more
efficient than cordierite in emission control purposes can be a good future work. A study of different monolith
substrates can be done in the future to observe which substrate is better for different kind of exhaust gas removal.

The heater used in the laboratory for heating the inflow air had a maximum capacity of only 3kW. This is
moderately low as it can only heat the air up to 860◦C, at very low flows. A study of using more powerful
heater to reach a very high exhaust temperature and observe the temperature profiles in the monolith would
be a fascinating experiment to do. This can reveal how different monolith react at a very high temperature
scale and will help achieve a better understanding on experimental heating limitations.

The pressurized air in the laboratory had a limit of 60 000 space velocity, when flowing across the equipment.
As earlier mentioned, this is about as low as a vehicle will go, while it also is the highest reachable flow in this
case. It would be interesting to know how the model fares in space velocities closer to the upper bound of real
vehicles, and what modifications would have to be made to further advance the model.

Moreover, the D-optimal study done in this project was not quite satisfactory as three different sets of optimal
sensor locations were found for three different experimental procedure. A single set of optimal sensor locations
for all the experiments would be the best scenario. It is possible that the optimal placement, which depends on
the data that was gathered, are different depending on how the data look, so the optimal locations varied with
experiments.

Finally, it would be very interesting to simulate a much longer driving scenario with much wider temperature
and flow range to finally see if there is an improved model performance for the other cases.
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A Appendix A

A.1 Expected highest temperature in the monolith outlet

Expected temperature in the outlet of the monolith (maximum 560K or 287◦C) from the simulation with a
STP volumetric flow rate of 513 lpm and 571K (298◦C) temperature in the reactor inlet.

Figure A.1: Catalytic converter with simulated outlet temperature profile.
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Activities/Experimental 
Components 

Risk 
source/possible 
consequences 

Risk 
Classification 
Impact (X) × 
Probability (Y) = 
Risk (Z) 
Scale: 1 to 4 

Measures for risk 
prevention/minimization 

X Y Z 
1. Pressurized 

workshop air 
Disconnecting 
pipes when there is 
high pressure 
inside can create 
strong impulse and 
scatter objects in 
the lab. 

3 1 3 

Level out the pressure and 
close the valve before 
attaching/disconnecting 
pipes. 

2. Pressure 
Regulator 

Pressure 
fluctuations can 
cause harm to the 
equipment. 
 
It is connected with 
an orifice which 
causes noise, being 
in excessive noise 
for a long time can 
cause damage to 
the ear drum 

3 2 6 

Regulate the pressure 
cautiously and steadily. 
 
 
 
Wear noise-protection 

3. Laminar air flow 
element  

No risk 
1 1 1 

No prevention 

4. Heater Breakage or 
misconnection of 
the electrical wires 
can cause electric 
shock and the wires 
can be flammable. 
 
 
Tripping on the 
electrical wires on 
the floor. 

4 3 12 

Put the wires behind the 
equipment and avoid using 
sharp objects while 
connecting the wires to power 
source. 
 
 
 
Avoid having too many wires 
lying on the floor without 
proper taping or attach them 
on the ceiling. Do not forget to 
turn off heater when the 
experiment is over. 

5. Bend pipe Hot air flows 
through and is 
cooled only by free 
convection. Can be 
very hot to touch. 

2 2 4 

Wear gloves or avoid putting 
your hands on the pipe. 

  

A.2 Experimental Risk analysis



 
 

2 
 

6. Catalytic reactor 
with 
thermocouples 

Hot air flows 
through and is 
cooled slightly by 
free convection and 
the heat leaves the 
reactor into the 
surroundings. The 
reactor can be very 
hot to touch. 

2 2 4 

Wear gloves while putting 
hands on the reactor. 
 
If the surrounding 
temperature becomes too 
high, stop the experiment and 
wait for cooldown. 

7. Prandtl tube It is close to the 
outlet where there 
can be direct 
contact to the 
heated air. For low 
air flows and high 
heating load, the 
temperature can be 
sufficient to cause 
burning. 

3 2 6 

Adjusting the placement for 
prandtl tube can be done with 
heat protection. While it is 
measuring, one can take a 
step away from the outlet. 
 
For low flows, the 
temperature can be very high. 
Can measure the low flows 
without heating. 

8. Air Outflow The air coming from 
the outflow goes to 
the surroundings 
can cause burning 
as it will be very hot.  

3 2 6 

Wear heat protection and 
always approach the outflow 
slowly. 

 
 



B Appendix B

B.1 Mesh

Figure B.1: Side view of the meshing of the domain

Figure B.2: Meshing of the topview and inside part of domain
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B.2 Grid independence study: Velocity distribution

(a) Velocity in plane-view with 129 000
computational cells.

(b) Velocity in plane-view with
234 000 computational cells.

(c) Velocity in plane-view 1 030 000 computa-
tional cells.

(d) Velocity difference in plane-view between
129 000 and 1 030 000 computational cells.

Figure B.3: The grid independence study which 3 respective cases show no significant difference in velocity
distributions.
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B.3 Grid independence study: Temperature distribution

(a) Temperature in plane-view with
129 000 computational cells.

(b) Temperature in plane-view with
234 000 computational cells.

(c) Temperature in plane-view with
1 030 000 computational cells.

(d) Temperature difference in plane-view between
129 000 and 1 030 000 computational cells.

Figure B.4: The grid independence study which 3 respective cases show no significant difference in temperature
distributions.
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C Appendix C

C.1 Additional Figures

Figure C.1: Cordierite Catalyst, used in the reactor

Figure C.2: Photo of the reactor
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Figure C.3: The reactor, mounted in the laboratory

Figure C.4: Photo taken from the reactor outlet, containing Cordierite catalyst, which is supported by glass
wool insulation material, with thermocouple inserted in it
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