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Abstract
Human mobility decreased worldwide during COVID-19. Most countries issued
policies limiting or banning non-essential travel. Sweden issued no such policies and
instead relied on non-binding recommendations. Sweden’s unique response makes
it an interesting country for mobility studies. International studies have found that
mobility has not reduced equally between socioeconomic groups during COVID-19.
This inequality is potentially harmful since mobility during COVID-19 has been
linked to an increased risk of infection and death.

In this thesis, we explore how mobility has changed during COVID-19 for differ-
ent socioeconomic groups in Västra Götaland region, Sweden. This is achieved
by building a mobility model from 250 million geolocation records generated from
phone apps. The data was collected during October–November for both 2019 and
2020 Five mobility metrics are calculated from the mobility model, namely: radius
of gyration, trip distance, trips between regions, visitation frequency, and location
temporal profile. Additionally, five socioeconomic clusters are created by clustering
1000 areas based on their official socioeconomic data, including income and educa-
tion. The socioeconomic groups are then defined as all users living within a cluster.
Finally, for each metric, the mobility change between the years is compared for the
socioeconomic groups.

We found that mobility decreased during the pandemic in Sweden but to a lesser
degree than in countries that issued lockdowns. Consistent with the literature,
our study also observed differences in pre-pandemic mobility between the differ-
ent socioeconomic clusters. Those differences, however, decreased during October-
November 2020 compared to 2019. We conclude that the reduction in mobility is
primarily driven by individuals with high pre-pandemic mobility, as most of the
reduction was observed among the more mobile clusters and at the 50th and 75th
percentile of the metrics. We also found that the most socially disadvantaged cluster
had the lowest reduction in mobility, while the wealthiest cluster had the largest.
This finding is consistent with our earlier conclusion, since the socially disadvantaged
cluster had low pre-pandemic mobility, while the wealthy cluster had high mobility.
We conclude that socioeconomic factors had a larger effect on pre-pandemic mobility
than on the reductions in mobility during the observed months of the pandemic.

Keywords: Human mobility, COVID-19, socioeconomic.
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1
Introduction

The COVID-19 pandemic caused a significant reduction in human mobility world-
wide [3, 4]. To curb the spread of the virus most countries issued nationwide lock-
downs while Sweden took a different approach, relying mostly on individuals prac-
tising self-responsibility by following recommendations [5].

During the pandemic, some socioeconomic groups were more affected by the virus
than others. There were significant differences in risk of infection and mortality
depending on socioeconomic attributes such as income, education, and country of
birth [6, 7, 8, 9]. Research has found a correlation between infection and mobility
during previous epidemics as well as the COVID-19 pandemic [8, 10, 11]. Mobil-
ity could be a partial explanation for the discrepancy in risk of infection between
socioeconomic groups since some groups might have been unable or unwilling to
reduce their mobility. Therefore, in this thesis, we seek to explore the relationship
between groups of different socioeconomic status and the change in human mobility
during the COVID-19 pandemic in Sweden. Understanding if there is a link be-
tween socioeconomic factors and change of mobility patterns would allow for more
efficient and equal policies, potentially saving lives. Sweden makes an interesting
area of study due to its unique response to the pandemic. This study will focus on
the Västra Götaland Region (VGR), the second most populated region in Sweden,
and examines the period surrounding the outbreak of the second wave of infections,
October and November. A timeline number of cases can be seen in Figure 1.1.

Figure 1.1: Number of detected COIVD-19 cases in Sweden. Highlighted areas
represent time period data was collected. The 2019 data was collected during the
same time the year. Source, Public Health Agency of Sweden [1]. Figure edited by
authors.
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1. Introduction

To find a possible link between socioeconomic groups and mobility, a dataset of
aggregated geolocation records generated by mobile phone app usage is used to
build a mobility model. The records were collected during the first week in October
as well as the entire month of November during both 2019 and 2020. The datasets
include 100 million records from 42 000 devices in 2019 and 150 million records from
63 000 devices in 2020, with all devices visiting VGR at least once during the time
period. For both years, a model is constructed by first inferring trips and home loca-
tion from the records. For each device, we calculate mobility metrics including the
radius of gyration, frequency of visits to each location, and inter-regional trips. An
official socioeconomic dataset, DeSO, which divides VGR into 1000 areas, is then
used to create socioeconomic clusters based on selected socioeconomic attributes
and their inferred home locations. The mobility metrics were then aggregated for
all users in the same cluster. We then compare the mobility change for each cluster
to determine the effects of socioeconomic status on mobility during COVID-19.

1.1 Background
Human mobility refers to the movement of humans in space and time. Understand-
ing human mobility can be useful in a wide range of applications, from estimating
migratory flows, traffic forecasting, urban planning, to epidemic modelling [12]. At
the time of writing, the relationship between the COVID-19 pandemic and mobility
is still being actively studied. These studies have different aims such as understand-
ing the relationship between human mobility and infection rates to make informed
reopening recommendations after lockdown or which policies have the greatest effect
on lowering infection rates [8, 13]. Other studies have focused on the demand for
public transport during COVID-19, and how socioeconomic factors can attribute to
these changes in demand [14, 15]. The Swedish health agency uses mobility data to
understand the population’s movement, finding insights to curb the spread of the
virus [16].

The Swedish health agency considers socioeconomic data when crafting policies,
such as the order of vaccination. Taking socioeconomic factors into consideration
when deciding the order of vaccination is motivated by the correlation between mor-
tality and socioeconomic factors [17]. Attributes such as country of birth, income
level, and education are all shown to affect the risk of mortality [7, 17]. This is
not unique to COVID-19, as socioeconomic factors are known to influence overall
health, with groups of higher incomes having a greater life expectancy [7].

Research has also found a connection between infection and mobility. One such
connection is the correlations between visits to points of interest such as restau-
rants or hotels and increased rates of infection [8]. Moreover, mobility has also been
used to predict the spread of infection both during COVID-19 as well as previous
epidemics. Early in the pandemic, mobility out of Wuhan had such an effect on

2



1. Introduction

infection growth rates outside the city that it alone was a strong predictor of the
total number of cases [11]. In a Spanish study a single mobility metric, radius of
gyration, was sufficient to predict if the COVID-19 mortality would increase or de-
crease in the upcoming weeks [18].

Socioeconomic attributes such as level of education and income level are shown
to affect mobility during the pandemic [8, 14, 15, 19, 20]. Public transport usage
is known to drop drastically during epidemics or pandemics [21] and COVID-19
is no exception [14, 15, 22]. The decrease in public transport ridership was found
to be smaller among disadvantaged socioeconomic groups in the US. Likely due
to a greater dependency on public transport and a greater inability to work from
home [15]. Another study predicted higher rates of infection among disadvantaged
racial and socioeconomic groups in the US due to lower decreases in mobility [8].
In Colombia, the wealth of a city was found to have a greater effect on mobility
than the strictness of the lockdown, with wealthier citizens reducing their mobility
to a greater extent [19]. In Sweden, two studies looking at different mobility metrics
have found different results. The first study found that the reduction in the use of
public transport among different groups was strongly tied to socioeconomic factors
[14]. However, the other study found no differences in maximum distance travelled
from home between different socioeconomic factors in Stockholm [23].

1.2 Thesis goal

As outlined in Section 1.1, some socioeconomic groups have a higher risk than the
others in terms of mortality and infection during the COVID-19 pandemic. It is
also known that mobility behaviour changes have a significant impact on the virus
spread. Therefore, it is important to explore the impact of socioeconomic factors on
the mobility change during the pandemic, which contributes to better policymaking
curbing virus spread.

Therefore, our goal in this thesis is to explore How socioeconomic factors impact
the change of mobility during the COVID-19 pandemic? We aim to do this by
presenting how different socioeconomic groups have changed their mobility during
COVID-19. We do not aim to infer the connection between infection and mobility.

To achieve this goal, the following sub-tasks are implemented:
• Build a mobility model based on aggregated geolocation records.
• Quantify mobility metrics that may have been affected by the pandemic using

the mobility model.
• Generate socioeconomic clusters by clustering local areas based on the socioe-

conomic attributes of the residents who live in these areas.
• Compare the mobility change between 2019 and 2020 for the identified mobility

metrics for each cluster.

3



1. Introduction

1.3 Ethical considerations
Location data generated from mobile phone apps is privacy-intrusive. A study
suggests that as little as four data points can be sufficient to uniquely identify a
trace among millions of others. The trace can then in some cases be used to identify
the individual [24]. To mitigate the privacy concerns, no individual traces will be
presented. Furthermore, inferred home locations will be presented and analysed on
an area level, where each area has at least 500 residents.

4



2
Related work

The following chapter will introduce how mobility models and mobility metrics have
been used and calculated in literature. The chapter will also introduce how socioe-
conomic data have been applied to mobility research.

2.1 Mobility data
Commonly used mobility data sources include traffic data, mode-specific trip data,
social media data, household travel surveys, Call detail records (CDRs), and smart-
phone app data [12, 25]. The two latter, both stemming from cell phones have
revolutionised the field of human mobility with their vast timestamped location
datasets. As these datasets allow for studying mobility on the individual level, with
a spatio-temporal resolution that was not possible before [12]. The timestamped lo-
cation data often comes in form of a geolocation record. The attributes of a simple
record of geolocation can be seen in Table 2.1.

Attribute Description
Device id Unique id of the device.
Longitude Longitude coordinate.
Latitude Latitude coordinate.

Timestamp Timestamp of the activity generating the geolocation

Table 2.1: The attributes of a simple geolocation record.

CDRs and smartphone app data are the most common sources of mobility traces
from cell phones.

Call detail records (CDRs) are obtained from mobile operators and turned into
mobility data by approximating cell phone locations based on which cell phone tower
they are connected to. This type of approximation can in urban areas be quite pre-
cise where a tower can cover as little as tens of meters but gets much worse in rural
areas where a single cell tower can service several kilometres [12]. Issues with this
type of data include irregular sample rate since it depends on individuals’ frequency
of texting and calling, and the vastly varying location precision mentioned before.

5



2. Related work

Smartphone app data on the other hand is data collected from various smart-
phone applications. The geolocations of this data can be gathered in various ways
such as from WiFi and cell tower connections, the phone’s Global Positioning Sys-
tem (GPS), or a fusion of multiple sources. The quality varies but the main benefit
of this data is that in most cases it utilises the phone’s GPS which has a median
precision of at least 10 metres [26]. Locations from fused sources are the most pre-
cise as GPS does not function well indoors. This is the type of data that we will be
using, with all the different location sources mentioned above.

2.2 Mobility model
Mobility models are useful to calculate mobility metrics. In this section, four impor-
tant components of a mobility model will be introduced: stops, trips, home location,
and work location.

2.2.1 Stops
A stop refers to a location where a user is stationary for some time. Stops are a
central building piece in the mobility model since they can be used to infer trips,
home location, and work location as well as used to calculate mobility metrics.

According to Horanont (2013) stops are inferred from a series of traces, Lu.

Lu = {l(1)u, l(2)u, ..., l(n)u}

Were l(i)u is the ith location trace for user u. A subset of L, S, is then defined as all
traces which are in close spatial proximity for a sufficiently long time. I.e for every
subset S:

S(x)u = {l(a)u, l(a + 1)u, ..., l(b)u} then
time(l(b)u − l(a)u) > min time and
l(i)u, l(j)u ∈ S(x)u then dist(l(i)u, l(j)u) < max distance

Stops are then defined as the first and last locations within the subset S [27]. This
method can be adapted by instead defining a stop as the centroid of S [28].

2.2.2 Trips
Trips are a central concept in mobility studies since many mobility metrics are
generated from them. They describe a journey a user takes between geolocation
records. A simple approach to infer trips is simply defining it as the displacement
between two consecutive location traces from the same user [29]. Another approach
is to first infer stops and then defining a trip as the displacement between two
consecutive stops, with the possibility of including all location traces in between
[27, 28].

6



2. Related work

2.2.3 Home and work location
Home and work location can be inferred from the most visited night-time and day-
time location, respectively. Where a visit can either be a geolocation record or a stop
[27, 30, 31]. Another approach of inferring home and work location is by looking at
the most and second most frequently visited locations since they have been found
to correlate with home and work location respectively [32, 33].

2.3 Origin-destination matrix

An Origin-destination matrix (OD-matrix) is an aggregation that is useful for analysing
movements of an entire population. It provides an estimated number of people trav-
elling between nodes, over a given period of time, these nodes are often adminis-
trative regions or similar [12]. Let T be a n × m OD-matrix, n is the number of
origin nodes, m the number of destinations, then Tij is the number of people trav-
elling from node i to node j. Badr (2020) used two OD-matrices, one from before
COVID-19 and one during to calculate a mobility metric which could be used as a
proxy for social distancing [13].

2.4 Mobility metrics

Mobility metrics are used to characterise mobility and applied to quantify the impact
on mobility during COVID-19. The following section will introduce a few mobility
metrics used in the thesis and how they have been used in literature.

2.4.1 Radius of gyration
Radius of gyration is a common metric within the field of human mobility which
indicates the characteristic travel distance an individual travels from the centre of
mass of their stops [12].
It is defined as:

rg = 1
N

√√√√ N∑
i=1

(ri − rcm)2

where N is the amount of stops made by the individual during the time frame, ri is
the coordinates of stop i, and rcm is the coordinates of the centre of mass, which is
defined as rcm = ∑N

i=1 ri/N .
Averaging individuals’ radius of gyration can be used as a measure of the extent of
individual movements [30]. A study of Spain’s aggregated radius of gyration was
able to predict if COVID-19 deaths would increase or decrease with a 3-week offset
[18].

7



2. Related work

2.4.2 Visitation frequency
Visitation frequency describes how frequently an individual visits a location. When
ordering locations in terms of most frequently visited first, the frequency of visits
is expected to decay with Zipf’s law, except for the most and second most visited
location [32].

The visitation frequency for each rank can then be aggregated [32, 33]. The ag-
gregated visitation frequency can then provide insights on how frequently the popu-
lation visits their home and work location, since they tend to be the most visited and
second most visited location respectively as discussed in Section 2.2.3 [32]. Further-
more, this metric can also provide insights into different sub-populations, since they
can have distinct patterns in their visitation frequency, such as some sub-populations
tend to visit a few locations very frequently whereas others spread out their visits
to a higher number of locations [33].

2.4.3 Location temporal profile
The location temporal profile describes when a user is active or when activities
occur at a given location. The metric is calculated by first dividing a time unit
into time intervals, such as dividing a week into time intervals of one hour, resulting
in intervals such as Monday 5 pm to 6 pm and Friday 7 pm to 8 pm. Then the
number of visits occurring at a location during each interval is counted. The visits
for each interval can then be compared to approximate when a location is typically
visited. The temporal profile can also be aggregated for categories of locations, such
as creating a gym category by aggregating the temporal profile of all gyms. Different
categories of locations can have different temporal profiles, as shown in Figure 2.1
[2].

Figure 2.1: Example of temporal profile for three different types of locations.
Source: D’Silva (2018) [2].
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2.5 Socioeconomic factors in mobility studies
Location data extracted from CDRs, phone apps, and social media lack any so-
cioeconomic annotation due to the protection of privacy. A common way to re-
solve this issue is to infer the socioeconomic information using census data from
a user’s inferred home location, either on municipality level or a more local area
level [8, 14, 23, 31, 34]. The mobility can then be aggregated for all individuals
with a home location in an area, and the aggregated mobility can then be compared
between the areas to see if there exist any correlation between the socioeconomic
factors and mobility.

Another approach is to divide the areas into groups and compare the aggregated
mobility between the groups instead. The groups can either be created by dividing
them based on some thresholds [23, 31] or by clustering the areas based on their
socioeconomic attributes [14, 35] which is the approach adopted in the thesis.
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3
Methods

This chapter describes the data from which the model is built in Section 3.1 and how
it was pre-processed in Section 3.2. Sections 3.3 describes how trips were inferred.
Section 3.4 describes how the most visited locations were found, a necessary step
for defining home locations, as described in Section 3.5. Section 3.6 describes how
mobility metrics were calculated. Lastly, Section 3.7 goes through the method used
to cluster areas on socioeconomic factors.

3.1 Data sources
For the thesis, two different data sources were used. Firstly mobile data was used
to construct a mobility model. Secondly, the socioeconomic dataset Demographical
Statistical Regions of Sweden (DeSO), was used to divide VGR into smaller areas
with socioeconomic information.

3.1.1 Mobile data
The mobile data was provided in an already aggregated format, similar to stops used
in literature. The stops had been constructed by aggregating devices’ consecutive
mobility traces if they were within 100m and 1 h of each other and had a displace-
ment speed of less than 3 km/h. A description of a stop’s attributes can be seen in
Table 3.1.

Attribute Description
Device id Unique id of the device

X Longitude, centriod of geolocations. EPSG:3006 coordinate encoding.
Y Latitude, centriod of geolocations. EPSG:3006 coordinate encoding.

Arrive time Timestamp of the first geolocations
Depart time Timestamp of the last geolocations
Duration Depart time - arrive time, NaN if a single point

Table 3.1: Description of a stop, the data type used to build the mobility model.

The mobility traces used to construct the stops had been generated by app us-
age from individuals aged 18 and above. The data was collected during the first
week in October and the entire month of November for both 2019 and 2020. The
data was generated by mobile apps which used either: GPS, Wifi, Celluar towers, or
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a fusion of them to approximate the location of the device. All users in the dataset
had visited the Västra Götaland Region (VGR) in Sweden at least once. What is
referred to as users are in fact devices, meaning that a single individual could own
multiple devices. However, for the sake of simplicity, we will refer to them as users.

While the data for both 2019 and 2020 were collected by the same provider, the
data exhibit significant differences both in the method used to approximate location
and sparsity, as seen in Table 3.2 and Table 3.3. Indicating that the data provider
themselves have changed their collection method. The 2019 data was significantly
sparser than that of 2020. Furthermore, the location during 2020 was approximated
by more precise methods.

Year/Method Celluar towers Fused Gps Wifi
2019 0.10 0.06 0.05 0.78
2020 0.01 0.31 0.67 0.01

Table 3.2: The method used to approximate the location changed from 2019 to
2020.

Year Users Stops Days with Median stops Median duration (h)
(million) activity of active day of active day

2019 42 000 1.9 295 000 4 1.59
2020 63 000 19.5 799 000 14 14.19

Table 3.3: Available data before pre-processing. An active day is a day containing
at least one stop.

3.1.2 Demographic Statistical Regions of Sweden - DeSO
DeSO, a dataset provided by Statistics Sweden, divides VGR into almost 1000 areas,
with a population of 700–2700 people in each area. Each area includes socioeconomic
data about the population, such as age, gender, level of education, median income,
work industry, and much more [36]. The DeSO data from 2019 was used.

3.2 Pre-processing
Pre-processing was done to 1) find a valid subset of users and stops and 2) adjust
for some of the sparsity differences between 2019 and 2020. However, the aim was
NOT to completely equalise the sparsity between the years, because the sparsity
difference might not only be due to a change in collection method but could also be
due to behavioural change both in mobility as well as in-app usage. Therefore, we
applied the below filters to create more comparable datasets for 2019 and 2020 than
directly using the raw data.
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The pre-processing can be summarised in the following steps, which are explained
more in-depth below:

1. Remove invalid points
2. Remove stops with short or no duration
3. Remove all users with home location outside VGR
4. Remove stops outside Sweden
5. Remove static users
6. Remove days with little activity
7. Sample 10 days per user

3.2.1 Invalid points
For all users, displacement speed between consecutive stops is defined as the distance
between the two stops divided by the time difference between the departure time
from the first stop, and the arrival time at the second. If the displacement speed
between any two stops was larger than 1000 km/h (the speed of an aeroplane), both
points were removed, similar as done in other studies [29].

3.2.2 Stops with short or no duration
The 2020 data had almost four times more stops per day than 2019 data, as seen in
Table 3.3. One explanation for the difference in data sparsity is the large number
of stops with a short duration in 2020 as seen in Appendix A.1. To adjust for this
difference stops with a duration shorter than five minutes were filtered away since
data sparsity affect the resulting mobility metrics. Five minutes was selected as
a threshold since it has precedence as the minimum time duration of a stop [30].
Points with no duration were also removed due to the difficulty of interpreting them.

3.2.3 Users outside of VGR
Users in the dataset do not necessarily reside in VGR. A requirement to be included
in the dataset is to at least visit the region once during the collection time period.
Users residing outside VGR could be unrepresentative since they had at least one
inter-regional trip from their home region to VGR. Therefore, all users with a home
location outside VGR were removed. This was achieved by calculating the home
location as described in Section 3.5 with the stops left after the two first processing
steps.

3.2.4 Stops outside of Sweden
All stops outside of Sweden were removed since the coverage outside of Sweden was
unknown.

3.2.5 Static users
As mentioned in Section 3.1, what is referred to as users are in fact devices. Devices,
such as tablets, might never leave the house but short trips could still be incorrectly
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inferred due to noise in the location data. All devices with no stops 250 meters away
from the home location were filtered away in an effort to remove these static devices.

One drawback of this filtering is that it also removes valid devices that are just
inactive for the entire period, such users could be sick, in quarantine, or strictly fol-
lowing the COVID-19 guidelines. However, this step was kept since a higher share
of users in 2019 than in 2020 exhibited this stationary behaviour. To ensure that
the higher share of stationary users in 2019 was not due to sparsity differences, this
step was tested as the last pre-processing step. The test replicated the earlier result,
with 7% of the fully pre-processed users in 2019 deemed stationary while only 2%
in 2020.

3.2.6 Days with little activity
Days with only a few short stops create a sparse picture of a user’s day, making
it difficult to accurately estimate mobility [37]. To ensure a minimum coverage of
each day all days with less than five stops and less than 3 h of total duration were
removed, the user day was kept if either of these conditions were met. This step
also reduces the sparsity difference between the two years’ data.

3.2.7 Sample 10 days per user
To make the two years more comparable, the number of days used to calculate the
metrics was the same for all users. This was achieved by sampling all stops from 10
randomly selected days for each user, and users with fewer days were removed. To
allow for trips over datelines, the trips were first constructed from all stops. The
dates were then sampled from the stops and all trips starting on any of the sam-
pled dates were kept. The dates were sampled randomly rather than consecutively
since it should mitigate some of the effects of weather, which has been shown to
affect mobility [27]. Consecutively sampling dates would risk sampling entire rainy
or sunny weeks while the random sampling more likely catches some of both.

This step removed almost 80% of all remaining users for 2019, a lower threshold
would allow for more users to remain. However, the selection of 10 days was deemed
necessary to get a more complete picture of the actual mobility which contributes
to a more reliable calculation of mobility metrics.

3.3 Trip construction
A trip was defined as a displacement between consecutive stops which were within
eight hours of each other and at least 100 m apart. Eight hours were selected as a
threshold due to it being the 99th percentile in travel time in VGR [38]. The thresh-
old of 100 meters was selected for two reasons. Firstly it makes it consistent with
the spatial threshold on which the stops data had been aggregated as described in
Section 3.1. Secondly, 100 meters strikes a balance between locations approximated
by highly accurate GPS and the less accurate cell towers. A higher threshold would
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lose correctly identified trips short trips and using a lower threshold could increase
the risk of incorrectly identify trips for noisy cellular data.

3.4 Locations’ visitation frequency
The locations a user had visited were calculated by clustering together stops using a
spatial clustering algorithm, DBSCAN, with epsilon set to 100 m [39]. The locations
were then defined as the centroid of each cluster. Lastly, the location’s visitation
frequency was defined as the number of stops in each cluster. The epsilon size of
100 meters was motivated for the two same reasons as described in Section 3.3.

3.5 Inferring home location
The home location was calculated with the stops remaining following the two first
steps of pre-processing, meaning that invalid points and stops with a duration of
less than five minutes had already been removed.

Of the two methods to infer home location described in Section 2.2.3, the first
method using the most visited night-time location was selected. This method was
expanded to also include the entire weekend since some users had none or very few
night-time stops. Finally, the most visited location was calculated as the location
with the highest visitation frequency. The visitation frequency was calculated as
described in Section 3.4, using stops that occurred either during the weekend or
between 17:00 and 08:00 on weekdays.

3.6 Mobility metrics
This section describes the calculation of the mobility metrics: trip distance, trips
between regions, and temporal profile of locations. Two additional mobility metrics
were calculated, radius of gyration and visitation frequency. Radius of gyration
was calculated as described in the related work, Section 2.4.1, and the visitation
frequency was calculated as described in Section 3.4.

3.6.1 Trip distance
The straight line distance between the start and stop location of each trip was
calculated. Trip distances are underestimates as in reality, the route is likely not
straight. The mean, median, and max trip distance were calculated for all users.

3.6.2 Trips between regions
The frequency of trips within VGR and between VGR and neighbouring regions,
and non-neighbouring regions were calculated by building a OD-matrix with Swedish
regions as nodes. A neighbouring region was defined as a region that shares a land
border with VGR, a map of this can be seen in Figure 3.1.
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Figure 3.1: Map over regional categorisations.

3.6.3 Location temporal profile
The location temporal profile, described in Section 2.4.3, was calculated separately
for the two most visited locations. For each location, the temporal profile was cal-
culated with for the weekdays and the weekend separately, a one hour time interval
was used. The weekday and weekend profile was then normalised, so they together
summed to one. Furthermore, the temporal profile of the home and work location
was calculated from the Swedish National Travel Survey for the years 2011–2016
[38]. Lastly, the temporal profile of the most and second most visited location was
compared to the temporal profile of home and work location respectively [33].

3.7 Socioeconomic clustering

In order to associate socioeconomic attributes with the users’ mobility metrics, the
users’ home locations were used to assign each user to a DeSO area [8, 14, 23]. Since
our data were too sparse to be analysed on a DeSO level, the DeSO areas had to
be clustered into larger groups. The clustering method chosen was K-means, which
clusters objects into k clusters trying to maximise how similar the objects are within
each cluster [40].

The DeSO areas of VGR were clustered based on socioeconomic properties such
as age distributions, employment sectors of the population, and median income. All
of the attributes with a description can be seen in Table 3.4.
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Attribute
group

Attributes Comment

Age 0–4 years old, 5–9 years
old, ..., 75–79 years old, 80-
years old

Sex Male, Female
Income Median income Only attribute that is not a

percentage, rather the me-
dian income for the entire
area.

Housing type Tenant-ownership, Owned
housing, Rented housing

Tenant-ownership refers to
the Swedish term "bostad-
srätt".

Education Less than upper secondary
school, Upper secondary
school, Less than 3 years
at University, More than 3
years at university

Upper secondary school
refers to the Swedish
educational institution
"gymnasium".

Economic stan-
dard

Low economic standard Low economic standard is
defined by SCB as house-
holds with an economic
standard lower than 60 per-
cent of the median for Swe-
den’s entire population.

Country of birth Born in Sweden
Employment Not working Percentage of population in

ages 16–64 that are not
working. Note that this is
not the same as unemploy-
ment.

Work sector Farming, forestry and
fishing, Manufacturing and
extraction, Energy and
environment, Construction,
Commerce, Transport and
warehousing, Hotel and
restaurant, Information and
communication, Finance
and insurance, Real estate,
Business services, Public
administration and De-
fence, Education, Health,
social care and Social ser-
vices, Cultural and personal
services etc.

Percentages of the popula-
tion in ages 16–74 working
in a given sector.

Table 3.4: DeSO attributes for clustering the areas into groups. Unless otherwise
is stated all attributes are percentages of the area’s entire population.
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All features were standardised by subtracting the mean and scaling to unit variance
in order for each parameter to have equal weight in the clustering. Many of these
variables suffer from being strongly correlated, which is an issue when performing
K-means as two variables that are highly correlated would in effect get a larger
weight. To address this principal component analysis (PCA), which is a method of
changing the basis of data, was performed with the goal of removing any correlation
between components while keeping 99% of the explained variance. The result was
a decrease in dimensions from 45 parameters to 33 components, which is an added
bonus as K-means works poorly in high dimensions. The resulting components from
PCA were then used in the clustering process.

The initialisation of the K-means centroids can have a substantial effect on the
quality of the outcoming clusters. With an unfortunate initialisation, the algorithm
could finish at an unsatisfying local minimum. Two steps were taken to avoid this,
the first is using the K-means++ initialisation algorithm which guarantees clusters
that are O(log k)-competitive of the optimal K-means solution [41]. The second step
is that a few thousand different seeds for the random generator within K-means++
were tried to further optimise the solution slightly, selecting the seed that granted
the best cluster cohesion score.

K-means clustering requires the parameter k or the number of clusters to be pro-
vided. In order to find the best k-value five commonly used methods were used. Each
method consists of running K-means for different k-values and calculating a score
measuring the quality of the cluster solution, in our case we tested k = [2, ..., 14].
The results of the five methods can be seen in Appendix Figure A.1, in combination
they suggest that clustering on k = 5 clusters works well for our data. Although
some scores suggest a lower k like k = 3 would be better, those were decided against
as their clusters were deemed too broad both socioeconomically and geographically.
For example, k = 3 would yield a countryside cluster and two urban clusters. So
k = 5 was used for clustering.
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This chapter describes and visualises the processed data and inferred trips and home
location. The number of users and stops left after pre-processing can be seen in
Table 4.1 as well as descriptive statistics about the remaining data. The difference
in sparsity between the 2019 and 2020 data is significantly lower than before pre-
processing, with the difference in the median number of stops shrinking from ten
more stops in 2020 to just two more. A similar change can be seen regarding the
median duration for each day, which was nine times longer in 2020 before pre-
processing but less than twice as long after.

Year Users Stops Trips Median duration (h) Median stops Median trips
of active day of active day of active day

2019 2 140 118 000 55 000 8.79 5.0 2.0
2020 11 960 950 000 369 000 15.87 7.0 2.0

Table 4.1: Overall model statistics after pre-processing and trip construction. An
active day is a day containing at least one stop.

4.1 Trips
The distribution of total trips per user can be seen in Figure 4.1, there are more
users in 2019 with very few trips, while 2020 has a larger share of users with 70 or
more trips.

Figure 4.1: The cumulative frequency of trips per users.

Almost all trips are within VGR, as indicated by Figure 4.2 (a). Figure 4.2 (b)
displays one of the limitations of the model, it interprets trips with transits longer
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than five minutes as multiple trips. The figure displays an additional limitation
of the model, it infers the route of a trip as a straight line from the origin to
destination. In reality, the route is likely not straight and therefore distance will be
underestimated.

(a) OD-matrix with DeSO areas as nodes
for 2019, only the 5% most popular edges
are displayed

(b) Syntetic flight between
Gothenburg - Umeå, with
tranisit in Stockholm

Figure 4.2: Visualisation of trips and their locations (a)OD-matrix of 2019, almost
all the 5% most popular edges are within VGR. (b) Synthetic example, a user flies
between Gothenburg and Umeå with a transit in Stockholm

4.2 Home location

Figure 4.3 shows that the users are fairly evenly spread throughout the region except
for some hotspots. Table 4.2 shows descriptive statistics of the relationship between
the number of devices in each area and the actual population. Since many areas
especially in 2019 have so few users further aggregation in the form of clustering
was done.
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(a) 2019 (b) 2020

Figure 4.3: Users per 1000 area population for each DeSO area 2019 to the left
and 2020 to the right.

Year Users Stops Trips Population Users / 1000 Population
2019 min 1.0 14.0 0.0 767 0.37

25% 1.0 68.0 28.0 1464 0.78
50% 2.0 120.0 55.0 1753 1.28
75% 3.0 188.0 89.0 2054 2.00
max 14.0 866.0 467.0 3746 6.33

2020 min 1.0 33.0 4.0 767 0.49
25% 7.0 538.8 209.8 1444 4.24
50% 11.0 852.0 330.5 1727 6.36
75% 16.0 1211.2 484.2 2036 8.82
max 47.0 4611.0 1823.0 3746 36.20

Table 4.2: Descriptive statistics on mobility model for individual DeSO areas.
25%, 50%, 75% refers to percentiles.

4.3 Descriptive analysis of socioeconomic clusters
The five clusters resulting from the K-Means clustering is mapped in Figure 4.4.
Though no geographic attributes were used for clustering, there are clear geo-
graphic concentrations of the clusters. Many clusters are mostly present in or around
Gothenburg, the largest city and main urban centre in the Västra Götaland Region.
The clusters were named based on how their populations’ socioeconomic attributes
are distributed (introduced below) and their geographic placement. That said the
names are based on the authors and supervisors interpretation and are generalisa-
tions, everyone living in these clusters will not necessarily fit the name of the cluster.
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(a) (b)

Figure 4.4: Map over DeSO areas in VGR coloured after the five clusters. All of
VGR in figure (a), closeup of Gothenburg in (b).

The users are fairly evenly spread out among the clusters (Figure 4.5) following the
true population fairly well. However, we observe one exception: in 2020 there are
more users in the Wealthy cluster than expected both comparing to 2019 and the
true population. A further breakdown of the mobility models descriptive numbers
into clusters can be seen in Appendix A.2

(a) (b) (c)

Figure 4.5: Distribution of population (a) and users (b & c) among the five clusters.
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Countryside is geographically the largest cluster and is mostly situated outside
urban centres. Most people working within farming, forestry and fishing live in this
cluster as can be seen in Appendix A.2. The Countryside cluster also has the largest
share of people between 50 and 74 years old as can be seen in Appendix A.3.

Minorities is geographically mostly surrounding Gothenburg but also appears in
some other urban areas (e.g. Borås, Trollhättan, Falköping). They stand out from
the other clusters: it is the only cluster where most people are not born in Sweden
and it is economically the most vulnerable with decisively more people living with
low economic standard (Figure 4.6). The median income in the Minorities cluster
is also significantly below the other clusters, which can be seen in Figure 4.7.

Wealthy is the largest cluster by population (Table 4.5), most people in this clus-
ter live in houses they own (see Living in ’äganderätt’ in Figure 4.6) close to cities.
Their median income is the greatest amongst our clusters (Figure 4.7), they are
the second most educated cluster (Figure 4.6), and they have more kids and people
between 40-54 years old than most clusters which can be seen in Figure A.3.

Working Class is located in the suburbs of Gothenburg and in the centre of smaller
towns and cities. The most distinctive feature of this cluster is that its median in-
come lies between that of the Minorities cluster and the other clusters (Figure 4.7).
Additionally, this cluster has the greatest share of people over the age of 80 (Ap-
pendix A.3).

City Core is almost exclusively located in the centre of Gothenburg except for
some areas in a few other cities. This cluster has the greatest share of people with
university education and people living in apartments (Figure 4.6). There are more
people between 20–39 years in this cluster and fewer kids than the other clusters,
which can be seen in Appendix A.3.
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Figure 4.6: Comparison of cluster populations over a selection of the socioeconomic
attributes. Centre line and the shaded area represent the three main quartiles (25th,
50th, and 75th percentiles). The attributes relating to education refer to highest
level of education achieved.

Figure 4.7: Median income distributions of the five clusters. Centre box is the same
as in a box plot representing the three main quartiles, each smaller box contain half
of the remaining data.
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Results

In this chapter, Section 5.1 presents how the mobility metrics have changed between
the years for the entire userbase. Section 5.2 goes one step further and presents how
the mobility metrics have changed between socioeconomic clusters over the years.
The socioeconomic clusters were introduced in Section 4.3.

5.1 Mobility metrics change - The whole popula-
tion

This section presents how the mobility metrics have changed between 2019 and 2020
for all users collectively. Descriptive statistics of the results presented can be found
in Appendix A.3.

5.1.1 Radius of gyration
Users radius of gyration changed by less than 0.5 km at the 25th or 50th percentile
between the years as shown in Figure 5.1. However, the mean and 75th percentile
radius of gyration decreased by 6.8 km and 6 km respectively, a 35% reduction for
both.

Figure 5.1: Distribution of radius of gyration (km) for the entire userbase displayed
in a boxplot.

5.1.2 Trip distance
The distribution of mean and median trip distance for each individual can be seen
in Figure 5.2. The median trip distance increased at all percentiles. The mean trip
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distance increased at the 25th and 50th percentile while decreased at the 75th and
mean.

Figure 5.2: Distribution of all users mean and median trip distances.

Three different trends are visible when looking at the cumulative frequency of trip
distances in Figure 5.3. There are more very short trips (0.1–1km) in 2019, while
short and medium (1–40km) trips are more frequent in 2020. Trips longer than
40km are more frequent in 2019, with the difference in cumulative frequency is
continuously growing with the trip distance.

(a) Distance range: 100m
- 1km

(b) Distance range: 1km
- 40km.

(c) Distance range: 40km
- 500km.

Figure 5.3: Cumulative frequency of all trip distances. Each figure shows a different
range of distances. The cumulative starts at 0 for each range. The frequency is
calculated on all trips, not only the trips within the range.

The distribution of the user’s maximum trip distance can be seen in Figure 5.4, there
is a substantial decrease at the 75th. Furthermore, Two spikes are visible Figure
5.4 (b). These spikes correspond to the distance between Gothenburg–Stockholm
(397km) and Gothenburg–Malmö (243km), the largest and third-largest city in Swe-
den respectively. The spikes decrease during 2020, indicating that fewer users are
travelling from Gothenburg to the two other large cities in Sweden, Stockholm and
Malmö.

5.1.3 Trips between regions
Trips between VGR and other regions decreased during 2020 as seen in Figure
5.5. The decrease is larger for VGR–non-neighbouring (63%) regions than VGR -
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(a) Boxplot of users’ maximum trip
distance

(b) Frequency of users’ maximum trip
distance.

Figure 5.4: (a) shows a distribution of users’ maximum trip distance for both 2019
and 2020. (b) displays the frequency of users’ maximum trip distance.

neighbouring regions (15%).

Figure 5.5: Trips between VGR and other regions have decreased, with the biggest
decrease being between VGR and non-neighbouring regions.

5.1.4 Visitation frequency
Figure 5.6 (a) shows the cumulative visitation frequency of 20 locations ordered
by their rank. The cumulative visitation frequency increased at all percentiles,
indicating that users in 2020 have more concentrated visits to a limited number of
locations. The difference between the years is small, usually within 5 percentage
points. Users in 2020 tend to visit more unique locations in total, increasing the
median number of locations visited from 9 to 11. Figure 5.6 (b) displays the visits
to the two most visited locations more closely. These two locations are an exception
to the trend mentioned above since the 75th percentile is larger for 2019 and there
is no difference at the 50th percentile.

5.1.5 Location temporal profile
The temporal profile for the most visited and second most visited location can
be seen in Figure 5.7. For both locations, the weekday temporal profile follows
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(a) Cumulative frequency of 20 most visited locations,
dotes lines indicate share of user visiting at least x loca-
tions. Shaded area represents 25th and 75th percentile.

(b) Distribution of cumulative frequency of visits to top
two locations.

Figure 5.6: Cumulative frequency of most visited locations.

the shape of the baseline which was calculated from a travel survey, introduced in
Section 3.6.3. However, this is not the case for the weekend. There is only a small
difference for the most visited location between the years, the year 2020 follows the
baseline more closely 00–15 for weekdays while 2019 find a better fit after that. For
the second most visited location, the year 2020 has the most activity around 06–16.
The temporal profile of all location can be seen in Appendix A.8, 2020 have a flatter
curve with about the same amount of activity between 06–22 while 2019 had more
activities in the evening and less early morning.

5.2 Mobility metrics change - Socioeconomic break-
down

In this section, the results from Section 5.1 are broken down for each socioeconomic
group introduced in Section 4.3. Descriptive statistics for the changes described can
be seen in Appendix A.4.
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Figure 5.7: Temporal profile of most and second most visited location respectively.

5.2.1 Radius of gyration

As seen in Figure 5.8, the median radius of gyration decreased for all clusters except
Minorities and City Core, while the 75th percentile decreased for all clusters except
Minorities. The decrease was found to be stronger at the 75th percentile, decreasing
30–43% while the median shrank with 10–30%. The radius of gyration increased at
the 25th percentile for most clusters, but by no more than 0.5 km.

Figure 5.8: Box plot of radius of gyration for each cluster. Outliers are removed
from the plot.

5.2.2 Trip distance

The median trip distance experienced an overall increase at 25th and 50th percentile
for all clusters during 2020, and an increase at the 75th percentile for all clusters
except City Core and Minorities as seen in Figure 5.9 (a). The Wealthy cluster saw
a reduction in maximum trip distance at the 50th and 75th percentile while both the
Working class cluster and Countryside saw a smaller reduction as seen in Figure 5.9
(b). The Minorities cluster saw a small increase in maximum trip distance travelled.
Mean trip distance can be seen in Appendix A.10.
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(a) Median trip distance (b) Max trip distance

Figure 5.9: Distribution of users median (a) and max (b) trip distance for each
cluster.

5.2.3 Trips between regions
Trips between VGR and other regions can be seen in Figure 5.10. There is a
clear distinction between VGR trips with neighbouring regions and trips with non-
neighbouring regions, as there is a substantially sharper decline in trips with non-
neighbouring regions than trips between VGR and neighbouring regions. The re-
duction in travel between VGR and neighbouring regions are within the margin of
error for all clusters. The Wealthy cluster sees no decline in trips between VGR and
neighbouring regions. Figures for trips within VGR, within neighbouring regions,
and outside VGR can be seen in the Appendix A.11.

(a) Share of trips between VGR and
neighbouring regions

(b) Share of trips between VGR and non-
neighbouring regions

Figure 5.10: Trips going between VGR and other regions.

5.2.4 Visitation frequency
The cumulative visitation frequency homogenised between the clusters during 2020
as seen in Figure 5.11. The minority cluster changes from having the highest share
of their visits to the most visited location to the lowest share, as displayed in Figure
5.11 (c). The homogeneity becomes evident in Figure 5.11 (d), there is a very low
variance at 25th, 50th, and 75th percentile between clusters during 2020.
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The change in cumulative visitation frequency for the Minorities and the Wealthy
cluster can be seen in Figure 5.12, the same figure for all cluster can be seen in
Appendix A.12. The Wealthy and Countryside cluster have the greatest reduction
in visits to their less visited locations. Users from these clusters also have the lowest
increase in the number of unique locations visited. The Minorities cluster have the
lowest reduction in visits to their less visited locations and the greatest increase in
the number of unique locations visited.

(a) Top 20 locations 2019

(b) Top 20 locations 2020

(c) Most visited location (d) Top 2 locations

Figure 5.11: The cumulative frequency of each users visits to the 20 most visited
location for 2019 (a) and 2020 (b). The dotes line represent the share of users who
have visited at least x locations. (c) Boxplot of frequency of visits to most visited
location. (d) Boxplot of the cumulative frequency of the two most visited locations.
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Figure 5.12: The cumulative frequency of visits for the minorities and wealthy
cluster.

5.2.5 Location temporal profile
The temporal profile for all clusters for the most visited and second most visited
location can be seen in Figure 5.13. Most of the difference between the clusters can
be seen during the weekdays, there are only small differences between the clusters
during the weekend. The differences between the clusters reduced during 2020. The
wealthy cluster has the strongest dip between 6–16 for their most visited location
while having the strongest peak at the same for the second most visited location.
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Figure 5.13: The temporal profile for the most visited and second most visited
location for all clusters.
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6
Discussion

The limitations of the mobile app and socioeconomic data are discussed in Section
6.1. Section 6.2, discuss how the socioeconomic clusters relate to cluster found in
another Swedish study which used the same socioeconomic dataset. Section 6.3,
covers the results compare to previous studies. Lastly, the validity of the result is
discussed in Section 6.4.

6.1 Limitations

The dataset might contain underlying biases for several reasons. First, it was col-
lected based on the usage of a variety of undisclosed apps, where the only notation
of a user is an anonymised id. It is unknown whether the collection of geolocations
associated with app use are representative of the mobility of the whole population.
This potential bias issue has not been handled in the thesis.

While the same data provider is used for both the 2019 and 2020 data, the data has
significant differences in the method of collection between the years as we discussed
in Section 3.1. As a result of different data collection methods, the 2019 data is
significantly sparser. Preprocessing and mobility metrics were adapted to mitigate
these differences to some degree. However, it is unknown whether the change in
collection method is solely responsible for the difference in the observed sparsity or
if some of it was due to a change in human behaviour caused by the COVID-19 pan-
demic (e.g. more frequent app uses during the pandemic). Hence, the preprocessing
method we introduced here does not aim to completely equalise the sparsity between
the years, since it would risk removing new behaviours caused by the pandemic. In
the end, this uncertainty could make the results presented here less conclusive. How-
ever, since these sparsity differences affect all clusters, the relative changes between
the cluster should still be valid.

Lastly, the available attributes in the socioeconomic data are limited, thus, making
it difficult to determine which attributes affect mobility. If an attribute is found to
affect mobility, it could be due to an unknown attribute that is correlated with it.
For instance, one such correlation could be university education and the possibility
to work from home. It is likely the latter that has a direct impact on mobility
change during the pandemic. The use of indirect variables can introduce additional
uncertainty and reduce the validity of our results.
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6.2 Socioeconomic Clustering
Our study uses five socioeconomic clusters, which incidentally has the same number
of clusters as Almlöf (2020) [14]. Their study of Stockholm that performed similar
clustering on DeSO attributes used a different clustering method namely two-step
clustering from IBM’s SPSS tools. A big difference from K-means is that it deter-
mines how many clusters to find on its own. Since we are using the same dataset we
clustered largely on the same attributes, with some differences like the employment
sector in our study and population density in theirs.

Their five clusters and ours are comparable in their socioeconomic attributes with
just some minor differences like they describe their Rural cluster as having more chil-
dren which is not the case for our Countryside cluster, our City Core cluster seems to
be even younger than their Central cluster with the greatest share of 20–39-year-old
versus their greatest share of 30–39-year-old, their Garden suburb is the most edu-
cated cluster while our otherwise very comparable Wealthy cluster is not. But these
differences are likely due to regional differences, like Stockholm County being more
urban with a population density of 367 people/km2 versus VGR’s 73 people/km2

[42].

6.3 Mobility changes
The results indicate a substantial decrease in mobility during 2020. For most mea-
sured metrics the decrease is primarily observed at the 50th percentile and higher.
Furthermore, the clusters with the highest mobility in 2019 made larger reductions
in mobility, both in absolute and relative terms. These two factors combined in-
dicate that it is primarily individuals who were highly mobile pre-pandemic who
reduced their mobility. How this conclusion is reached as well as how the results
relate to other studies is discussed below.

6.3.1 Mobility change by mobility metric
In this section, the results of each mobility metric are discussed.

Radius of gyration
The 5% reduction in median radius of gyration during 2020 is substantially lower
than the 47% reduction found during lockdown in Italy [43]. However, the mean
reduction of 35% is similar to the 30–40% reduction observed in Spain during Novem-
ber 2020 [18]. A possible explanation for the differences is that lockdowns heavily
affect the average individual while only individuals with high pre-pandemic mobility
reduce their mobility during softer rules. This argument is further supported when
investigating which socioeconomic groups reduce their radius of gyration. The clus-
ters with larger radius of gyration reduce it to a greater extent and the reduction is
larger at the 75th percentile as seen in Figure 5.8. The cluster with the lowest pre-
pandemic radius of gyration, Minorities, shows no reduction and City Core, which
had a low median radius of gyration, only shows a reduction at the 75th percentile.
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The Minorities cluster have a lower radius of gyration at the 50th and 75th per-
centile than the other clusters, even without reducing their radius during 2020. The
large difference at the 75th percentile between the City Core and the Minorities
cluster is curious since the clusters appear in the same cities. Radius of gyration
has been found in the other studies to differ within cities, where the less wealthy
are found to either have the highest or lowest radius of gyration. However, the
study found a difference of about 50% at the 75th percentile between the poorest
and wealthiest neighbourhoods while it is close to 300% between the Minorities and
City Core cluster [34].

The reduction in radius of gyration is likely driven by the reduction of longer-
distance trips. Long trips create a stop far away from a user’s centre of mass and
have a large effect on the metric since the radius is calculated with a power term.
The reduction of longer-distance trips is evident in Figure 5.3.

Trip distance
The max trip distance decreased while the median trip distance increased during
the pandemic, as displayed in Figure 5.9. The mean trip distance shows only small
changes at the 50th percentile but decreased at the 75th percentile, except for the
Minorities cluster which had a small increase as seen in Appendix A.10.

As discussed above in radius of gyrations, long trips and radius of gyration are
related. The observed decrease in maximum trip distance is consistent with the
decrease in radius of gyration observed in this study as well as other studies [18, 43].
Similarly, a French study conducted during lockdown also show a reduction in num-
ber of trips longer than 100 km [44], which is also observable both in Figure 5.3 and
5.9. Consistent with previous results in the thesis, the reduction is larger for the
study conducted during lockdown at 85% compared the 40% reduction in trips over
100 km seen in this study.

The increase in median trip distance is explained by a decrease in very short trips
during 2020, with about 30% of trips being 250 meters or less in 2019 while only 20%
in 2020. One possible explanation could be the decrease in visits to local restaurants
and transit stations [4, 45]. However, this decrease could also be a consequence of
using the same spatial threshold for both years. The 2019 data likely has more
noise in the location data, since the 2019 location data approximated by less ac-
curate sources, Wifi and cellular networks while the 2020 data is inferred almost
exclusively from the more accurate GPS and fused locations. Therefore, 2019 data
is more likely to infer very short trips from noise in the location data.

Lastly, some of the implementations of the model lower the accuracy regarding
the lengths of trips. As mention in Section 4.1, the model can infer a single trip into
multiple trips if a transit is longer than five minutes. Also, the lengths of trips are
underestimated since the length of trips are calculated as a straight line distance.
Furthermore, the static maximum time of inferring a trip regardless of the distance
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of the trip makes it impossible to infer trips with a travel time of more than 8 hours.
It also makes it difficult to infer multiple hour-long trips in general, since a user
must not necessarily use their device directly at the end of the trip. All these three
factors contribute to more uncertain aggregated trip distances.

Trip between regions
Trips between VGR and other regions declined during 2020, as seen in Figure 5.5 and
Figure 5.10. The decrease of 23% in trips between regions is smaller than observed
in Italy and France during lockdown where the inter-regional trips decreased by 50%
and 65% respectively [43, 44]. The decrease was larger for the share of trips between
VGR and non-neighbouring regions which decreased by 80% than for between VGR
and neighbouring regions which only was a reduction of 15%. A possible reason for
this difference could be the greater reduction in non-commuting trips than commut-
ing trips and more users commuting between VGR and neighbouring regions and
fewer commuting between VGR and non-neighbouring regions.

Another reason for the sharp decrease in trips between VGR and non-neighbouring
regions could be previous government recommendations to travel by car, and no
longer than 2 hours. Few cities in non-neighbouring regions are reachable from the
population centres of VGR within 2 hours. While this recommendation was no
longer in effect during November 2020, it could still affect the behaviours of indi-
viduals [46] as the pandemic was still was ongoing.

Visitation frequency
In general, the visits were more concentrated on a few top locations during 2020
while the visits were more spread out during 2019, as displayed in Figure 5.6. This
makes sense given the government’s recommendations. Furthermore, the clusters
exhibited differences in cumulative visitation frequency during 2019. The Coun-
tryside and Wealthy cluster visited more locations and spread out their visits to
different locations to a larger extent, as seen in Figure 5.11. However, these dif-
ferences were almost erased during 2020, with almost identical shares of visits to
the two most visited locations, and small differences at the less frequently visited
locations. This change was mainly driven by the Countryside and Wealthy clus-
ters which reduced their visits to their less frequently visited locations to a greater
extent than the other clusters, as seen in Figure 5.12 and Appendix A.12. The
opposite is true for the number of unique locations visited, the clusters where the
users visited the fewest unique locations in 2019 see the largest increase during 2020.

However, some of the changes during 2020 go against our common understanding of
what’s being reported in the literature. In particular, the number of unique location
visited by individuals increases during 2020, as well as some cluster decrease their
share of visits to the most visited location. A possible explanation for these dispar-
ities is the data sparsity difference. With more data points in 2020 the likelihood of
finding more unique locations increases. Furthermore, a sparse dataset might over-
estimate the visits to a location where an individual visits for a long duration, since
a stop can be inferred even if the geolocation records a far apart in time. Individuals
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are found to stay at the most visited location for a long duration, with 14 hours as
the most common stay time [32]. Hence, making it easy to find with a sparse dataset.

Temporal profile
During the pandemic, the Swedish health agency issued a recommendation to work
from home and stay home as much as possible [47]. Furthermore, both temporally
and permanent layoffs were prevalent [48]. With this in mind, the hypothesis was
that the temporal profile would change for the most visited and second most visited
location since they are typically home and work locations, respectively. The hy-
pothesis is that these changes would make the temporal profile of the most visited
location flatter since individuals are more likely to be at home during the daytime.
Furthermore, the second most visited location would no longer be the workplace for
individuals who reduced or stopped their visits to their workplace. Therefore, the
resulting temporal profile of the second most visited location would be a mixture of
the temporal profile from both workplaces as well as other commonly visited loca-
tions such as grocery stores, bus stops and gyms. An additional hypothesis was that
these changes would be more prominent for some socioeconomic groups, such as the
Working Class which could have been more heavily affected by the lay-offs or the
higher educated clusters since it is more likely that their jobs could be performed
from home.

However, our results do not confirm this hypothesis. The results instead indicate
small differences between the clusters and decreased shares of visits to the home
location during office hours and an increase of visits to the work location during the
same hours.

The increasing share of visits occurring during office hours for the second most
visited location is difficult to interpret since it could have different causes. One
possible interpretation is that the reduction of workplace visits have mostly affected
non-office hours. Another possibility could be that the second most visited location
naturally becomes a daytime weekday activity. This is since the temporal profile
of the home location have a large dip in visits during 6–17 weekdays, meaning that
the user is away during these hours. Since this is the largest dip the most visited
location during this dip often becomes the most visited location except for the home
location, I.e. the second most visited location.

6.3.2 Mobility change by socioeconomic cluster
In the following section, we briefly summarise the general mobility trends observed
during 2020 for each socioeconomic cluster as well as any trends seen between multi-
ple clusters. The results indicate a difference in mobility between the clusters before
the pandemic. Our study suggests that these differences seem to decrease during
the pandemic.

The results from US and Colombian studies indicated that wealthier areas had
lower mobility than poorer areas during the pandemic [8, 19]. This result was not
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replicated in our thesis. The least wealthy cluster, Minorities, still had the lowest
mobility during the pandemic. There are a few possible explanations. Firstly, our
observed differences in mobility pre-pandemic are larger than in the US study, where
the mobility differed by about 10 percentage points. Secondly, the studies were con-
ducted in the countries that issued lockdowns and even banned leisure travel in some
cases. No bans on leisure travel were issued in Sweden, hence our result contains
both essential and leisure travel while other studies might contain only essential
travel.

As mentioned at the start of Section 6.3, the reduction in mobility seemingly cor-
relates with the pre-pandemic mobility for each cluster. With few exceptions, the
cluster with the greatest pre-pandemic mobility had the greatest reduction, and
the upper percentiles show greater reductions than the lower. If the clusters would
be ranked in order of most mobile for each metric, few clusters would change or-
der during 2020. One exception to this rule is the Wealthy cluster, which has the
largest reduction in radius of gyration and max trip distance, while only having
the second or third largest pre-pandemic mobility. However, the reduction only
differs by a few percentage points. Therefore, our main conclusion is that socioe-
conomic factors have a greater impact on mobility than on the changes of mobility
during the pandemic. This argument is further supported when observing median
trips per user in Table A.2, the differences between the cluster decrease during 2020.

Wealthy
The Wealthy cluster was one of the more mobile clusters before the pandemic. In
accordance with other studies, the cluster saw a larger reduction in mobility during
COVID-19 [8, 19].

City Core
The City Core cluster show some similarities with the Minorities cluster at the 50th
and lower percentile for radius of gyration and the trip distance metrics. However,
the City Core had higher mobility at the upper percentiles.

Interestingly, while the cluster reduced the radius of gyration and mean trip dis-
tance at the 75th percentile, the median and max trip distance stayed the same at
the 75th percentile. This would indicate that many users still travel far but they do
it less frequently.

Working Class
The Working Class cluster is difficult to analyse due to its spread. Some of it is
located around the suburbs or centres of major cities, whereas other parts of the
cluster are located around minor population centres in the countryside. The cluster
reduced their mobility for every metric to a similar extent as the other metrics.

Minorities
The Minorities cluster showed the smallest reduction in mobility, which is consistent
with other studies [8]. However, the cluster still had the lowest mobility during 2020,
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since it had significantly lower mobility than the other cluster before the pandemic.

Countryside
The Countryside was the most mobile cluster in 2019, with the highest mobility
in almost every metric. A study found that the states with the lowest population
density in the US have the most miles travelled per day, both before the pandemic,
as well as during its first weeks [49]. While total distance travel during a day is not
measured in the thesis, the high mean trip distance and highest median trips per
user indicates that is the case. The Countryside cluster had the most significant
increase in median trip distance, indicating that the cluster reduced trips within its
local community.

6.4 Model validity
While no formal validation steps were performed due to time concerns, the result
shows promise. As discussed in Section 6.3, much of the result is in line with pre-
vious studies. Our results are also consistent with some of the basic expectations,
including the mobility reduction during 2020 and that the Countryside cluster has
a large radius of gyration and a long mean trip distance.

However, some mobility metrics indicate an increase in mobility for at least some
clusters, which goes against both the authors’ expectation and other studies. These
increases, as discussed in Section 6.3.1, could potentially be a result of the sparsity
differences between the years.

The general conclusions regarding the observed reductions between the years and the
observed differences in relative mobility change between the clusters should still be
valid. However, one should be careful when interpreting the exact values of mobility
change.
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The COVID-19 pandemic caused a reduction in mobility worldwide. While many
countries relied on lockdowns, Sweden relied on recommendations to curb the spread
of the virus. This makes Sweden a unique study area to study mobility changes dur-
ing the pandemic. The pandemic did not affect all socioeconomic groups equally,
with some groups having a higher risk of infection and mortality. In some cases,
this increased risk could be predicted by mobility.

Five mobility metrics were calculated using a big dataset of geolocations generated
by app usage in the Västra Götaland region in Sweden during October and Novem-
ber for both 2019 and 2020. The following metrics were calculated for both years:
radius of gyration, trip distance, trips between regions, visitation frequency, and
temporal profile. Moreover, five clusters of areas representing socioeconomic groups
were generated by clustering 1000 areas based on their socioeconomic attributes.
The socioeconomic information was collected from an official socioeconomic dataset,
DeSO. Clustering was performed with K-means on socioeconomic attributes such
as age, income, and education with a k-value selected based on cluster evaluation
scores. This resulted in the five clusters: Wealthy, City Core, Minorities, Working
Class, and Countryside. Users were then assigned to the clusters based on their
inferred home location and the mobility metrics were aggregated for all users within
the cluster.

The results show reductions in mobility during the pandemic, including the radius of
gyration, long trips, and trips to other regions for the entire population as a whole.
The results also indicate that users tend to concentrate their visits to fewer loca-
tions during the pandemic. However, the number of unique visited locations have
increased. This increase could be due to the difference in data sparsity, where 2020
contained 45% more stops after pre-processing. Additionally, the temporal profiles
of the most and second most visited locations provided no conclusive insights. The
reduction in mobility was substantially smaller than the reduction found in other
countries during lockdown, the median radius of gyration decreased by 5% compared
to 47% and trips longer than 100 km reduced by 40% compared to 85%.

We found that mobility decreased in Sweden during the pandemic, however to a
lesser degree than in countries that issued lockdowns. Our study also observes dif-
ferences in pre-pandemic mobility between the different socioeconomic clusters. The
wealthier and rural clusters were more mobile, visiting more locations, making more
trips, and travelling further. Those differences shrunk during October–November
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2020 compared to 2019, since the more mobile clusters reduced their mobility while
the travel behaviours of the least mobile clusters were almost unchanged. We also
that found that the upper percentile reduced their mobility more than the lower
percentiles, both in relative and absolute terms. Therefore, we conclude that the
reduction in mobility is primarily driven by individuals with high pre-pandemic mo-
bility. Consistent with the literature, we found that the most socially disadvantaged
cluster, Minorities, had the lowest reduction in mobility while the wealthiest cluster,
Wealthy, had the largest. However, this observation is consistent with our earlier
conclusion, the Minorities cluster has the lowest pre-pandemic mobility while the
Wealthy cluster has among the highest and only has a slightly larger reduction in
mobility than the other mobile clusters. We, therefore, conclude that socioeconomic
factors have a larger effect on pre-pandemic mobility than on the reductions in the
observed months during the pandemic.

7.1 Future work
While this thesis measure the extent users travel, how and why the users travel is
unknown. Inferring information such as the purpose of the trips, mode of trans-
portation, and category of location visited would enable a deeper understanding
of which mobility behaviours cause the difference in mobility between the socioe-
conomic clusters. Moreover, this information would increase the understanding of
which groups have an increased risk of infection due to their mobility, since not all
mobility increase the risk of infection equally. Studies determining the purpose of
the trip and the type of location visited have been conducted during COVID-19,
however, no such studies have been done in Sweden to our knowledge. Conducting
such a study in Sweden could provide insight into which types of travel individuals
voluntary reduce or stop during the pandemic.

The clustering provides socioeconomic groups, making it easier to interpret and
compare the results. However, the clusters are large and might encompass multiple
sub-populations, such as students and pensioners, with different mobility patterns.
These sub-populations might only occupy a few areas and share many attributes
with the cluster, making them difficult to find when clustering. As is the case with
students in City Core. A possible solution could be to cluster the areas within a clus-
ter. We also believe this step could be applied to separate clusters such as Working
Class, which appear both in cities as well as in the countryside. We believe this step
would allow for more well-defined clusters, making the results easier to interpret, as
well as more detailed insights.

The locations temporal profiles discussed in Section 6.3.1 provided no conclusive
results. It was theorised that the second most visited location became a merger of
multiple different locations temporal profile. To explore if this is the case, similar
temporal profiles could be grouped together. These groups could then potentially
be identified with help of baselines. Lastly, it could be measured how the size of
each group has shifted between the years. Allowing for a partial measure if users
have changed their second most visited location from workplace to something else.
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Appendix 1

A.1 Data

Year/Duration mean std min 25% 50% 75% max
2019 3024 7421 1 52 650 3209 1582941
2020 1991 6576 1 10 24 616 2012003

Table A.1: Descriptive statistics of duration of stops before preprocessing for both
years. The duration is in seconds.
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A.2 Clustering

(a) Elbow method, best value
found at "elbow"

(b) Silhouette Method, the
closer to 1 the better

(c) Calinski-Harabaz Index,
higher score - better separated
clusters

(d) Davies-Bouldin Index, mini-
mum score is the best

(e) Gap Statistic, maximum
Gap value is the best

Figure A.1: Five different methods of finding a good k value, k = 5 is marked in
each plot.
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Year Cluster Population Users Users/ Stops Trips Median
1000 Pop trips/user

2019 Wealthy 461900 400 0.87 22300 11200 27
City Core 303300 460 1.52 25600 10500 20
Working Class 385000 530 1.38 29100 13800 24
Minorities 179300 290 1.62 15300 7000 21.5
Countryside 396500 460 1.16 25800 12500 25

2020 Wealthy 461900 4380 9.48 345500 132500 27
City Core 303300 1390 4.58 105100 41100 26
Working Class 385000 2420 6.29 193900 75100 28
Minorities 179300 920 5.13 70300 28600 27
Countryside 396500 2850 7.19 235200 91600 29

Table A.2: Descriptive numbers of the mobility model for each cluster.

Figure A.2: Parallel coordinate graph over work industry of cluster population.
Centre line and the shaded area represent the three main quartiles. The population
in this graph refers to people between the ages 16-74.
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Figure A.3: Parallel coordinate graph over ages of cluster population. Centre line
and the shaded area represent the three main quartiles.
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A.3 Mobility metrics - Whole population

Radius of gyration 25-th 50-th 75-th Mean
2019 1.46 5.16 17.71 19.54
2020 1.97 4.88 11.75 12.79
Difference -0.51 0.28 5.96 6.75
Change (%) 35% -5% -34% -35%

Table A.3: Change in radius of gyration, year on year

Figure A.4: Box plot of radius of gyration

Mean trip distance 25-th 50-th 75-th Mean
2019 1.74 4.47 10.22 8.5
2020 2.41 4.93 9.25 7.26
Difference -0.67 -0.46 0.97 1.24
Change (%) 39% 10% -9% -15%

Table A.4: Change in mean trip distance year on year

Median trip distance 25-th 50-th 75-th Mean
2019 0.48 1.31 3.83 4.21
2020 0.95 2.13 5.12 4.3
Difference -0.47 -0.82 -1.29 -0.09
Change (%) 98% 63% 34% 2%

Table A.5: Change in median trip distance year on year
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Max trip distance 25-th 50-th 75-th Mean
2019 5.48 17.08 52.88 48.48
2020 7.97 18.26 42.21 37.96
Difference -2.49 -1.18 10.67 10.52
Change (%) 45% 7% -20% -22%

Table A.6: Change in max trip distance year on year

(a) (b)

Figure A.5: Trip distance breakdown on mean and median (a) and max (b).

Trips between regions 2019 2020 Difference Change (%)
Within VGR (%) 94.79 96.64 -1.85 2.0%
VGR - Neighbouring regions (%) 1.63 1.39 0.24 -15.0%
VGR - Non-neighbouring regions (%) 0.9 0.33 0.57 -63.0%
Outside VGR (%) 1.66 0.84 0.82 -49.0%
Within neighbouring regions (%) 1.02 0.8 0.22 -22.0%

Table A.7: Change in travel between regions

(a) (b)

Figure A.6: Trips to neighbouring regions.
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Unique locations visted 25-th 50-th 75-th Mean
2019 5 9 15 11.18
2020 7 11 16 12.37
Difference -2 -2 -1 -1.19
Change (%) 40.0% 22.0% 7% 11.0%

Table A.8: Change in locations visited

Location rank 1 2 5 10 20
25-th 0.47 0.65 0.78 0.85 0.85
50-th 0.64 0.8 0.88 0.91 0.94
75-th 0.81 0.91 0.95 0.96 0.98
Mean 0.63 0.76 0.85 0.89 0.9
Share of users 100% 97% 79% 50% 13%

Table A.9: Cumulative visitation frequency for 2019

Location rank 1 2 5 10 20
25-th 0.51 0.7 0.84 0.9 0.91
50-th 0.63 0.81 0.9 0.94 0.96
75-th 0.76 0.89 0.95 0.98 0.99
Mean 0.63 0.79 0.88 0.93 0.94
Share of users 100% 99% 89% 59% 14%

Table A.10: Cumulative visitation frequency for 2020

(a) Cumulative frequency of 20
most visited locations, dotes lines
indicate share of user visiting at
least x locations.

(b) Boxplot of cumulative fre-
quency of visits to top two loca-
tions.

Figure A.7: Cumulative frequency of most visited locations.
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(a) (b)

(c)

Figure A.8: Temporal profile of (a) most visited location, (b) second most visited
location, and (c) all locations.

A.4 Mobility metrics - Socioeconomic clusters

Radius of gyration (km) 25-Percentile Median 75-Percentile Mean
City Core 0.23 (21%) 0.08 (2%) -6.89 (-37%) -10.0 (-40%)
Countryside 0.45 (12%) -0.89 (-10%) -9.07 (-38%) -8.03 (-34%)
Minorities 0.33 (33%) 0.63 (25%) 0.09 (1%) 0.42 (4%)
Wealthy -0.19 (-8%) -1.88 (-29%) -7.46 (-43%) -9.82 (-45%)
Working Class 0.48 (49%) -0.78 (-14%) -5.37 (-29%) -3.92 (-23%)

Table A.11: Difference in radius of gyration

VIII



A. Appendix 1

Median trip distance (km) 25-Percentile Median 75-Percentile Mean
City Core 0.21 (42%) 0.17 (13%) 0.04 (1%) 0.06 (2%)
Countryside 0.87 (139%) 2.25 (109%) 1.57 (22%) 0.22 (3%)
Minorities 0.33 (100%) 0.34 (29%) -0.05 (-1%) -0.47 (-13%)
Wealthy 0.57 (103%) 0.76 (47%) 0.38 (8%) 0.16 (4%)
Working Class 0.3 (70%) 0.62 (76%) 0.3 (10%) -0.83 (-19%)

Table A.12: Difference in median trip distance

Mean trip distance (km) 25-Percentile Median 75-Percentile Mean
City Core 0.28 (20%) 0.12 (3%) -0.95 (-13%) -1.6 (-21%)
Countryside 1.02 (29%) 0.41 (5%) -1.23 (-8%) -1.1 (-10%)
Minorities 0.36 (28%) 0.24 (7%) 0.36 (6%) -0.67 (-11%)
Wealthy 0.27 (11%) -0.55 (-10%) -1.91 (-18%) -1.58 (-18%)
Working Class 0.5 (36%) -0.2 (-4%) -1.5 (-14%) -2.17 (-24%)

Table A.13: Difference in mean trip distance

Maximum trip distance (km) 25-Percentile Median 75-Percentile Mean
City Core 1.18 (30%) 1.75 (19%) -2.27 (-5%) -18.76 (-33%)
Countryside 1.76 (13%) -2.77 (-9%) -11.57 (-18%) -12.03 (-21%)
Minorities 0.99 (22%) 1.79 (19%) 2.7 (13%) 2.25 (9%)
Wealthy -0.37 (-4%) -4.86 (-23%) -20.49 (-36%) -16.61 (-31%)
Working Class 1.66 (35%) -2.27 (-9%) -9.92 (-16%) -5.79 (-12%)

Table A.14: Difference in maximum trip distance

Figure A.9: Box plot of radius of gyration
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(a) (b)

(c)

Figure A.10: Trip distance breakdown on mean (a), median(b) and max (c).

Trips between Within VGR VGR - VGR - Outside VGR Within
regions Neighbouring Non-neighbouring neighbouring
City Core 2.96 (3%) -0.34 (-18%) -0.62 (-52%) -1.24 (-50%) -0.76 (-47%)
Countryside 2.74 (2%) -0.8 (-37%) -0.64 (-69%) -1.34 (-57%) 0.04 (3%)
Minorities 0.52 (0%) -0.35 (-34%) -0.13 (-40%) 0.23 (77%) -0.28 (-41%)
Wealthy 1.87 (1%) 0.04 (2%) -0.55 (-60%) -0.97 (-58%) -0.38 (-33%)
Working Class 1.06 (1%) -0.24 (-17%) -0.68 (-72%) -0.26 (-23%) 0.12 (20%)
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(a) (b)

(c) (d)

(e)

Figure A.11: Trips breakdown on a regional level.

City Core/Location rank 1 2 5 10 20
Share of users 0.0 (0%) 2.0 (2%) 12.0 (15%) 14.0 (30%) 4.0 (40%)
Mean -0.01 (-1%) 0.0 (0%) 0.02 (2%) 0.03 (3%) 0.04 (4%)
25-th 0.02 (4%) 0.02 (2%) 0.04 (4%) 0.04 (4%) 0.09 (10%)
50-th -0.01 (-1%) -0.02 (-2%) 0.01 (1%) 0.02 (2%) 0.04 (4%)
75-th -0.06 (-7%) -0.04 (-4%) 0.0 (0%) 0.01 (1%) 0.03 (3%)

Table A.15: Change in cumulative frequency of visits, City Core cluster
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Working Class/Location rank 1 2 5 10 20
Share of users 0.0 (0%) 1.0 (1%) 9.0 (11%) 8.0 (16%) 2.0 (18%)
Mean -0.01 (-1%) 0.02 (2%) 0.04 (4%) 0.03 (3%) 0.04 (4%)
25-th 0.02 (4%) 0.03 (4%) 0.04 (4%) 0.04 (4%) 0.04 (4%)
50-th -0.02 (-3%) 0.0 (0%) 0.03 (3%) 0.02 (2%) 0.02 (2%)
75-th -0.04 (-4%) -0.01 (-1%) 0.01 (1%) 0.01 (1%) 0.01 (1%)

Table A.16: Change in cumulative frequency of visits, Working Class cluster

Minorities/Location rank 1 2 5 10 20
Share of users 0.0 (0%) 3.0 (3%) 12.0 (16%) 17.0 (44%) 4.0 (40%)
Mean -0.07 (-10%) -0.03 (-3%) -0.01 (-1%) 0.02 (2%) 0.02 (2%)
25-th -0.07 (-12%) -0.02 (-2%) 0.02 (2%) 0.04 (4%) 0.01 (1%)
50-th -0.1 (-13%) -0.06 (-6%) -0.01 (-1%) 0.02 (2%) 0.03 (3%)
75-th -0.08 (-9%) -0.04 (-4%) -0.01 (-1%) 0.0 (0%) 0.0 (0%)

Table A.17: Change in cumulative frequency of visits, Minorities cluster

Countryside/Location rank 1 2 5 10 20
Share of users 0.0 (0%) 1.0 (1%) 9.0 (11%) 7.0 (12%) -1.0 (-5%)
Mean 0.02 (3%) 0.05 (6%) 0.06 (7%) 0.06 (6%) 0.03 (3%)
25-th 0.08 (19%) 0.09 (15%) 0.09 (12%) 0.07 (8%) 0.06 (7%)
50-th 0.03 (5%) 0.05 (6%) 0.05 (5%) 0.05 (5%) 0.01 (1%)
75-th -0.04 (-5%) 0.01 (1%) 0.02 (2%) 0.03 (3%) 0.0 (0%)

Table A.18: Change in cumulative frequency of visits, Countryside cluster

Wealthy/Location rank 1 2 5 10 20
Share of users 0.0 (0%) 2.0 (2%) 10.0 (12%) 4.0 (7%) -3.0 (-20%)
Mean 0.03 (4%) 0.04 (5%) 0.05 (5%) 0.04 (4%) 0.03 (3%)
25-th 0.08 (17%) 0.08 (12%) 0.07 (8%) 0.05 (5%) 0.04 (4%)
50-th 0.04 (6%) 0.04 (5%) 0.05 (5%) 0.04 (4%) 0.03 (3%)
75-th -0.02 (-2%) 0.01 (1%) 0.02 (2%) 0.02 (2%) 0.01 (1%)

Table A.19: Change in cumulative frequency of visits, Wealthy cluster
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(a) (b)

(c) (d)

(e)

Figure A.12: Cumulative visitation frequency for all clusters.
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Figure A.13: Temporal profile of the most visited location for all clusters.
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Figure A.14: Temporal profile of the second most visited location for all clusters.
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Figure A.15: Temporal profile of all locations for all clusters.
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