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An Exploration of Explainability for Internal Stakeholders: A Qualitative Study

SUSHMITHA PRAVIN KARTHICK & TEDLA BAYOU ADMEKIE,
Department of Computer Science and Engineering
Chalmers University of Technology and University of Gothenburg

Abstract
AI applications are becoming increasingly prevalent across various domains and in-
dustries. However, the challenge of comprehending the inner workings of ML/AI
systems extends beyond end users and significantly impacts AI/ML developers and
testers. This research investigates Explainable Artificial Intelligence (XAI) aspects
and challenges concerning internal stakeholders. We conducted a qualitative inter-
view study involving experts and researchers specializing in explainability and engi-
neering AI-based systems. Our findings emphasize the importance of explainability
exclusively for internal stakeholders, an aspect that has received limited attention
in previous research. We identified research gaps in the following areas: the lack
of exploration into how explainability can enhance AI/ML model testing, the need
for further investigation into existing XAI evaluation metrics that align with diverse
internal stakeholder needs, and the knowledge gap surrounding the concept of XAI
and its integration into existing processes. Additionally, we present the challenges
that internal stakeholders encounter when incorporating explainability features.
The key results show that explainability positively impacts testability, as it can
serve as a tool for guiding the test process. There are several noticeable benefits of
explainability methods (XAI) for both developers and testers such as explainability
aids in debugging the model output, which is an essential aspect of error analysis,
and in detecting potential biases in the data. Other benefits are discussed in this
paper. Furthermore, there is a need for an accepted set of standardized metrics to
assess the trustworthiness of explainability, which would evaluate the effectiveness
of the explanations themselves.
Our study offers foundational work for future research and underscores critical re-
search gaps. The ability to design explainability for internal stakeholders holds the
potential to facilitate the development of complex, AI/ML systems.

Keywords: explainability, XAI, AI/ML systems, AI testing, requirements engineer-
ing, stakeholders, internal stakeholders, and testability.
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1
Introduction

In today’s world, machine learning and AI models find applications in a wide range
of fields, including hotels, aviation, healthcare, education, and beyond. These tech-
nologies have proven to be exceptionally efficient, and their adoption is growing
exponentially. As AI rapidly evolves, it brings forth new concepts in software engi-
neering. Notably, the focus on transparency, understandability, explainability, and
ethics in the AI/ML field is gaining momentum.

Black box models whose internal workings are opaque or difficult to understand by
humans are not directly interpretable or explainable [1]. The decision made by the
model might be unclear not only for faulty predictions but even during accurate
predictions.

A black box model can make accurate predictions based on input data; however,
the inner workings of how it derives these predictions can be obscure. This opacity
is often observed in models like deep neural networks, where either the underlying
processes and mechanisms are concealed or inaccessible, making it challenging to
understand how the machine learning system generates outputs from given inputs
[2]. Furthermore, in some cases, even the input data itself may be unknown to
developers or observers, further contributing to the model’s opaqueness [2]. While
these models can be very effective at certain tasks, it can be difficult to understand
how they arrive at their predictions. In addition, if the training data used is biased
this can lead to discriminatory or unfair outcomes, which can be difficult to detect
or correct.

Lack of understanding of AI/ML models poses a challenge not only for the end users
but also developers and testers as well. The testing of AI and machine learning
systems presents unique challenges that aren’t encountered when testing traditional
software. Machine learning models are only as good as the data they are trained on.
If the training data is biased, then the model will be biased as well. This can make
it difficult to test the model for fairness and accuracy. Moreover, machine learning
models can be prone to overfitting, which means that they become too specialized
to the training data and perform poorly on new data. This makes it important to
test the model on a diverse set of data to ensure that it generalizes well.

Moreover testing especially in safety-critical AI systems presents unique challenges
due to the potentially serious consequences of errors or failures. According to
Kasauli, et al. a system is safety-critical if its failure can cause financial loss, dam-
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1. Introduction

age to the environment, injury to people, and in some cases, loss of lives [3]. The
transparency and interpretability of safety-critical systems are crucial as they allow
human operators to comprehend the system’s behavior and respond appropriately in
case of failures. Additionally, regulatory oversight applies to safety-critical systems,
introducing supplementary requirements and constraints to the testing process.

Explaining the AI/ML model helps to improve the understandability of decisions.
Especially in the context of safety-critical systems, integrating explanations into
the system is essential since it is required by law to optimize the model for better
decisions or predictions. However, since the concept of explainability is new, most
practitioners in the AI industry are either not aware of it or even if they know and
implemented explainability before, they do it their way. There is less study about
how existing ML experts view and practice explainability during design time.

Development practices in the realm of explainable artificial intelligence (XAI), in-
cluding activities like eliciting explainability-related requirements, identifying stake-
holders, negotiation, prioritization, evaluating the effect of explainability feature ad-
dition during model selection, and assessing explanation effectiveness pre-deployment,
are discussed in some of existing studies. However, the examination of existing soft-
ware engineering practices tailored to the development of XAI solutions to cater
to the requirements of internal stakeholders remains relatively underexplored. This
gap is particularly unclear in the context of understanding the specific explainability
needs of stakeholders geared towards enhancing the capabilities of AI/ML systems
through the application of explainability techniques during testing.

1.1 Statement of the problem
Studies in the area of explainability are quite diverse depending on the applicability
of the ML model. For instance, numerous studies of explainability for safety critical
systems such as autonomous cars and health care systems exist. For instance, in
safety-critical systems, explainability is part of the ML certification process since it
deals with the traceability of a mode [4]. Moreover, explanations can take several
forms, such as textual explanations, visual explanations, feature importance, and
Counterfactual Examples [4].

Existing explainability studies in various application domains such as safety-critical
systems such as autonomous cars emphasize the need for transparency and expla-
nation in cases of unexpected decisions such as wrong direction, sudden brakes,
problems with object identification, or failure to apply brakes, etc [5]. Shen et al.
[6] investigated the need for explanation and how the explanation will change with
context during autonomous car driving. For instance, the explanation is crucial for
near-crash scenarios and unexpected decreases in speed.

On the other hand, however, more advanced behaviors, i.e. policies learned through
means of reinforcement learning (RL) suffer from non-interpretability as they are
usually expressed by deep neural networks that are hard to explain [7]. Lukas M.
Schmidt [7] et al. proposes a novel pipeline that combines a reinforcement learning
step that solves for safe behavior through the introduction of safety distances with a
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subsequent innovative safe extraction of decision tree policies. The resulting decision
tree was not only easy to interpret, but it is also safer than the neural network policy
trained for safety.

Another study in autonomous cars deals with explanations of the driver reasoning
process when estimating pedestrian intents and predicting their behaviors during
the interaction period [8]. Moreover, the details, types, and delivery of explana-
tions vary by users identities and background knowledge [9]. For instance, systems
engineers and users with little technical knowledge need different explanations. Non-
technical users might be satisfied with a simple explanation of the decision while
autonomous systems engineers might need more informative explanations to under-
stand the current operability of the car, with the motivation to appropriately debug
the existing system as needed [9]. Stakeholders in XAI can be grouped into three
broad categories based on the type of explanation they need. The first category is
Engineers and scientists, the second group includes Ethicists (lawyers, journalists,
scientists, and computer scientists), and the third includes end users and consumers
[5].

Additionally, commonly used ML algorithms such as Decision Tree (DT), K-Nearest
Neighbors (KNN), and Bayesian models are considered transparent algorithms. On
the other hand, black box models that are not interpretable by design, require post
hoc explainability in the form of either text, visual, explanations by simplifications,
or explanation by feature relevance [5].

Moreover, explainability can assist testing activities by generating explanations for
a machine learning model’s action when it makes erroneous or unexpected decisions.
Current research endeavors do not explicitly investigate the XAI requirements of in-
ternal stakeholders concerning the collaborative relationship between explainability,
and testing. However, a study suggested using fault location methods in combina-
torial testing to produce explanations or justifications for decisions made in some
artificial intelligence and machine learning (AI/ML) systems [10].

As discussed earlier, the incorporation of explainability is vital for enhancing the
transparency of black-box AI/ML systems, particularly in the context of safety-
critical applications. It constitutes an integral component of the ML certification
process. Furthermore, explanations during unexpected decisions are essential in
safety-critical systems such as autonomous cars. Nonetheless, there is a pressing
need for a dedicated investigation that explicitly delves into the XAI requirements of
internal stakeholders, specifically in the context of supporting the testing of AI/ML
systems. Furthermore, current research lacks inquiries into the obstacles encoun-
tered by internal stakeholders while integrating explainability features into AI/ML
systems.

1.2 Purpose of the Study
The purpose of this thesis is to investigate the key factors within the development
of explainable artificial intelligence (XAI) that cater to the requirements of internal
stakeholders. This study primarily centers on the incorporation of explainability
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during the requirement, and design phase of XAI development, with the specific
goal of evaluating the intricate relationship between testability and explainability
to meet internal stakeholder needs. By examining the factors that facilitate the
integration of explainability into AI/ML systems from a design perspective, this
study identifies and documents the crucial components necessary for the effective
incorporation of explainability in AI systems for internal stakeholders. Furthermore,
it explores the synergy between XAI and testability, while also identifying potential
challenges within the XAI domain that require resolution or enhancement. As a
result, this research endeavor offers valuable insights to both industry practitioners
and researchers involved in the development of XAI tailored exclusively to address
the requirements of internal stakeholders.

1.3 Research Questions
In this qualitative research study, this thesis explores the experiences and perspec-
tives of researchers and practitioners related to explainable artificial intelligence
(XAI) in the context of internal stakeholder requirements during AI/ML develop-
ment. To guide the investigation, three research questions have been formulated to
reveal the factors that influence the integration of explainable AI (XAI) for inter-
nal stakeholders, understand the interaction between testability and explainability
within AI/ML systems, and identify the range of challenges that XAI practition-
ers may encounter. The objective is to shed light on the following three research
questions:

RQ1: What aspects contribute to the implementation of explainability in AI systems
for internal stakeholders?

The goal of RQ1 is to explore the key factors or components that come into play
when introducing explainability features into AI systems, focusing on how these
aspects relate to internal stakeholders.

RQ2: How does the integration of explainability contribute to enhancing the testabil-
ity of machine learning models?

The research question RQ2 explores the impact and benefits of incorporating ex-
plainability techniques into the evaluation and testing processes of machine learning
models.

RQ3: What challenges may internal stakeholders encounter while incorporating ex-
plainability features?

The research question RQ3 investigates and identifies the obstacles, difficulties, and
issues that individuals or groups might encounter within an organization who are re-
sponsible for integrating explainability features into AI or machine learning systems.
It aims to understand the specific challenges and hurdles that internal stakeholders
face during the implementation of explainability, shedding light on the practical and
operational aspects of incorporating explainability into AI/ML systems.
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1.4 Report outline
Chapter 2, delves into key concepts and pertinent literature related to the study’s
topic. This serves the purpose of establishing a foundational understanding of the
crucial concepts explored in the subsequent chapters.

Chapter 3, of the report, presents the research methodology utilized in this qualita-
tive study, encompassing the techniques and instruments employed for data gather-
ing, preparation, and analysis.

Chapter 4, provides an exposition of the findings derived from our data analysis,
organized by the research questions we formulated.

Chapter 5, involves a comprehensive discussion of how the findings address the
research questions, as well as an exploration of their implications for both XAI prac-
titioners and researchers. Additionally, this chapter will underscore the limitations
inherent in this study.

Chapter 6, provides a summary of the primary findings obtained in this study.
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2
Background and Related Work

2.1 Black Box model
Within the realms of science, computing, and engineering, the terms black box, gray
box, and white box are employed to describe varying degrees of accessibility to the
internal workings of a component. These terms denote different levels of closure
regarding the understanding of the component’s internal gist.

In science, computing, and engineering, the terms black box, gray box, and white
box are employed to describe varying degrees of accessibility to the internal work-
ings of a component. These terms denote different levels of closure regarding the
understanding of the components internal gist [11]. A black box component is
characterized by its lack of disclosure regarding internal design, structure, and im-
plementation, while a white box component is fully exposed to the user, revealing
all internal details. In between these extremes, there exist varying levels of gray box
components, offering different degrees of available information. Within the field of
AI, the challenge of providing a suitable explanation for how the system reaches its
conclusions is commonly referred to as "the black-box problem" [12].

2.2 Explainability vs. related concepts
Before formally describing explainability, we would like to describe related and often
confusing terminologies to explainability. The first term that is confusing is the
interpretability of machine learning. Some literature even use interpretability to
refer to the explainability of the system [13]. However, according to Adrian Erasmus
et al. interpretation refers to the act of taking an explanation and transforming it
into a new and clearer explanation, aimed at enhancing understanding [14]. Hence,
machine learning interpretability is about how a human can understand and explain
the rationale of decisions or predictions made by the machine learning model.

Machine learning interpretability refers to the ability to understand and explain
the decisions or predictions made by a machine learning model. It involves gaining
insights into the factors, features, or patterns that contribute to the model’s out-
puts. Interpretability illuminates the model’s internal processes, enabling human
understanding and validation of its decision-making. Through explanations and
justifications of the model’s outputs, interpretability fosters transparency, account-
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2. Background and Related Work

ability, and trust in machine learning systems.

Another terminology that is sometimes confusing is the transparency of the AI/ML
model. When focusing on transparency in the context of AI, the literature often
refers to explainability with reference to both interpretability as well as trust in the
systems [15]. When examining transparency, it is crucial to consider how regular
individuals comprehend explanations and evaluate their connection to a service,
product, or company. The advancement of explainable AI is, therefore, motivated
by evidence indicating that numerous AI applications are underutilized in real-world
scenarios, partially because users lack trust in them [15]. Transparency in AI/ML
models refers to how well users and stakeholders can understand, explain, and access
the model’s internal processes and decision-making. It involves providing insights
into how the model works, its data dependencies, and the process it uses to make
predictions or decisions. Transparent AI/ML models enable users to comprehend
the rationale behind the model’s outputs, promoting trust, verification of results,
identification of biases or errors, and evaluating overall reliability.

Understandability is a concept that is influenced by explainability, and it is impor-
tant to provide a thorough description of it. Understandability in machine learning
and artificial intelligence (AI) encompasses the ability to comprehend and make
sense of the underlying algorithms, processes, and outputs generated by machine
learning and AI systems. It involves ensuring that the inner workings of these sys-
tems are transparent, interpretable, and explainable to humans. In the literature,
a factor contributing to the understandability of an explanation is the attainment
of a particular level of causal comprehension, often referred to as "causability [16].
Nonetheless, understandability is a multifaceted concept influenced by various fac-
tors, including the coherence and simplicity of the explanation. It is important
to note that while actual causal understanding is desirable, it may not always be
present in achieving overall understandability [17].

2.3 What is explainability?
In order for software engineers to identify the need for explainability in a system,
they must first develop a clear understanding of what explainability entails within
the specific context of that system. Definitions of explainability exhibit significant
variations across various aspects [18]. Hence, it’s necessary to choose a formal def-
inition from the literature in order to avoid confusion for future discussion in this
paper. Chazette et al.[18] gives a formal definition of how a system can be regarded
as explainable.

Our thesis builds on the definition of explainability provided by Chazette et al.[18]:

"A system, denoted as S, is considered explainable in relation to a specific aspect,
X, of S, when there exists an entity, referred to as the explainer, who provides an
explanation (in the form of information, I) to an addressee, denoted as A. This
explanation enables A to comprehend the aspect X of the system S within the given
context, C."
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2. Background and Related Work

According to the definition above, a system is explainable if the person understands
a given explanation such that the explanation should contain information about the
aspects of the system ( system in general, its reasoning processes, its inner logic, its
behavior etc) in a given context (a situation consisting of the interaction between a
person, a system, a task, and an environment [19]).

2.4 Why explainable AI is needed?

Explainable Artificial Intelligence (XAI) is crucial from multiple perspectives. The
study by Christian Omlin highlights the most critical reasons why XAI is needed
and five main perspectives, such as the Regulatory perspective, Scientific perspec-
tive, Industrial perspective, Models developmental perspective, End-user, and social
perspective are discussed. From a regulatory standpoint, the European Union’s Gen-
eral Data Protection Regulation (GDPR) has introduced the "right to explanation,"
requiring users to have insights into AI-driven decisions with legal implications. How-
ever, this right cannot be effectively upheld or put into action without the presence
of explainable artificial intelligence (XAI). Scientifically, XAI allows for the discovery
of novel concepts in various fields by revealing the knowledge extracted by black-box
AI models. In the industry, regulatory challenges and user distrust in black-box AI
systems drive the need for XAI, balancing accuracy and interpretability. For model
development, XAI helps understand, debug, and enhance robustness, safety, and
trust while minimizing biases and discrimination. It also aids in selecting models
with similar performance and aligning AI objectives with human goals. From end-
user and social perspectives, XAI addresses concerns about trust, fairness, and the
rationale behind AI decisions, ensuring alignment with system design and training
goals [20].

2.5 XAI in Various Application Domains & Tasks
XAI has been the subject of research in diverse application domains and tasks. A
recent comprehensive review conducted by Islam, Mir Riyanul, et al. [21]. critically
assessed numerous articles across various application domains and tasks. The find-
ings from this study revealed that approximately 50% of the publications were not
tied to a specific domain. Furthermore, the majority of the published articles placed
a stronger emphasis on safety-critical domains like healthcare, industry, and trans-
portation, as highlighted in the study. These systems need comprehensive testing,
verification, and validation to ensure their reliability and safety. They often adhere
to specific industry standards and regulations. A safety-critical system must have ex-
tremely high safety requirements since a system failure could have fatal consequences
[22]. Regarding safety, interpretability plays a crucial role in comprehending both
the retrospective and prospective dimensions of the AI system [23]. Neural networks,
notably artificial neural networks (ANNs), which are black box difficult to examine
and find flaws in safety-critical applications and deep neural networks (DNNs), are
the main focus of describing model behavior [24].
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According to Yan Jia., [25] explainability is considered as one component of Trans-
parency and their study considers the role of explainability in assuring the safety of
ML models in healthcare. They have given a heuristic view of safety with a spider
diagram and it demonstrates how safety is a topic that affects multiple dimensions
rather than just one including performance and explainability.

Regarding application tasks, the majority of the existing articles are concentrated
on supervised learning and decision support tasks [21]. Additionally, the studies
that do not cater to a specific domain also primarily focus on decision support and
image processing tasks [21].

Moreover, diverse machine learning models were employed based on the specific tasks
at hand. These models encompass neural networks (NN), ensemble models (EM),
Bayesian models (BM), fuzzy models (FM), tree-based models (TM), linear models
(LM), nearest neighbor models (NNM), support vector machines (SVM), neuro-fuzzy
models (NFM), and case-based reasoning (CBR), as reported in the study by Islam,
Mir Riyanul, et al [21]. Network-based models were the most commonly utilized,
followed by ensemble techniques [21].

2.6 Software engineering practice vs. Explain-
ability consideration

Teams and organizations change or improve their existing software engineering pro-
cesses in order to improve their efficiency and productivity, improve quality, or
reduce their cost. Process changes not only impact the day-to-day development
practices of a team but also have an influence on the roles/individuals within the
team [26]. Over the past decade, numerous teams have adopted feedback-driven
Agile methodologies to develop their software [27]. More recently, there has been
a notable shift towards reorganizing practices around DevOps for many teams [28].
Nevertheless, there is limited research on how the development of explainable AI
can be tailored to meet the specific requirements of internal stakeholders seeking
enhanced system testability through explainability.

2.7 Stakeholders in XAI
Specification of the XAI requirement comes first in the development process. In
particular, it is important to clearly specify what needs to be explained to whom
[29]. Hence, according to existing literature, proper stakeholder analysis is expected
to consider several user characteristics such as domain knowledge, attitude toward
AI, responsibilities and cognitive abilities [29] [30].

Exploring the stakeholders with a keen interest in the incorporation of explainability
features into AI/ML systems is essential. Therefore, this section will delve into the
groups of stakeholders as illuminated by existing literature[31], with a particular
emphasis on internal stakeholders. Internal stakeholders are individuals directly en-
gaged in the development, testing, and deployment of artificial intelligence systems.

10



2. Background and Related Work

2.7.1 Developer
Preece et al. [31] describe developers as members working in large corporations,
small/medium enterprises or the public sector including academics or researchers
for a variety of reasons. Developers seek explainability primarily for the purpose of
quality assurance such as testing, debugging, and evaluation, and to improve the
robustness of their applications [31].

2.7.2 Theorists
Theorists comprise individuals affiliated with academic or industrial research enti-
ties dedicated to the exploration and advancement of AI theory, with a particular
emphasis on deep neural networks [31].

2.7.3 Ethicists
Ethicists are people concerned with fairness, accountability and transparency of AI
systems, including policy-makers, commentators, and critics [31]. Furthermore, a
portion of this group might also participate in the developer and/or theorist circles,
but their reasons for seeking explanations differ [31]. In the case of the ethicist
community, explanations must extend beyond mere technical software quality to
offer guarantees of fairness, impartial behavior, and understandable transparency.
These assurances are crucial for objectives like accountability, auditability, and even
adherence to legal requirements such as the European Union’s GDPR legislation
[32].

2.8 Discussion on post-hoc and ante-hoc explain-
ability methods for machine learning models

A range of model explainability techniques can be employed to gain insights into the
decision-making process of models. There are different taxonomies of explainability
methods for different domains such as recommender systems [33], autonomous ve-
hicles, etc. To choose the best taxonomy, practitioners can review multiple options
and choose one that aligns best with their requirements [34].

Basic definitions:

Global explanations provides an overview of the model and its overall logic, ad-
dressing questions like "How was the conclusion reached?"

Local explanations offer insights into specific decisions or predictions made by the
model, answering questions such as "Why was this particular example classified as
a car?"

Model-specific methods belong to techniques that are specifically developed and
tailored to address the interpretability needs of a particular type or class of mod-
els. Ante hoc explainability revolves around creating models that are inherently
interpretable or transparent, and this is often linked to model-specific approaches.
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However, it is feasible to introduce certain elements of model-agnostic interpretabil-
ity principles [35] during the model development stage. For instance, one can employ
simplified model architectures or impose specific constraints on the model’s behavior
to enhance interpretability.

Model agnostic methods will not consider the structure of the model and gen-
erally for black-box models. For instance, LIME, SHAP, and Shapley values are
under model agnostic and local surrogate which are interpretable models deployed
in specific predictions made by black-box machine learning models. The implemen-
tation of local surrogate models, namely local interpretable model agnostic expla-
nation(LIME) is given in the reference [36]. Using Shapley values, we can observe
immense computational complexity [37] and other XAI methods are explained in
the study by Hanif et al. [11]. Even LIME along with symbolic execution is used for
effective test case generation [38]. In order to raise awareness, a study by Holzinger,
Andreas, et al. gives more details on with model-agnostic pitfalls [37].

The tasks revolve around factors such as the nature of explainability (whether inher-
ently interpretable or not), the method’s model-agnostic or model-specific attributes,
its ability to generate global or local explanations, the object of explanation, the
presentation format of explanations, and the type of explanation. Addressing these
tasks is crucial for the effective development and utilization of XAI methods, ensur-
ing they align with practitioners’ needs and advance research in the field of explain-
able artificial intelligence [34].

Another study by Giulia Vilone [39] provides a comprehensive framework for cat-
egorizing XAI methods, taking into account various dimensions that are essential
in understanding and classifying these methods based on their scope considering
whether the explanation’s goal is local or global, stage distinguishes between "Ante
hoc" methods, which aim to make models naturally understandable during training,
and "Post hoc" methods, which explain a trained model’s behavior using external
explainers during testing, problem type recognizes that XAI methods may vary
depending on the underlying problem, such as classification or regression, input
data whether numerical, categorical, pictorial, textual, or time series, plays a role
in constructing an explanation method, and output format of explanations, which
can vary based on different circumstances, including numerical, rules, textual, visual,
or mixed formats. This framework can aid researchers and practitioners in selecting
the most appropriate XAI methods for their specific needs and contexts. Figure 2.1
visually depicts this classification system as a tree.

2.9 Existing explainability techniques
This section discusses different categories of explainability and popular XAI tech-
niques that have been extensively addressed and applied in the existing body of
knowledge. Existing studies propose contains various taxonomies for explainability
techniques. In this section, we will explore XAI techniques and their respective cat-
egorization as per the Clement, Tobias, et al.[40] study. It’s important to note that
these explanations do not cover all possibilities, but rather focus on the prominent
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Figure 2.1: Classification of XAI methods

ones as identified by the Clement, Tobias, et al.[40] study.

2.9.1 Feature Importance

Explanation through feature importance relies on the computation of feature values,
which can take the form of image pixels, word tokens, or numeric features from
structured data, as outlined in [40]. The literature acknowledges several noteworthy
feature importance techniques, including LIME, Anchors & lore, permutation, per-
mutation feature importance (PFI), Shapely, model-specific XAI, Back Propagation-
Based XAI, Forward Propagation-Based XAI, CNNs, Transformers, and attention
models, as detailed by [40]. Each of these techniques possesses unique strengths and
weaknesses, applicable to diverse domains and scenarios [40]. For example, methods
like LIME and Shapley are capable of explaining a single instance (offering local
explainability) and can be applied to any machine learning model [40]. However,
there are situations in which these methods might prove insufficient in generating
adequate explanations. For instance, LIME may fail when the region created by per-
turbing the sampled data instance is relatively extensive since simple perturbations
are inadequate for effectively predicting the surrogate model[40].
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2.9.2 White-Box Models
This set of techniques aims to transform the original opaque black-box model into a
transparent white-box model. This transformation is achieved through means such
as extracting decision trees from neural networks, deriving decision rules from deep
neural networks, employing knowledge distillation to transfer insights from a deep
neural network to a decision tree, or adapting the neural network architecture to en-
hance the comprehensibility of its predictions [40]. Each approach, however, exhibits
certain drawbacks, including potential adverse effects on accuracy and demand for
substantial computational resources. For example, the accuracy of these methods
can suffer as they convert complex black-box models into simpler ones, which may
struggle to capture complex high-level relationships within the input data. Addi-
tionally, reconfiguring the models architecture is known to impose a considerable
computational effort [40].

2.9.3 Example-Based XAI
Explainability methods that rely on examples create explanations by drawing from
the training data, as described in [40]. Within this category, techniques like Proto-
types, Criticisms, Counterfactuals, and adversarial samples are listed as prominent.
The choice of these explainability methods can be tailored to specific use cases, con-
sidering their suitability for a particular machine learning model or any model in
general. For instance, counterfactual explanation techniques can be applied to ad-
dress explainability needs related to either a specific or any model[40]. Moreover,
there exists various challenges for most of these techniques such as selecting optimal
numbers of counterfactuals and Criticisms.

2.9.4 Visual XAI
Visual methods centered exclusively around visual representations fall into this cat-
egory. Noteworthy visual XAI techniques in this group include the Partial Depen-
dence Plot (PDP), Individual Explanation (ICE), and Accumulated Local Effect
(ALE) plots, as detailed in [40]. Visual approaches like PDP plots are known for
their simplicity and ease of interpretation [40]. However, there are several limitations
associated with these methods. For instance, PDP plots often struggle to capture
the heterogeneous effects that occur when a particular feature exerts varying im-
pacts on predictions in different intervals. Additionally, both PDP and ICE plots
are constrained by the assumption of feature independence, which can potentially
lead to misleading explanations [40].

2.10 XAI Evaluations
The generation of explanations can be done using several different methods, but
some questions remain unanswered in order to create a framework that is effective.
Understanding the quality of explanations and establishing trust in them is a cru-
cial question. To evaluate explanations, regardless of whether they are derived from

14



2. Background and Related Work

data-driven or knowledge-aware methods, there is a need for explanation evalua-
tion. Specialists have developed diverse taxonomies for assessing interpretability to
ensure that explanations are justified and reliable. Based on the study by Xuyun
Zhang., to provide explanations for certain occurrences, current explanations simply
approximate the models [11].

According to the book [37], to improve the effectiveness, efficiency, and satisfaction
of an XAI method in a given context of use, it is important to measure the quality
of explanations. It says that the best AI algorithms in the world lack conceptual un-
derstanding, which can be integrated with explainability methods that can generate
more reliable explanations.

Various XAI methods are being developed to assist internal stakeholders in the
process of software debugging and bias detection. There exist multiple approaches
to evaluating XAI methods, and the choice of metrics may vary depending on factors
such as the application domain, the type of explanation, and the nature of the
data [41] and suggests various metrics serve to assess and characterize the technical
aspects of the method. Here, we are reviewing some of the significant XAI evaluation
methods from the literature that are well-suited for developers and testers.

Doshi-Velez’s research yielded a taxonomy of evaluation methodologies such as
Application-Grounded Evaluation, Human-Grounded Evaluations, and Functionally-
Grounded Evaluations [42]. In table 2.1, the method and its characteristics have
been discussed.

2.10.1 Application-grounded Evaluation
Application-grounded evaluations involve employing the machine learning solution
within an actual real-world application, creating explanations customized for the
users of the application, and evaluating the explanation’s quality within the context
of real-world tasks.

Table 2.1: Evaluation methods and its characteristic

Name of the method Characteristic
Functionally-Grounded Theoretical, Based on the

description of the algorithm
Human-Grounded Experimental Calculation
Application-Grounded User Experience Research

2.10.2 Human-Grounded Evaluations
Human-centered evaluations strive to assess overall standards related to the quality
of explanations. These evaluations establish simplified tasks that mirror the real-
world scenarios that the ML system addresses. The participants in these experiments
are individuals with less expertise compared to those participating in application-
grounded evaluations.
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2.10.3 Functionally-Grounded Evaluations
Functional evaluations grounded in formal definitions are employed in this category,
no humans are involved. Instead, interpretability is approximated using precise
definitions, acting as a substitute measure for the quality of explanations. These
evaluations possess an inherent objectivity, setting them apart from the previously
mentioned categories, and depend on quantitative measurements. Such evaluations
offer benefits in situations where limitations in time and resources prevent human-
centered experiments, or when the explainability technique being examined is still
in its early stages, necessitating iterative improvements.

2.10.4 Another evaluation approach
Regarding the evaluation approach, Meike Nauta introduced the explanation of qual-
ity attributes, collectively known as co-12, which can be assessed either qualitatively
or quantitatively. The analysis uncovers that the predominant focus of XAI eval-
uation methods has been on assessing Coherence, Completeness, Compactness, or
Correctness. As examined by Nauta [41], there are established quantitative evalua-
tion methods available for each of the Co-12 attributes.

• Correctness: Analyzes the precision and faithfulness of the explanation
concerning the predictive model, which constitutes the model under clar-
ification [41].

• Completeness : aids in guaranteeing the inclusion of essential details
within the explanations, leaving no critical elements overlooked.

• Consistency : guarantees that identical inputs result in identical expla-
nations, providing a stable foundation for testing and validation

• Contrastivity: checks explanatory insights that explore alternate routes
the AI model could have followed

• Compactness : concise explanations that convey essential information
without overwhelming them. Compact explanations are more readily
understandable, accelerating the process of testing and validation.

• Composition: signifies the format and arrangement in which explanations
are presented to enable swiftly grasp the conveyed information.

• Confidence: Confidence details aid in pinpointing zones of uncertainty
and guide further investigation.

• Context: Contextual explanations may relate to hidden inputs such as pa-
rameters or weights that impact the situation within the machine learning
environments [43]. Appropriate context guarantees that the explanations
are in sync with the operational setting and the systems encountered chal-
lenges.

• Coherence: Its crucial that humans can grasp (specific elements of) the
systems functioning based on the provided information [44]. Coherence
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fosters trust in the systems reliability and guarantees that the explana-
tions are clear to the technical team.

• Controllability: Explanations with controllable features provide the abil-
ity to impact the explanations and explore different scenarios.

2.11 Related Work
In this section, we conduct a thorough examination of prior research and studies
that bear relevance to the present study. Our objective is to gain insights into the
existing literature and pinpoint areas of research gaps. This entails a comprehensive
exploration of prior investigations, conceptual frameworks, and models that are
pertinent to the subject matter of the current study.

The first paper [18] seeks to address the gap in the field of requirements engineering
by introducing four essential artifacts: a definition of explainability, a conceptual
model, a knowledge catalog, and a reference model tailored to explainable systems.
The definition serves to elucidate the crucial variables within explainable systems,
providing a valuable resource for requirements and software engineers involved in
elicitation and design. In proposing the conceptual model and model catalog, the
study identifies stakeholder classes, their respective needs, and the dimensions in-
fluencing the elicitation and analysis of explainability. Furthermore, the reference
model offers a comprehensive framework encompassing key considerations for defin-
ing explainability, spanning from requirements analysis (including the elicitation of
explainability requirements) to the design phase (entailing the operationalization of
these requirements) and concluding with evaluation (comprising the measurement
of their attainment).

It is worth noting that while the paper presents these four artifacts for application in
explainable systems, they are designed to serve as a high-level framework applicable
across various domains. These artifacts are not tailored to specific explainability
domains like XAI nor do they address the development of explainable systems for
specific stakeholder objectives, such as enhancing testability for internal stakeholder
needs.

A systematic meta-review titled XAIR [40], discusses existing and the most promis-
ing explainable AI (XAI) methods and tools. Distinguishing itself from previous
reviews, XAIR adopts a unique approach by aligning its findings with the five key
stages of the software development process: requirement analysis, design, implemen-
tation, evaluation, and deployment. Within this framework, XAIR systematically
identifies the principal components of explainable AI and the potential stakeholders
involved. Furthermore, it rigorously evaluates existing studies at each stage of the
software development process through the lens of XAI. The paper offers an in-depth
exploration of various XAI techniques and tools, shedding light on their limitations.
However, it’s important to note that while this review comprehensively examines
XAI methodologies, it neither proposes a specific model nor does it delve into the ex-
amination of papers from the standpoint of internal stakeholder requirements, with
the XAI objective primarily focused on enhancing testability.
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Another research endeavor offers a set of six fundamental activities along with their
associated practices, devised for the construction of explainable systems [45]. These
recommendations stem from a comprehensive examination of existing literature, fur-
ther enriched by insights gained from interviews conducted as part of the study. This
synthesis process combines insights from the literature with firsthand recommenda-
tions from the interviewees, shaping a high-level framework applicable to a broad
spectrum of explainable systems. It’s worth noting that, akin to the prior study,
this research takes a general approach that can be adapted to various explainable
systems, without delving into domain-specific practices for explainable AI (XAI) or
addressing specific stakeholder needs, such as those related to testability.

A study by BERG, Martin VAN DEN, et al.[46] delves into the challenges and
considerations related to explainable AI (XAI) encountered by developers, users, and
managers involved in the development of AI systems. It draws insights from research
conducted within two Dutch financial services companies, examining four distinct
use cases. The study’s findings culminated in the creation of a conceptual model,
which operates on two levels: the organizational level and the use case level. Within
these levels, the model encompasses various categories of aspects that necessitate
decision-making for each use case involving the use of AI. Importantly, it is pertinent
to note that this study does not adopt a ’by design’ approach to XAI within the
software development process, nor does it exclusively concentrate on catering to the
specific needs of a particular stakeholder group.

A different research conducted by Dhanorkar, Shipi [47], and their colleagues inves-
tigates applied AI projects within a major technology and consulting firm. They
accomplished this by conducting interviews with individuals involved in these AI
projects to shed light on emerging practices related to explainability that manifest
as these projects progress. This particular study examines various audiences that
require explanations and how their needs for clarity change throughout the lifecycle
of the AI projects. It investigates the needs for explainability among both those
inside and outside the organization, and also studies the difficulties and concerns
faced during collaborative efforts to address explainability concerns for both internal
and external stakeholders. However, it’s important to note that this study is not
limited to just internal stakeholders and doesn’t extensively explore the connection
between explainability and testing.

Work related to Explainability and Testing: Existing literature focuses mostly
on how machine learning/AI can be applied in order to assist with testing chal-
lenges for traditional software. Braiek et al. discuss various challenges that should
be addressed when testing ML programs. Moreover, the study proposes solutions
from the literature for some of the challenges and identifies unsolved challenges that
should be addressed by future studies [48]. However, this study does not discuss
how challenges related to the testability of the AI/ML model could be assisted (im-
proved) via explainability. Another paper by Aniya, et al. proposed a methodology
for the auto-generation of test inputs, for the task of detecting discrimination and
generating effective test case generation, combining well-established techniques, i.e.
symbolic execution and local explainability technique (LIME) [38].
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Another study proposed an end-to-end generic framework to generate automated
tests [38]. The framework aims to assist testers and developers to test their model
effectively. It doesn’t explain how it can assist explainability or how it can be
assisted with explainability.

Generally, we cannot find research exclusively targeted at XAI development for
internal stakeholder needs. Furthermore, we cannot find any research exclusively on
the interrelationship between explainability, and testability in AI/ML systems.
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3
Methods

This chapter describes the research methodology by outlining the chosen method-
ology along with the different phases of the study. Figure A.6 illustrates the dif-
ferent phases in our research process, encompassing the selection of a qualitative
exploratory study, preparation for data collection, analysis of data using thematic
and inductive methods, and the subsequent reporting of study findings.

3.1 Qualitative research method
Qualitative research focuses on exploring the meaning and experiences of individuals
and their social environments. It aims to shed light on the subjective interpretations,
actions, and social contexts of research participants [49]. Qualitative research is ap-
propriate when the phenomenon is poorly understood and inadequate to support
deductive research [50]. Hence, our research uses qualitative methods since our pri-
mary focus was to understand existing considerations of explainability from industry
practitioners and researchers based on their work and research experience.

We have made pre-planning regarding sampling strategy, ethical considerations, and
developing an interview guide that is necessary during data collection. Moreover,
we have conducted a literature review to identify related studies to our research
topic. Data collection has been made from interview participants via semi-structured
interviews.

3.2 Preparing for data collection
In this qualitative study, the following section outlines the preparation for data
collection. Subsections discuss the interview process, the material created, the initial
literature review, and the rationale for the selected samples. The primary document
used for interviews was the interview guide. The interview guide contained the
interview script, including important instructions for the interviewee and the specific
questions to be asked.

3.2.1 Sampling
We have chosen purposeful sampling to select interview participants. Purposeful
sampling is a frequently employed technique in qualitative studies for participant
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Figure 3.1: Research Methods Process

selection [51]. In this study, participants were purposefully selected using the max-
imum variation strategy [51]. The aim was to thoroughly investigate and explore
the subject by interviewing experts and researchers in the fields of AI, ML, and
explainability who possessed diverse experiences and perspectives. Maximum vari-
ation is an effective strategy as it enhances the likelihood of gathering data that
encompasses various viewpoints [51]. Selection criteria included participants’ roles,
and willingness to participate.

The recruitment process involved our thesis supervisor and the researchers associated
with this thesis reaching out to potential interviewees. We reached out to potential
interviewees through multiple links, including our supervisor, personal connections,
and social media networks. Specifically, we successfully recruited 6 interviewees with
the assistance of our supervisor. While we approached approximately 32 individuals
within our personal and social networks, we received positive responses from only
2 individuals. The selected participants consisted of researchers and experts in the
fields of explainability, AI, or safety, with professional experience ranging from one
to ten years. The participants were chosen based on their expertise in explainability,
or ML/AI domains, as these are the main focuses of this study. Therefore, the
participant’s responses can be considered representative of these various domains.
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3.3 Data Collection

In this section, the data collection procedures and methods employed in the qualita-
tive study will be examined. The following subsections outline the approach taken
for conducting interviews, the methodology used during the interviews, and the
transcription and organization of data for the subsequent phase of the study.

We have followed a five-step process for data collection [52]. The initial four steps
focus on the preparation phase. Step one involves determining the appropriate
sampling strategy, including the selection criteria for participants. Step two entails
obtaining access to the research site and securing permission to conduct interviews.
Step three involves selecting the appropriate data collection methods based on the
research questions and the type of data required. Step four entails designing the
research instruments, such as interview protocols and data collection procedures.
The final step is the actual implementation of the data collection process while
ensuring ethical considerations are upheld. This section focuses on discussing the
final step of the process since steps one to four are covered in the previous Section 3.2.
Data collection procedures in qualitative studies involve interviews, observations,
documents, and audio-visual materials [53]. In this study, interviews were used
as the main source for collecting data from the participants. By employing this
method, the researcher will have the ability to exercise control over both the nature
and caliber of the collected data, as well as the data collection process as a whole.

3.3.1 Interviews

Interviews are one of the earliest qualitative methods of data collection and remain
the most popular and widely recognized. A key advantage of interviews is the
opportunity to probe and ask follow-up questions, which can help to generate rich
and detailed data [54]. The interviews conducted in this study followed a semi-
structured format. Semi-structured interviews involve the researchers preparing an
interview guide with a predetermined set of questions in advance. However, the
order of the questions can be adjusted or modified during the conversation with the
participant.

Prior to commencing each interview, an interview guide was shared with the partic-
ipants, providing information on data collection and handling procedures, ensuring
anonymity and confidentiality. The interviews were conducted remotely via Zoom,
with each session lasting approximately sixty minutes. The study was conducted by
two authors of this thesis, who took turns acting as the interviewer and observer
during the interviews. At the beginning of each interview, the interviewer provided
relevant background information, outlined the study’s objectives, and obtained con-
sent for recording the interview.

Table 3.1 shows the list of participants, their roles, and their experience.
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Table 3.1: Description of Interviewees

Name Role Experience
Interviewee A Researcher and project

leader
more than 1.5 years

Interviewee B Researcher and Require-
ment manager

researched explain-
ability for 5 years,
requirement manager
for 3 months

Interviewee C Research specialist at a re-
search department

10 years as a re-
searcher

Interviewee D Associate professor more than 10 years
research experience,
active researcher
since 2021 on ex-
plainability

Interviewee E Senior lecturer and assis-
tant professor and func-
tional safety Engineer

5 years as a safety en-
gineer in automotive
industry

Interviewee F Researcher and developer
for smart mirror

6 years as a re-
searcher

Interviewee G Project manager and ma-
chine learning expert

1 year

Interviewee H Project manager and ma-
chine learning expert

4 years

3.4 Data Analysis
Process for qualitative data analysis

We chose thematic analysis as our method for analyzing qualitative data, acknowl-
edging its versatility and widespread use in providing researchers with a powerful
tool for exploring and interpreting interview data. This methodology systematically
identifies, analyzes, organizes, describes, and reports themes derived from a dataset
[55]. It proves invaluable for summarizing salient characteristics from extensive
datasets, encouraging researchers to adopt a systematic methodology for managing
data, and ultimately aiding in the creation of a well-structured and coherent final
report [56].

We have followed Lorelli S. Nowell et all [56] systematic method for conducting
thematic analysis, which comprises six distinct phases described below:

Phase 1 Data familiarization: Braun and Clarke [55] advised that researchers
should thoroughly review the entire dataset before commencing the coding pro-
cess. This approach allows ideas to develop, and potential patterns to emerge as
researchers gain familiarity with all facets of their data. Subsequently, we engaged in
a thorough and repeated examination of the transcripts, aiming to approach them as
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standalone entities. During this transcript review, noteworthy information was high-
lighted and cross-referenced against the research questions. This step significantly
enriched our understanding of the content’s depth and scope. Observation notes
and interview transcripts were subjected to coding in atlas.io, while the documents
existed in various formats, including Excel spreadsheets and MIRO boards. This
presented supplementary complexities, frequently demanding additional document
formatting.

Phase 2 Generating initial codes: Braun and Clarke [55] recommended that
researchers approach the entire dataset systematically, dedicating equal attention
to each data item while identifying noteworthy elements within the data that could
potentially serve as the foundation for themes spanning the entire dataset. The
initial phase of data analysis, which involved familiarizing ourselves with the data,
allowed the richness of initial findings to surface. We employed atlas.io to assist in
the management and structure of the dataset. This software enabled us to work
efficiently with complex coding schemes and large amounts of text, facilitating both
depth and sophistication of analysis. To enhance the credibility of the analysis,
we independently coded the same dataset. We established in advance the specific
data we intended to examine within the interview transcripts, and on that basis, we
formulated codes. Additionally, we incorporated certain codes(invivo coding) that
arose organically from the transcripts and were deemed to hold significance. Codes
were assigned based on the perceived importance of particular words, themes, or
selected phrases that we considered to be crucial for the study. Weekly meetings were
conducted during the coding process, providing an opportunity for peer debriefing
and closely examining how our thoughts and ideas changed as we went deeper into
the data. Any alterations to the analytical approach were meticulously recorded in
the codebook.

Phase 3 Searching for themes: As recommended by Braun and Clarke (2006),
this phase commenced with an extensive list of identified codes from the entire
dataset. Before diving into the analysis, we familiarized ourselves with both induc-
tive and deductive thematic analysis approaches. It’s noteworthy that themes can
originate from either an inductive path, emerging directly from raw data, or a deduc-
tive route, rooted in established theories and prior research [56]. This phase proved
to be the most challenging in the analysis process. To streamline this complex pro-
cess, we transitioned our list of codes from atlas.io to a MIRO board. Subsequently,
we organized these codes into distinct clusters, effectively illuminating the connec-
tions between codes and themes. This method proved instrumental in uncovering
potential themes. Themes, in essence, denote groupings of codes that share common
concepts or attributes. These initial codes sometimes evolved into primary themes.
Some of these themes directly related to the interview questions and were based on
a deductive thematic analysis approach. Within each theme, we leveraged various
tools, including atlas.io, Excel spreadsheets, and MIRO boards, to further refine
and cultivate subthemes when necessary. This approach facilitated the utilization
of inductive thematic analysis, allowing certain themes to naturally emerge from the
interview data. Additionally, we safeguarded miscellaneous codes in separate free
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nodes to prevent their inadvertent loss during the analysis process.

Phase 4 Reviewing themes: In this stage, we undertake a comprehensive review
of the identified themes to verify their faithful representation of the data. Our
assessment includes considerations of their alignment with the research questions,
their capacity to capture the fundamental essence of the data, and their capacity
to offer a unified and meaningful interpretation of the dataset. Additionally, we
confirm that each code is exclusively associated with a single theme and that all the
data has been thoroughly examined.

Phase 5 Defining and naming themes: This phase commenced with the objec-
tive of further refining and defining the themes. In essence, it involved pinpointing
the essence of each theme, both individually, and within the context of the main
themes, the goal was to clarify the specific aspects of the data that each theme
encapsulates and to provide a clearer understanding of their content. Braun and
Clarke [55] contend that themes should not exhibit excessive diversity and complex-
ity. In this stage, we conducted in-depth analyses for each theme, identifying the
story that each theme told while considering how each theme fit into the overall
story about the entire data set about the research questions. We have also made an
effort to ensure that the theme’s name is straightforward and accurately represents
its content.

Phase 6 Creating the Document: According to King [57], incorporating direct
quotes from participants is a crucial element in the final report. Brief quotes may
be integrated to enhance comprehension of particular interpretive aspects and to
illustrate the prevalence of the themes. Therefore, we document the outcomes of
the thematic analysis, which encompasses outlining the themes and incorporating
relevant quotes or observations. Additionally, we offer a clear interpretation of the
findings and their consequences, taking into account any limitations or obstacles
encountered. During the discussion session, we refined our interpretations and de-
rived significant conclusions from the analyzed interview data, as well as from the
literature that substantiated our argument.

26



4
Results

The findings gathered from the interviews are organized within this chapter, and
aligned with the four research questions. Section 4.1 delves into the outcomes related
to aspects that support the integration of explainability into AI systems for internal
stakeholders. Subsequently, we will explore the results concerning how explainability
enhances the testability of machine learning models in section 4.2. Moving forward
to section 4.3, we present the challenges encountered by internal stakeholders during
the implementation of explainability features.

4.1 Aspects of Explainability for Internal Stake-
holders (RQ1)

This section explores themes pertaining to RQ1, encompassing various aspects that
must be considered when implementing XAI to meet the needs of internal stakehold-
ers.

4.1.1 Importance and objective of explainability
When examining the justification for prioritizing explainability, interviewees brought
up several noteworthy factors. These rationales encompass situations where model
accuracy falls short, a heightened demand for improved testing guidance emerges,
a deep understanding of tools like copilots is pivotal, retracing input data becomes
essential, and there’s a need for enhanced transparency. Additionally, a significant
portion of interviewees underscored the paramount importance of explainability in
safety-critical systems, particularly in cases where machine learning output serves
purposes beyond mere recommendations and where the underlying software carries
critical implications.

The rationale behind the objective, goal, and consideration of explainability vary
across the responses. Figure 4.1 shows the responses depicted as a mind map about
why explainability is important, in what application domain it is deemed crucial,
and for what purpose it can be considered important as outlined by different inter-
viewees. Moreover, the significance of explainability can be understood through two
key concepts, as articulated by one interviewee. Firstly, importance could denote
explainability as an optional feature that can augment existing functional require-
ments, offering added value but with no inherent harm resulting from its absence.
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Importance & Objective of 
XAI

Internal Stakeholder 
Needs

Critical Application 
Domains

Enhanced Test Guidance

Complement Output 
Accuracy

Understand AI tools

Retrace Input Data

Safety-Critical Systems

Decision Support Systems

Figure 4.1: Mind map for the importance Objectives of Explainability

Secondly, in certain application domains with direct or indirect implications for
human life, explainability might be deemed critical, and its absence could lead to
potential harm. According to interviewee A, determining the goal of explainabil-
ity should be contingent upon the level of criticality within the specific application
domain.
“ ...So I think it could be quite valuable, but being valuable, something else than being crucial”
- Interviewee A

So, according to this interviewee, explainability is crucial for safety critical systems
but can be considered valuable for other application domains.
“ ....Except for maybe, say safety critical systems. I think that could be crucial. I’d like to add
that if we’re in a very dangerous situation, for example, if a system is doing something in a
new nuclear reactor, or something like that, I think that’s when it also becomes crucial...” -
Interviewee A

Furthermore, the significance of explainability was highlighted in relation to its
ability to facilitate the tracking and cleansing of input data. As articulated by in-
terviewee B, in cases of unfair classification, such as when backtracking is required,
having the skill of explainability becomes significant. If the model or system pos-
sesses the capability to elucidate which specific data points influenced a particular
decision, data scientists can attempt to rectify the dataset by cleaning or managing
it appropriately. This is a juncture where the importance of these abilities becomes
highly pronounced.

Interviwee D highlighted that as the complexity of a neural network increases, it
becomes more challenging to provide explanations for its internal workings. On

28



4. Results

the other hand, if a high level of intrinsic explainability is required, where the sys-
tem itself can be understood without any additional components, a simpler system
like a tree-based machine learning model can be beneficial. In essence, achieving
explainability requires additional effort, which can either impact performance or re-
quire significant development time. Thus, it is important to carefully consider when
explainability should be chosen. However, there are certainly critical applications
where explainability plays a vital role, such as a decision support system where
providing explanations enhances trust and adds value to the system.

4.1.2 Role of internal stakeholders
Explainability is vital for internal stakeholders involved in the process, including
software developers, software designers, and those responsible for selling the AI
product. Interviewee C mentioned about internal stakeholders :
“obviously, for the requirements engineer doing the AI product, product specification is im-
portant. But actually, also the customer needs to be included. And of course, the designers. So
how I mean this is the same as it is today, the designers, the software designers, they have
to make sure that they can explain what every module software module is doing. So they have
to explain it but it will be kind of the same when it comes to the AI part. What’s different if we
talk about AI is explainable AI is now the test verification people have a much larger part
of this because they are creating the data that we’re feeding to the model or using to learn the
model. So, they are also a big part of this. So, I think these are the major stakeholders as I can
see it” - Interviewee C

Additionally, two interviewees (C & D) agreed that test engineers, specifically the
test verification team, are involved in the explainability aspect. However, the test
verification team assumes a larger role since they create the data used to train or
feed the model, making them an integral part of the explainability process. Similar
to software designers who must provide explanations for each software module’s
functionality, they face a similar task when it comes to the AI component. Moreover,
companies that develop the software and intend to utilize the tool approach this
aspect with caution. They seek an understanding of how the model operates and
require explanations.

interviewee G identified project managers as additional internal stakeholders in the
context of explainable artificial intelligence (XAI).
“I think first of all, the developer needs to understand the model. And also, I think the project
manager, of course, needs to really know what is going on here.” - Interviewee G

Furthermore, interviewee B characterized regulators and lawmakers as influential
factors or stakeholders that drive the implementation of explainable artificial intel-
ligence (XAI).
“...So, they are one of the main groups of stakeholders but also regulators. So, for example, I
don’t know, lawmakers, they are also a very important class of stakeholders in explainable AI
because, in the end, they will be the main motivation to convince a company that the system
should be explainable” - Interviewee B
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The interviewee attributed the role of regulators and lawmakers to that of authorita-
tive bodies that enforce the adoption of explainability within organizations, primar-
ily as a means to address ethical concerns and mitigate issues related to fairness.
“So it’s normally it has to exist an external force that obliged them to comply, you know, to
explain. So it’s not like are we are cool. And maybe now that this is a getting a modern, like a
modern topic, that then people are starting to think about this more, because it’s being debated
about the ethics about how it’s important that that is fair, maybe more people are thinking about
it, but first it has to exist is an external force. And that’s why the lawmakers are very important
because they are the starting force.” - Interviewee B

Interviewee H emphasizes the importance of addressing the concerns and interests
of each group, whether it’s diving deep into model details for the product side or
taking a broader, model-agnostic perspective for testers:
“Usually, the ones who I present to anyway in terms of how the model works would be the product
side or the, for example, the CTO or the team lead for the algorithms development.....So, they
would have to, for us, a developer developing a computer vision system, it would be, for example,
finding different areas of the model, which could explain the decision making. And I guess for
testers, it could be more like a model-agnostic view of explainability where you would just look
at, for example, outputs and how well it performs on different groups of data and so on.” -
Interviewee H

Table 4.1 shows a list of internal stakeholders that was highlighted by the interview
participants and the corresponding explainability objective for each stakeholder:

Table 4.1: Internal Stakeholders and their explainability objective

Stakeholder Explainability Objective
Developers or System designers Debugging

Requirement Engineer AI product Specification
Data Scientists and Testers Tracing input data

Project Manager To know and decide on the importance of XAI
Regulators To address ethical concerns

4.1.3 Resource considerations
Resources are particularly significant when it comes to implementing explainability
in AI systems. This encompasses various aspects such as financial resources, time
availability, human effort, and technical complexity. Resources can significantly in-
fluence the decision to prioritize explainability. Introducing explainability measures
can incur expenses in terms of data collection, technical constraints, additional work-
load, and potential delays in development.

During the interview, interviewee B raised the topic of financial constraints as a
significant factor hindering the achievement of the explainability goal. Specifically,
the interviewee emphasized the impact of technical limitations on the associated
monetary expenses, stating the following:

30



4. Results

“Your main design goal if you want to have explainability in your system, then you gonna need
to probably invest energy.. Long Story short, the technical constraint is also very tied to this
business constraint” - Interviewee B

Furthermore, the participants also brought up the implications of implementing the
explainability feature in terms of additional effort and time required. The discussion
underscored the importance of assessing the expenditure of effort and time in imple-
menting explainability, taking into account the financial constraints. Additionally,
it emphasized by interviewee B that the necessity of establishing clear goals and
effective communication to prevent unnecessary exertion of work and energy.
“. . . do that but in reality you always implement by this constraints and in the end is time and
money. They would always constrain what you can do. You can dream about your solutions but
there are always constraints that will limit your solution again and you have to deal with that,
to think about down-to-earth solutions in some cases. This is how it is.” - Interviewee B

“So, you have to get a shared understanding first, and then you will have to discuss to what
degree do we want to incorporate this and you need to find an agreementbecause this is always
going to be extra work. So, the team needs to be in agreement like what is the correct amount
of effort to put into this?” - Interviewee B

Furthermore, there was a discussion highlighting the significance of conducting delib-
erate tradeoff analysis by prioritizing the requirements associated with explainability.
According to interviewee A,
“And depending on how high the priority of the explainability requirements is, you should then
continue to integrate it and also consider it when training the model AI ” - Interviewee A

4.1.4 Effect of Explainability on model selection
An interesting aspect investigated in this study was the impact of considering ex-
plainability during the process of model selection. This theme emerged from inter-
view questions as the study sought to understand how explainability could influence
the choice of models. The interviewees raised key points, such as the significance
of explainability when focusing on the inner workings of the model rather than just
its output and the necessity of incorporating explainability into the model selection
process, particularly for models designed for specific applications. These insights
shed light on the relationship between explainability and model selection.

During the interview, interviewee C emphasized the significance of considering ex-
plainability during model selection. They highlighted that while explanations based
solely on model output may be inadequate, there arises a need to delve into the
internal workings of the model in order to provide comprehensive explanations.
“You try to apply explainability on the outputs. But sometimes that is not the best. So it depends
on whether that’s enough for you or not. If those outputs, those types of analysis are not enough
for you and you need explanations based on the internal of the model, it must go into the model
selection as well. ” - Interviewee C

Furthermore, interviewee E highlighted the need for aligning the objectives of ex-
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plainability with the model’s performance or the complexity of the system during
the design phase. This alignment ensures that it becomes easier to select suitable
models that are less challenging to explain, while still maintaining the system’s
performance at an optimal level.
“...So what my opinion is that you should align the need for explainability with the need for
performance, for example, or complexity of the system, and then make a good educated decision
on what model is actually suitable” - Interviewee E

According to interviewee C, companies are employing models developed by third
parties, as these models have been extensively researched and there is a decent level
of understanding regarding their capabilities. However, companies believe that these
models may not be fully optimized for their specific applications. Therefore, they
prefer to create their own models that are both customized and explainable.

Interviewee C said that explaining early during model selection would be beneficial
to develop the right explainability appropriate for the third party or customized
models in order to explain both internal and external stakeholders.
“The models that we’re using today are not optimized for our applications. So we have to select
different models, but we need to explain both internally to our own system and software designers,
but also to our customers, why are we choosing this model. So for sure, we need to be explainable
already when we choose the model.” - Interviewee C

4.1.5 Effect of model optimization on explainability
Fine-tuning of learning parameters and model hyperparameters is often necessary
when utilizing machine learning algorithms [58]. Mathematical optimization plays a
crucial role in machine learning by numerically determining optimal parameters for
decision-making systems using available data to solve learning problems [59]. Several
optimization techniques exist that have different strengths and drawbacks when
applied to different types of problems [60]. The interviewees were asked about the
potential impact of applying any model optimization technique on the explainability
of the model.

Based on our interviews and the qualitative analysis, we have collected insights
regarding the impact of model optimization techniques, such as hyper-parameter
tuning or reducing the model size, on explainability.

Most of the interviewees said that while optimization can impact factors such as the
accuracy and latency of the AI model, it is important to note that explainability
should remain separate and unaffected. The focus on explainability should take
precedence, as it pertains to extracting meaningful insights rather than being influ-
enced by optimization processes. Therefore, optimization should be considered as an
independent aspect, distinct from the goals of explainability. However, interviewee
D said that reducing the size of a model while adding complexity might negatively
affect explainability.
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“...if you make the model smaller and get rid of some unnecessary complication, it positively
Affects. But if you make the model smaller by adding some complexity, right? It negatively
affects.” - Interviewee D

4.1.6 Prototypes
Prototypes offer a vivid and comprehensible depiction of design concepts and ex-
planations, simplifying stakeholders’ understanding. This visual clarity can be es-
pecially important when dealing with complex explainability features or algorithms.
Prototypes empower stakeholders to offer initial insights into design concepts prior
to actual implementation. This feedback loop allows for necessary adjustments and
refinements, potentially saving time and resources later in the development process
[61].

The interviewees emphasize that prototypes play a critical role in explainability de-
sign by enhancing communication, enabling early feedback, and ensuring that design
decisions align with both user needs and system behavior. They view prototypes as
a valuable tool for achieving these goals in various stages of the design and develop-
ment process.

Most interviewees expressed similar viewpoints regarding the use of prototypes and
their significance on explainability. Here are several quotes from different intervie-
wees that illustrate this consensus:
“Yes, yes, like we in selecting the model, and also selecting the features that could be used, we
actually need to analyze a problem first, like, which kind of feature could be useful for this
problem. And then, in that case, we need to talk with stakeholders and what kind of features can
be provided. And then we can add this to the model.” - Interviewee G

“Yeah, I think so. It relates a little bit back to testing systems with the ability that systems explain
themselves, and what they are doing. So you can much easier collect evidence that the thinking
of the system or what’s happening in the system is in correlation to what you are thinking should
happen.” - Interviewee E

“The very first feature you implement, it also comes with tests and also comes with design. So it
can also come with some basic explanation of why, and how it worked. I think it’s a really good
idea.” - Interviewee D

4.1.7 Issue of Trust
A significant topic that arose from the interviewees was the matter of trust. While
trust is a complex concept that is challenging to quantify [62], the interviewees high-
lighted various aspects related to trust and reliability. They delved into questions
such as the reliability of explanations, methods for verifying explanations, ways to
enhance user trust through explanations, the potential negative impact of poorly
implemented explanations on user trust, and the definition of trustworthy explana-
tions. These discussions underscored the importance of trust in the context of the
interviews.
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As mentioned earlier, one significant idea brought up by an interviewer was the
matter of trustworthy and reliable explanations. Different angles were considered
regarding the reliability of explanations, including methods to confirm their accu-
racy, identifying trustworthy explanations, and acquiring satisfactory explanations.
Interviewee C described the need to verify the given explanation in order to trust
the explanation:
“...when we say that, okay, we can explain this. Our safety engineer says, but how can we
trust your explain, or explanation of the model? How do you verify that this explanation
is really what the model is really doing? So we’re not there at the moment. So we’re trying,
we’re discussing with the safety engineers...because they need to know or actually get a value
that’s a number on how good is our explanation and then they can sort of calculate Let’s how
safe is the complete system?” - Interviewee C

Another important aspect highlighted by interviewee A revolved around the influ-
ence of explainability design on user trust, which has the potential to improve or
undermine it.
“I personally do not think that there is a lot of value in trying to explain how machine learning
works, or how the algorithm works. I think it could be more confusing, it depends on the level. If
someone is knowledgeable about computers, you could try to explain the algorithm. And maybe
it would also increase that trust, because they see and say, Okay, now I understand. But if I
would try to explain machine learning to my parents, they would just say they are trying to send
me bogus.” - Interviewee A

“...And maybe it could also, yeah, lessen their trust, decrease their trust, because they are
thinking something like this, people might try to trick me. So I think it depends. It depends on
the user” - Interviewee A

Furthermore, the same interviewee put forth a noteworthy yet debatable observa-
tion concerning trustworthy explanations. According to this interview participant,
explanations do not necessarily have to be accurate in order to gain trust from users;
they simply need to be persuasive or convincing.
“...I think the AI being able to provide trustable explanations, they don’t need to be true,
necessarily, but they need to be believable. And that makes the output more believable. ” -
Interviewee A

4.1.8 Explainability in computer vision
Interviewee H discusses the specific explainability method they have been using in
the context of computer vision. They mention that they primarily rely on "class
activation maps" as a means of explainability.
“...So what would be an explainability feature when doing computer vision, for example, What we
have been doing is the things that I talked about before using this kind of looking at the class
activation maps. For example, that’s the only kind of explainability method we’ve been using to
see how the model does its predictions pretty much in terms of looking at the model itself, not
just looking at the results. ” - Interviewee A
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4.2 Explainability vs. Testability(RQ2)
In this section, we present themes concerning the interplay between explainability
and testability. We will explore topics including the relationship between ’testability
and explainability,’ ’explainability and test data,’ and ’explainability and debugging’.

4.2.1 Relationship between testability and explainability
Given the relatively limited research on explainability and testability, interviewees
emphasized significant aspects related to the relationship between these two con-
cepts.

During the discussion, a bi-directional relationship between explainability and test-
ing was examined. Interviwee D illustrated the process of explaining the model
through the technique of generating adversarial samples [63]. Conversely, the con-
cept of using explainability approaches as tests, utilizing the explainability model,
was also discussed.
“I think it’s like a two-way street. So it should be together. So I can think of explainability
as helping you to have better tests. And I can also think of tests to make it explainable. ” -
Interviewee D

The same interviewee explained that adversarial sample generation can be likened to
a form of testing, with the goal of challenging the model’s robustness by attempting
to disrupt it. Hence, this process can provide insights into how the system behaves,
particularly in specific scenarios. They noted that its purpose is to provide insights
into all aspects of the model. They also pointed out that adversarial samples pre-
dominantly focus on exploring the model’s limitations and situations in which it
might fail, excelling in that particular domain. Consequently, the interviewee em-
phasized that adversarial samples can significantly contribute to explaining critical
cases.

Furthermore, interviewee D highlighted that explanation techniques can enhance
the testing process. They suggested that when someone possesses an approach for
explainability, they can design tests based on the model’s behavior. As a result, it
can be concluded that explainability operates in both directions, supporting both
the testing process and the understanding of the model’s behavior.

Moreover, the same interviewee raised an important point where explainability can
assist in test guidance.

For instance, if someone applies the explainability technique, regardless of whether
it involves visualization or any other form of explainability, it serves the purpose of
providing guidance. The technique offers insights into why the model produced
a specific response for each test conducted. In this manner, when engaging in
exploratory testing, where direct interaction with the model replaces automated
testing, the individual receives feedback during the testing process. Based on this
feedback, they can either formulate additional tests or execute more tests. The
presence of an explanation for every response received facilitates better guidance in
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determining the subsequent steps required to achieve their desired objectives.

Interviewee H mentioned that explainability and testability are complementary and
mutually beneficial in the context of machine learning models:
“ Yes, the more may be complementary rather than there would be a conflict between them in
that case. So if you have a testable model, it’s easier to see how it makes its decision. It would
be beneficial for the explainability and for the explainability part, if you know how the model is
making its decision, it would be easier to design a different kinds of test cases. So I feel like
they would be more complementary and beneficial to each other rather than having a conflict or
something.” - Interviewee H

4.2.2 Explainability and Test Data
Throughout the interview, a recurring theme surfaced in the questions posed re-
garding the intersection of explainability and test data. These inquiries sought to
investigate the repercussions of biased and incomplete data on explainability, the
feasibility of utilizing test data as a benchmark, and the challenges encountered
when assessing test data. In the quest to improve testability through enhanced test
case design, it becomes imperative to delve into how the analysis of test data and
the integration of explainability contribute to augmenting the comprehension of the
AI system for developers and testers.

Interviewee D participant highlighted a scenario where explainability could prove
important in understanding the data distribution and detecting potential biases,
particularly in relation to big data.

In certain cases, particularly when the instances exhibit a distribution distinct from
the training data, it becomes crucial to provide an explanation for the training data.
Offering an explanation for the training data can be advantageous in making more
informed judgments and determining which segments of the data require retraining.

Interviewee C discussed the benefits of explainability in facilitating the easy selection
of data. This interviewee highlighted that they currently establish an ODD domain
to restrict the parameters and system’s scope. Nevertheless, they acknowledged that
explaining the model could aid in effortlessly choosing the data.
“...we are kind of designed this ODD domain, from that we select what kind of data because we
are limiting the parameters, the values that parameter that can have and it’s not explainability
that we are doing here. but we are sort of trying to limit the scope of the system what AI should
do we would have to explain the model initially, it would be much easier to select the data easily,
and explainability would help” - Interviewee C

Interviewee G, mentioned that adding an explainability feature can help in better
understanding the connection between input data and model output. This under-
standing can lead to the identification of useful data and potentially missing pa-
rameters in the dataset. By improving the dataset, the model’s performance can
be enhanced. They suggest that through the insights gained from explainability, it
is possible to identify situations or conditions that were previously not considered
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in the dataset. Addressing these missing aspects in the data can lead to an im-
provement in the model’s performance. Also believes that having insights into the
situations or scenarios that the model can handle can improve the model’s robust-
ness. This means that by knowing what kind of situations the model can effectively
handle, adjustments can be made to ensure it performs well in various real-world
scenarios. They have highlighted the importance of explainability in identifying
cases where the model might make false predictions that could pose safety or danger
issues in real-world applications. Having this knowledge enables taking preventive
measures to mitigate potential risks and enhance safety.

4.2.3 Explainability and Debugging
The significance of explainability in software was primarily explored in terms of
its utility as a debugging tool and its potential to enhance the transparency of
debuggers. Furthermore, another noteworthy aspect of explainability is its value
in providing explanations to internal stakeholders, including developers, regarding
certain software engineering AI tools like autopilots. Additionally, data engineers
can utilize debuggers to gain insights into the reasons behind errors or identify
necessary modifications in the model.

Using explainability as a debugging tool was discussed by most interviewees. For
instance, interviewee D emphasized the role of explainability in troubleshooting the
model when it produces flawed or unexpected results. Additionally, interviewee
B characterized explainability as a debugging tool to be employed by requirement
engineers and testers.
“So explainability for me is a debugging tool, when the model doesn’t work. So traditional
debugging tools for code would tell you why it doesn’t work because there is a problem with the
bug here. So when the model doesn’t work, explainable techniques can help you to know why the
model works this way, that does not match with your expectation.” - Interviewee B

“ If you have a kind of debugger that helps to trace how a given user story was implemented, Or
places where this implementation occurred And maybe identify the dependencies, the debugger
could be a very interesting tool, in this case for testers in general, or for requirements
engineers to try to understand what went wrong or what needs to be changed?” - Interviewee
D

Interviewee D highlighted the value of explainability in aiding developers or software
development companies in comprehending and justifying the use of software engineer-
ing tools like code copilots. Numerous machine learning tools have been designed to
assist with software engineering tasks such as code writing, code maintenance, bug
detection, and bug fixing. However, professionals in the software engineering field
often hesitate to adopt these tools due to concerns about the safety of their prod-
ucts. This hesitation stems from the limited understanding of the internal workings
of these tools among software engineering professionals themselves. Consequently,
the interviewee emphasized the importance of providing explanations for these tools,
as it can foster trust among software companies and engineering teams, encouraging
them to integrate these tools into their engineering workflows.
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Moreover, according to interviewee H, explainability is essential to understand how
and why the system (in the field of computer vision) works differently in various
settings and how this connects with both explainability and error analysis.
“This is again an area where I feel like it overlaps a little bit with the error analysis part, but it
is important to know how well the system works for different settings, for example, if we have,
we’re doing camera surveillance, if we have different sites, it is important to know how well does
our system works for sites where we have training data and how well does it work on, how well
will it work on new sites if we don’t have any training data. So, I think that kind of is related
to the explainability a bit of the model, or if you want to call it error analysis. But in this case,
it’s very important. So, we are aware of how well it will work for new customers and not just
existing ones where we have like, for example, training data. So, yeah, explainability would be
important” - Interviewee H

4.2.4 Understanding and Mitigating False Predictions
This theme helped us to understand and mitigate false predictions that might be
closely related to explainability because explainability techniques provide the tools
and insights needed to uncover the reasons behind errors, improve AI models, and en-
sure that AI systems operate transparently and reliably, especially in safety-critical
applications. Hence, this section provides insights into how both practitioners and
researchers approach the issue of false predictions in AI. Several interviewees also
explored potential solutions for addressing false predictions using conventional meth-
ods and considered how explainability could play a valuable role in this process,
emphasizing its utility.

As a practitioner interviewee C, it was told that to address false predictions, they
employ parallel systems that analyze the data from slightly different perspectives.
This approach involves utilizing both AI processing and an additional type of pro-
cessing. Ultimately, the outputs from these parallel systems are compared to ensure
that the AI’s decision is reasonable. Although the presence of a parallel system does
not guarantee 100% performance, it serves as a form of second opinion in many AI
systems, with the aim of improving safety or reasonably ensuring it. The challenge is
that even when they have two systems operating on the same data from sensors like
cameras or radar, there are situations where they cannot detect if there’s something
wrong with the input data from these sensors. The challenge lies in verifying the
data’s reasonability before feeding it to the AI model. They mention that finding a
solution to this challenge is difficult, and while adding more sensors could help, it
comes with a cost problem.

According to researcher interviewee D’s thoughts on false predictions, certain com-
panies employ previous versions of the model and their previous products to obtain
results. Typically, in the industry, benchmark datasets are utilized when imple-
menting a new model to assess its performance. These benchmark datasets provide
ground truth, and if the model generates false predictions, it becomes evident. This
is a common approach. Additionally, companies may conduct alpha testing, in which
internal users interact with the model, followed by beta testing with a subset of their
user base to further evaluate its performance.
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In these processes, there should ideally exist a ground truth, either in the form
of benchmark data or by involving individuals who closely examine the results to
identify false predictions. This detection approach is focused on the handling of
faults.

According to the information provided by interviewee D, solutions typically revolve
around either enhancing the quality of the data, refining the model’s architecture, or
occasionally making artificial adjustments to the model’s internal components, even
during or after training. This can be assisted with the explainability technique.
“...that comes back to how to improve the model to give and then explainability can be a useful
debugging tool, right? So that’s exactly what you could do here. So now you know that some
results are not good. So either you asked users and they told you or you had a benchmark and
based on that benchmark, this is not how it’s supposed to work. Now, you have no idea. It’s
a large model, right? So you give this input, you expect that this doesn’t work. Why is that?
Explainability can help you to say, okay, this came in, these layers were triggered or these tokens
got very high attention or these features got very high coefficient. So based on that, you can say,
oh, okay, the problem starts from here and then you can maybe try to improve the architecture
of the model or do some other parameter-tuning or augment the data to have better training as
well” - Interviewee D

Interviewee G discussed that they have a conventional method, which uses statistical
techniques for classification. In this system, artificial intelligence plays a supportive
role, as inaccuracies in predictions could result in significant negative consequences.
To address this issue, they are also exploring ensemble machine learning, a method
that combines results from various classification algorithms. Despite their efforts to
minimize inaccurate predictions and introduce supplementary parameters, compre-
hending why certain false predictions persist can be quite challenging. Attaining a
perfect 100% accuracy is exceptionally challenging.

Another challenge arises from the nature of the problem itself, which involves time
series classification. AI can only observe data within a limited time window, making
it challenging to grasp the context of the entire dataset. This limitation is specific
to the problem at hand and affects the use case. As for solutions, they suggest
addressing the implementation of explainability and improving the model’s handling
of time series data by incorporating time-related features and memory units. They
propose leveraging information from previous data sets to enhance predictions for
the current time window.
“The challenge I think for now is for me to explainability. Actually, that’s why I consider this
because when we try to prevent false predictions we understand there are some parameters missing
and we add them. some parameters but there are still some other false predictions inside so it’s
really hard for me to understand. But I think of course we cannot reach 100%. It is really difficult.
Another challenge is the characteristics of the problem. So it’s a time series. classification. So
for the AI, it can only see the data under a small time window. So the data provided is really
limited and it’s hard for the AI to get the context of the whole data...” - Interviewee G
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Figure 4.2: Ishikawa diagram for challenges of XAI for Internal Stakeholders

4.3 Challenges in Achieving Explainability in AI
Model Development for Internal Stakeholders
(RQ3)

This section highlights several challenges that internal stakeholders may encounter
while implementing explainability for AI/ML systems. The following points under-
score key thematic challenges identified by the interviewees. Figure 4.2 depicts the
challenges identified through qualitative data analysis.

4.3.1 Challenges of establishing ground truth in testing AI
models

4.3.1.1 Problem with ground truth

Interviewee D discussed the challenge of establishing ground truth in testing, partic-
ularly in the context of recommender systems and other real-world AI/ML applica-
tions. They highlighted the difficulty of determining ground truth, especially when
evaluating the effectiveness of systems that generate recommendations or responses.

They illustrated this challenge with the example of a recommender system or a search
engine like Google, where determining the absolute "best" output is subjective and
often elusive. The interviewee acknowledged that for simpler tasks, such as image
recognition, ground truth can be established (e.g., confirming the presence of a cat in
an image). However, for complex problems where models are used precisely because
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the answers aren’t known in advance, defining ground truth becomes exceedingly
complex.
“...A recommender system is going to, let’s say, search internally and give you the best result.
How would you know what is the best 10 output, right? Let’s say you even search for something
in Google, right? And that gives you 10 outputs. How would you know that 10 is the best 10?
It can, right? So you don’t have a ground truth there. Unless you try to create a small sample
of the output you already know. But for many questions, for many problems, this is impossible,
right? So for a small task, it is possible. It’s an image, there’s a cat there, right? And your
model is a cat detector, right? So you pass it and say, is there a cat there? You say yes or no.
So that’s easy. You already know. You know the ground truth.” - Interviewee D

Same interviewee D emphasized the inherent difficulty of testing such generative AI
models, like chatbots or text generators, where there isn’t a predefined ground truth
for the responses they produce. They pointed out that while extreme deviations from
correctness can be identified, evaluating the quality of responses that are partially
correct or nuanced becomes much more challenging. They concluded by highlighting
the absence of a clear ground truth in these scenarios, making testing a complex
endeavor.
“let’s say you have a conversation AI, you have chat GPT, right? So you ask them to give me,
you know, an explanation. Give me the summary of this article and it gives you a one-paragraph
summary of the article. It’s good. How would you say it is the model? Does the model do what
it was supposed to do or is it biased? It’s not. How would you know that? It could be. Maybe it
could be better. The model did wrong because the data was biased and whatever, whatever. Maybe
it is as good as it can get based on the data, right? So it’s very hard to test this kind of especially
generative AI. And it creates something and you don’t have ground truth.” - Interviewee D

4.3.2 Challenges related to the design process of integrating
explainability

4.3.2.1 Tailoring explainability for application-specific models

During the interview, it was noted by interviewee C that existing models might
need to be optimized with customized explainability techniques. This is particularly
true when models are customized for specific applications, as existing explainability
approaches may not be sufficient to provide adequate explanations. The interviewee,
who specializes in the autonomous driving domain, emphasized the challenge of
explaining customized models in such contexts.
“ And also, the other thing is that these models (existing are not optimized for our applications.
So we realize that we need to design our own models very soon, and they need to be explainable”
- Interviewee C

4.3.2.2 Lack of experience in how to integrate explainability during the
AI development

During an interview, interviewee C discussed the limited understanding of devel-
oping explainable AI for their customized model. The interviewer emphasized the
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importance of explainability for their company’s specific application. The company
had already identified the stakeholders involved in achieving explainability; however,
no progress had been made due to a lack of clarity on how to approach the design of
explainability. According to the interviewee, there is a need for a clear guideline or
model to facilitate the development of explainability during the model design phase.
“At the moment we are not doing it here, it’s obvious that we need to do it. As I said we have
identified the stakeholders who need to be part of this discussion. But how to do it we do not
know at the moment.” - Interviewee C

Nonetheless, two interviewees (Interviewee G and Interviewee A) explained the po-
tential integration of explainability into the current AI/ML development process.
Although neither interviewee possessed direct experience in such integration, they
both presented conceptual ideas on how XAI could be incorporated into existing
workflows.

Interviewee G highlights that there are different parts of AI development where
explainability is essential. Firstly, it is crucial to understand the problem at hand.
Secondly, explainability plays a significant role in making data more interpretable,
which aids in pre-processing procedures and model selection. Lastly, explainability
is essential during the model training phase and when delivering AI solutions to end
users.
“...first of all is of course the understanding of the problem.And second is the data, data is an
important part for us when you really have data visualized and have it visualized after pre-
processing and visualizing all the features so that’s as human we can really understand how the
data look like..... that pre-processing procedures could be some part that’s really already explained
that something explainable inside, and also during the model selection....And during the model
training, I think this feature could be helpful in the performance improvement in that we can
really understand the connection between output and input so it can help us really improve the
whole procedure. And in the end, also for the delivery....” - Interviewee G

Interviewee A approaches the topic from the perspective of requirements engineer-
ing. According to this participant, the integration of XAI should commence with
the identification of stakeholders and the subsequent prioritization of XAI-related
requirements in alignment with their specific needs.
“Basically, as a person or as a professional from requirements engineering, I can tell you that
in my opinion, you should raise this as an actual requirement, you have stakeholders and you
should see to what degree do they need it and then you put it with the rest of your requirements
and prioritize it. And depending on how high the priority of the explainability requirements
is, you should then continue to integrate it and also consider it when training the model AI ” -
Interviewee A

4.3.2.3 Challenge of prioritizing explainability over optimization

Balancing model improvement without compromising its explainability or leverag-
ing explainability to aid developers in optimizing the model presents a challenge.
Interviewee A emphasized the dilemma of whether to prioritize explanation before
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optimizing the model. They pointed out that explainability could provide valuable
insights into the model, enabling developers to make targeted improvements. How-
ever, considering that explainability might entail additional costs, determining the
priority of explainability was raised as a challenge.
“...However, I think that, especially in the context of developers and testers, explainability can be
very important for the development process, and also help increase, like, better the optimization
in the end. So if the process developers have a better understanding of the system,
they might be able to improve it better. So these aren’t necessarily in conflict, but could also
support each other. ...if we’re able to optimize the model, we might be able to explain it easier.
So I would approach it like that. And try to argue for them being like working with each other.
However, I think that this, that will be the biggest challenge, like even getting the thing in there
get getting a foot in the door.” - Interviewee A

However, this interviewee offered their own resolution to this challenge, propos-
ing that it could be effectively mitigated by seeking input from the customer to
determine priorities. Notably, they expressed a preference for prioritizing system
optimization as a favored approach.
“And we would ask the customer first and have them decide. So basically, that relieves us of
the burden. We are asking someone else, which one do you want more? And then we put that
in. As someone who researches explainability instead of AI, of course, I am in favor towards
providing more explanations and being more user friendly. But I do see the merit in optimizing
the system first. So we need to talk with each other. That’s the way on how to address it. And
I want to be how do you say that? I want to be convinced on why this system’s performance is
more important. And I would try to convince my peers on why the explainability is important.”
- Interviewee A

4.3.3 Challenges related to evaluating explainability

4.3.3.1 Impact of XAI on other quality aspects

When conducting a tradeoff analysis, it is beneficial to possess a means of quantify-
ing the impact of explainability on other aspects of AI/ML model quality aspects.
Specifically, if explainability has a negative effect on other quality dimensions, it
becomes crucial to establish appropriate metrics for both explainability and the
affected aspects. For instance, explainability may negatively impact system perfor-
mance, underscoring the necessity for suitable metrics to evaluate both explainability
and performance.

Interviewee D discussed the evaluation of negative impacts, particularly when they
affect performance. They posed questions about how to analyze these negative
effects and how to conduct trade-off analyses. They emphasized the need for metrics,
both on the explainability side and the quality side, to quantify these impacts.
“How do you make your trade-off analysis? For example, if you are going to apply explainability
and if it affects internal performance. Well, you have to have metrics. So you have to have
metrics both on the explainability side and also on the quality, that quality metric that you are
looking for” - Interviewee D
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According to the interviewee, this involves having quantitative values and designing
a controlled experiment. The purpose of such an experiment would be to deter-
mine if there exists a "sweet spot" where sufficient explainability is achieved without
significantly compromising the quality of the AI system.

4.3.3.2 Challenges in achieving efficient explanations

Incorporating an explainability feature entails the development of an additional ex-
plainer model. This process involves making careful design choices, analyzing the
potential negative impact of explainability on other quality aspects of the model or
requirements, creating the explainer itself, and conducting additional testing to ver-
ify its effectiveness according to the intended stakeholder(addressee). Consequently,
all of these activities result in extra costs in terms of time, effort, and financial
resources. Particularly, the inclusion of explainability necessitates additional test-
ing efforts to establish trust in the generated explanations. The interview data
indicates that a challenge arises due to the absence of suitable metrics, specifically
standardized metrics, to thoroughly test and verify the explainer itself. Interviewee
C described the challenge with the following statement:
“...we’re discussing with the safety engineers and they need to know or actually get a value (that’s
a number) on how good is our explanation and then they can sort of calculate let’s say how safe
is the complete system?"” - Interviewee C

Hence, during the discussion, an inquiry arose concerning the definition of an effi-
cient explainability function or feature. Efficiency, in this context, encompasses the
prudent utilization of resources for implementing explainability, as well as the effec-
tiveness of the explanation itself. However, interviewees held differing perspectives
on the efficiency of explainability. Interviewee A described efficient explanations
as being concise and persuasive. They emphasized that an explanation should be
convincing, regardless of its factual accuracy. According to this interviewee, the
accuracy of the explanation is irrelevant as long as it successfully convinces the end
user.
“And I think the AI being able to provide like trustable explanations, they don’t need to be true,
necessarily, but they need to be believable.” - Interviewee A

Another interviewee D viewed the efficiency of an explanation in terms of its speed
in reaching the end user. If the explanation is not generated and delivered in a
timely manner, its efficiency and usefulness will be rendered null.
“ If the explanation comes too late, then the trust might have been already like, imagine your car
suddenly makes a full emergency stop and you are super angry as a driver. Like there is nothing
going wrong. What is your problem? Yeah. And then five minutes later, it tells you, yeah, that
was because of that and that. And you are like, could have told me directly or something. So
efficiency might not only be correctness, but efficiency might also be the speed of the explanation
that you get. How fast do you get an explanation? ” - Interviewee D

Interviewee B held a distinct interpretation of explanation efficiency, defining it as
the degree to which it is minimized.
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“So a minimal explanation is an explanation that is the bare minimum, for the addressee to
understand. So we want to get as close to that as possible. If we provide more text than
necessary, the user needs to read more, it’s harder to process harder to understand. So basically,
we would need to know what the right explanation for addresses is, what is the right length,
what is the right complexity, what is the right language, and then we need to minimize it.” -
Interviewee B

4.4 Other challenges related to integrating explain-
ability

4.4.0.1 Challenge-solution recursive problem

Interviewee A discussed the challenge of achieving comprehensive test coverage and
expressed their view that it is quite challenging, drawing from their experience in
testing. They acknowledged that dealing with an incomplete set of data could
be expected, particularly when dealing with increasingly complex systems. They
pointed out that achieving complete and unbiased coverage of such complexity might
be difficult, if not impractical.

The interviewee also noted that, especially for human testers, ensuring data com-
pleteness could be practically impossible. They suggested that it might be feasible
to employ a system to verify data completeness and lack of bias, but they recognized
that this system could also be susceptible to bias and incomplete data, creating a
recursive problem. They concluded by highlighting their perception that addressing
these challenges would be a significant hurdle in the field.
“So an incomplete set of data would make sense to me, especially if the system is getting increas-
ingly complex, it might be difficult to cover it entirely. And to cover it without bias. And I
think that especially for human tester, it might be practically impossible to ensure that the data
is complete, maybe you could, again, use a system to check if the data is complete and unbiased.
But then that system, again, would be privy to, yes, bias and incomplete data may be so it’s it’s
a recursive problem. And I think that this will be a big challenge. ” - Interviewee A

4.4.0.2 Challenge of explainability in embedded systems

Interviewee E raised another important consideration related to the potential chal-
lenges of explainability, particularly in embedded systems with limited processing
power and power availability. They questioned the additional processing power and
electrical energy requirements that would be necessary to implement explainability
in such systems. They noted that utilizing more complex models for explanations
could result in significantly larger model sizes. Moreover, they highlighted the need
to train and run additional models in parallel with the original model, which would
demand substantial processing power and electrical energy.

The interviewee pointed out that while this might not be a concern for large servers
or stationary computers, it becomes a significant issue when deploying these systems
in millions of vehicles. They emphasized the impact on vehicle batteries and the
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additional cost associated with installing the required processing power in vehicles,
underscoring the potential challenges in terms of both energy consumption and
expense.
“Another thing you might have to consider, and I’m not sure that many people will answer that yet,
but it is a problem that occurs if you have embedded systems where you have limited processing
power and limited power availability. How much additional processing power and electrical energy
do you need for a machine that can explain it? Because the model might be significantly bigger
if you take these sharp models. As I said, you have to train a significant amount of additional
models that need to run in parallel to your normal original model. And that takes a lot of
processing power and electrical energy as well, which if you have a big server or a big stationary
computer might not be an issue. But if you start to deploy this into millions of cars, you start
to talk a little bit about how much electric energy this takes from the vehicle batteries and how
much processing power you need to additionally install in the vehicles, which is expensive.” -
Interviewee E

4.4.0.3 Challenge related to explainability techniques

Interviewee C employed the LIME method in their product and it provided some
additional insights. They stated that explaining the model’s behavior is not com-
prehensive. Hence, it is not completely explainable.

Interviewee E mentioned that the challenge lies in the necessity of clear design
decisions regarding explainability techniques such as SHAP:
“The problem, however, is and that’s why you need to have very clear design decisions if you
need explainability or not. For example, training models with SHAP values requires incredibly
more training of the model than if you do not have the SHAP value output. So what it basically
means is you have to, if I’m not mistaken, but you have to retrain the model for each by to get
the SHAP values, you have to remove input dimensions for each training. If you have a very
high dimension in the input, this requires a lot of different training ones where you randomly
deactivate certain inputs. And that, yeah, it’s expensive if you have to do this with a very complex
model” - Interviewee C
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5.1 Answering the Research Questions

5.1.1 Aspects of Explainability for Internal Stakeholders(RQ1)

The results pertaining to Research Question 1 aimed to gather interviewees’ per-
spectives regarding various factors influencing the implementation of explainability
for consumption by internal stakeholders. Given the broad and generic nature of
this research question, the responses we received from interviewees displayed a wide
range of diversity.

Importance of XAI: While many of the interview participants concurred on the
significance of explainability for AI/ML systems, they emphasized that the impor-
tance of explainable artificial intelligence (XAI) varies across different application
domains. Notably, it holds particular significance in safety-critical domains and de-
cision support systems. The findings agree with existing research, as exemplified by
[64] and [65], which delves into the advantages of explainability within safety-critical
domains, such as applications in aerospace and autonomous vehicles.

Objectives of XAI: Interviewees raised several points related to the objectives
of XAI, such as the need for XAI to address accuracy issues, guide testing processes,
comprehend AI software development tools like copilots, and retracing inputs that
lead to prediction bias, among others. While some of these goals such as bias and
addressing accuracy issues have been explored in existing studies such as [66], others
remain relatively understudied within the existing literature. Specifically, the XAI
objectives related to aiding testing procedures and enhancing the understanding
of AI software development tools like copilots have not received extensive research
attention thus far.

Stakeholders: The interviewees identified internal stakeholders as key players (de-
velopers and testers) in the implementation of XAI. Most of the internal stakeholders
mentioned by the interviewees were either directly or indirectly referenced in existing
literature, with the notable exception of requirement engineers which is discussed in
section 5.2.1.
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Effect of XAI on model selection: As elaborated in Section 4.1.4, the con-
sensus among the interviewees is that utilizing explainability as a metric for model
selection is imperative. Prior research, exemplified by [67] and [68], has employed
explainability techniques to compare models by evaluating their internal workings
or to distinguish significant features from less relevant ones. Consequently, in light
of the results obtained from 4.1.4 and the existing body of literature, it is imperative
for practitioners to proactively incorporate XAI integration in the early stages of
AI/ML development.

Explainability in Computer vision: As elaborated in Section 4.1.8, the use of
class activation maps(CAM) as a specific explainability feature allows them to visu-
alize which parts of an image are most influential in driving the model’s predictions,
providing a deeper understanding of how the model operates. Class activation maps
enable us to visualize the CNN’s predicted class scores for a given image, emphasiz-
ing the object parts that the network identifies as discriminative [69].

Constraints: Most of the interviewees have underscored the constraints associated
with implementing explainability in various application domains. Among these con-
straints, issues related to time, financial resources, and development costs have been
repeatedly emphasized by multiple interviewees. It is imperative that these aspect
be taken into consideration during the requirement analysis phase to determine the
feasibility of proceeding with the implementation of explainability, as suggested in
[18].

5.1.2 Explainability vs. Testability(RQ2)
The findings from RQ2 highlight the importance of explainability in the context of
testing machine learning models. They explore how explainability can function as
an effective tool for testing purposes among internal stakeholders.

Test Guidance: The discussion centered on the interplay between explainability
and testing within the context of AI models. Section 4.2.1 pointed out that explain-
ability and testing are closely connected and influence each other. It demonstrated
how explainability and testing are intertwined by illustrating the use of adversarial
samples. Adversarial sample generation can be viewed as a form of testing aimed
at challenging the model’s robustness by attempting to disrupt it. This process
provides insights into the system’s behavior, especially in specific scenarios where it
may exhibit vulnerabilities [63].

Furthermore, it was emphasized that explanation techniques can enhance the test-
ing process. When someone possesses an approach to explainability, they can design
tests based on the model’s behavior. This two-way relationship suggests that ex-
plainability supports both the testing process and the understanding of the model’s
behavior.

Moreover, explainability was seen as a tool for test guidance. It provides insights
into why the model produced specific responses for each test, facilitating better
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guidance during exploratory testing. This feedback helps individuals determine the
next steps required to achieve their objectives effectively.

Debugging tool: Explainability as a debugging tool was a key focus in the section
4.2.3 and highlighted its significance in troubleshooting AI models when they pro-
duce flawed or unexpected results. It was likened to traditional debugging tools for
code, but instead of identifying code bugs, explainable techniques help understand
why the model behaves in certain ways that may not align with expectations. This
aspect of explainability aids in diagnosing and rectifying model issues. Therefore,
addressing specific errors is an essential part of error analysis.

Biased data: The discussion centered on the intersection of explainability and test
data, highlighting the importance of addressing issues related to biased or incomplete
data, utilizing test data as a benchmark, and the challenges involved in assessing
test data. These discussions aimed to uncover how the analysis of test data and
the integration of explainability can enhance the understanding of AI systems for
developers and testers.

Section 4.2.2 emphasized the significance of explainability in understanding data dis-
tribution and detecting potential biases, particularly in scenarios involving big data.
When instances deviate significantly from the training data distribution, providing
explanations for the training data becomes essential. Such explanations can assist
in making informed judgments and identifying segments of data that may require re-
training. By having explainability integrated from the start, choosing data becomes
more accessible, ultimately benefiting the testing process.

False predictions: This theme 4.2.4 explored in the findings has contributed to
a better understanding of false predictions in AI systems. While addressing the
challenge of false predictions, practitioners often rely on real-world testing, includ-
ing the use of parallel systems, to validate AI decisions. Researchers, on the other
hand, focus on developing explainability techniques to aid in error detection and im-
provement. The solutions discussed in Section 4.2.4 include enhancing data quality,
refining model architecture, making adjustments to model internals, and leveraging
explainability as a pivotal debugging tool in these improvement efforts.

5.1.3 Challenges in Integrating Explainability Features for
Internal Stakeholders (RQ3)

Ground Truth vs. Explainability: The challenge associated with the absence
of ground truth for testing AI/ML systems has been a topic of discussion in existing
literature [70][71]. Our qualitative analysis, derived from interview data, supports
the acknowledgment of this challenge, particularly in the context of complex prob-
lems. Previous studies, such as [71] have employed user-defined ground truths to
tackle this issue. Nevertheless, there is a noticeable gap in the literature, particu-
larly regarding the in-depth exploration of the concept of ground truth in AI/ML
systems and how explainability can be leveraged to mitigate the challenges arising

49



5. Discussion

from the absence of ground truth during testing in the realm of machine learning
and artificial intelligence.

Absence of standardized metrics: surrounding the absence of standardized
metrics for assessing the trustworthiness of explainability has been brought up. In
particular, the need for establishing metrics to gauge trust and perform trade-off
analyses with other quality factors, such as performance, has been highlighted.
There is a focus on the need for metrics aimed at quantifying the efficacy of ex-
plainability and measuring how it may positively or negatively impact other quality
dimensions. Although previous literature has put forth diverse metrics for considera-
tion, the field has yet to establish a universally accepted set of standardized metrics
[18].

XAI customization: Another concern brought to light pertains to the require-
ment for XAI technique customization to suit specific application contexts, as elu-
cidated by our interview findings in section 4.3.2. Nonetheless, it remains unclear
how existing explainability techniques, such as LIME or SHAP, may lose their effec-
tiveness when applied in domain-specific contexts. This ambiguity could potentially
be attributed to a lack of familiarity with the extensive array of existing explainable
artificial intelligence (XAI) techniques, given the multitude of options available in
this field so far [72].

Lack of experience in how to integrate explainability during the AI de-
velopment: Interviewees have highlighted a lack of practical expertise concerning
explainable artificial intelligence (XAI) in section 4.3.2.2. There is a pronounced de-
mand from the interviewees for precise guidance on how to incorporate XAI features
tailored to their specific requirements. This knowledge gap could stem from a lack
of familiarity with existing XAI techniques and tools or from uncertainties about
integrating XAI into their development processes. Nonetheless, it’s worth noting
that several frameworks and XAI review publications, such as [40], [18], and [72],
have been crafted to bridge this knowledge gap in the realm of XAI.

Furthermore, the theoretical insights provided by the interviewees reflect a diver-
sity of perspectives influenced by their respective backgrounds. Nevertheless, we
consider these suggestions as a foundation for prospective research aimed at estab-
lishing a standardized and comprehensive framework that can benefit a wide range
of practitioners, regardless of their varying levels of experience.

Recursive problem: The issue of the Challenge-solution recursive problem, as
pointed out by one of our interviewees in Section 4.4.0.1, merits further attention in
future research. Nevertheless, it’s important to recognize that explainable artificial
intelligence (XAI) tools can play a crucial role in uncovering imbalances within raw
and processed data [73]. As elucidated in the aforementioned study, XAI tools
possess the capability to pinpoint imbalances in data, including issues related to
over/under-sampling, as well as identifying the most influential attributes in both
local and global decision-making processes [73].
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Consequently, we believe that the challenge of detecting and identifying biases or
data completeness may be effectively addressed through the application of XAI
techniques. However, there remains a necessity for additional future studies in the
domains of explainability, data completeness, and AI/ML testing to delve deeper
into these intricate issues.

Furthermore, it is worth noting that the challenge raised by one interviewee re-
garding explainability in embedded systems should not merely be regarded as a
constraint necessitating trade-off analysis. Instead, this challenge warrants further
research and investigation to identify viable solutions, given its unique and complex
nature.

5.2 Implications

5.2.1 Internal stakeholders roles and XAI constraints
In this section, we present a discussion about the roles and internal stakeholders
involved in the development of XAI systems, along with the constraints influencing
the adoption of XAI.

Unclear role of Requirement engineers in XAI: Numerous studies into ex-
plainable artificial intelligence (XAI) have been conducted, each aiming to achieve
specific objectives related to explainability. In one study, [35] delineates various
expectations from developers, including factors such as Verification, Trust, Trans-
ferability, Performance, Efficiency, Debuggability, and Accuracy. In alignment with
this earlier work, Preece et al. [31], in their study, delve into the requirements for
explainability as perceived by various stakeholders, with a particular emphasis on
how explanations can contribute to system verification and validation. Currently,
there is no universally accepted categorization of stakeholders. Preece et al. [31] cat-
egorizes stakeholders as Developers, Theorists, Ethicists, and Users, while another
study [35] builds upon previous research by Arrieta et al. [72] to classify stakeholders
as users, (system) developers, affected parties, deployers, and regulators.

Based on the findings of our interview results discussed in the previous section 4.1.2,
it appears that internal stakeholders, such as Developers or System Designers, as
well as Data Scientists and Testers, could be grouped within the developer category
according to the criteria outlined in both studies [35] [72]. However, it remains
unclear whether Requirements Engineers should be integrated into one of the exist-
ing stakeholder classifications. Moreover, there is a lack of comprehensive research
addressing the specific needs of Requirements Engineers within the domain of ex-
plainable artificial intelligence (XAI). Therefore, it is imperative that future studies
define the core constituents of internal stakeholders in the XAI field and explore
their need for explainability across various application domains.

XAI specialist role: Numerous research studies are dedicated to exploring ex-
plainability techniques that can be applied across diverse application domains. How-
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ever, it can sometimes be challenging to chart out the specific explainability require-
ments and align them with the corresponding techniques, especially when dealing
with less common or customized explainability needs for machine learning models.
This challenge, as highlighted by one of the interviewees in Section 4.3.2, underscores
the necessity of occasionally devising tailor-made explainability techniques.

Consequently, when faced with such scenarios, navigating the extensive body of
existing literature to identify state-of-the-art explainability techniques can be a
formidable task. For instance, Arrieta et al.’s [72] comprehensive review provides
a taxonomy of the literature and identifies trends in explainability techniques for
various machine learning models. This study encompasses a vast array of explain-
ability techniques, categorizing them based on aspects such as transparent models,
post-hoc explainability, model-specific, model-agnostic, visual explanations, local
explanations, and more.

Given these obstacles, we recommend that practitioners and organizations seeking
to implement explainable artificial intelligence (XAI) in their AI/ML systems con-
sider the inclusion of a dedicated XAI specialist within their development team. The
role of the XAI expert would encompass tasks such as identifying the most suitable
XAI techniques and tools, providing guidance to developers and testers throughout
XAI development activities, and identifying appropriate evaluation metrics. Organi-
zations can decide whether to appoint an individual XAI expert or assemble a team
of experts based on the specific requirements of their XAI initiatives. This approach
will facilitate effective collaboration with internal stakeholders throughout the entire
XAI development process.

Constraints on XAI: The incorporation of explainability into a system can exert
either negative or positive effects on various quality aspects, as discussed in [74].
While it is evident from research by Larrisa et al. [74] and our interviews that
explainability contributes positively to the testability of systems, it is crucial to
evaluate its potential adverse implications on other dimensions of quality.

Furthermore, as emphasized in our interview findings, practitioners may need to
conduct an assessment of resource constraints, including financial and time limita-
tions, during the requirement analysis phase. This analysis is necessary to ascertain
the feasibility of integrating explainability features for the benefit of internal stake-
holders.

5.2.2 Benefits of XAI for internal stakeholders
This section discusses the diverse role of explainability in enhancing machine learning
testing, covering aspects such as adversarial testing, guidance during exploratory
testing, debugging, and feature selection. Figure 5.1 illustrates the goals of internal
stakeholders and the benefits they derive following the integration of XAI.

Enhanced Testing Strategies: From the above findings in Section 4.2.1, we infer
that adding an explainability feature to a machine learning model can significantly
impact testability and benefit internal stakeholders. According to the interviewee in
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Figure 5.1: Benefits of XAI for Internal Stakeholders

section 4.2.1, there is a bi-directional relationship between explainability and testing
in machine learning. That is, XAI can help in designing better tests, and testing
can contribute to making machine learning models more explainable. Explainability
techniques can enhance the testing process by helping testers design tests based
on the model’s behavior. It operates in both directions, supporting testing and
understanding the model’s behavior.

The goal of testing with adversarial samples is to assess the model’s vulnerability to
such attacks and to improve its robustness by identifying and addressing weaknesses.
By understanding how the model behaves when presented with adversarial inputs,
developers and researchers can work on making the model more resilient and less
prone to being fooled by malicious or deceptive inputs. Explainability can play a
crucial role in adversarial testing for machine learning-based systems by providing
insights into how the model behaves under adversarial conditions and helping to iden-
tify vulnerabilities. For instance, Prathyusha Devabhakthini et al. [75] presents a
comprehensive framework for evaluating how adversarial attacks affect NLP models
and underscores the significance of model explainability in understanding these con-
sequences. The results highlight the necessity for NLP models to be resilient when
confronted with adversarial inputs and emphasize the crucial role that explanations
play in examining model behavior. The study by Ishai Rosenberg et al. [76] takes
a different perspective by demonstrating that adversaries can employ explainability
techniques to launch adversarial attacks on malware classifiers.

Guidance during exploratory testing: As indicated by the interviewee in Sec-
tion 4.2.1, XAI can provide guidance during exploratory testing. It offers insights
into why the model produced specific responses, helping testers formulate additional
tests or adjust their testing strategies. Detecting biases in test data, particularly
when dealing with skewed or incomplete data distributions, can be facilitated by
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explainability. To comprehensively evaluate biases, it is advisable to employ a mul-
tifaceted approach that incorporates a variety of XAI techniques. Also, it is evident
from the study by Palatnik de Sousa [77], that XAI methods are valuable tools
for identifying and understanding biases in AI models. XAI techniques, such as
heatmap approaches, can reveal where a model is focusing its attention within an
image. This is critical for detecting whether a model is potentially focusing on
spurious or irrelevant parts of the image, especially in medical applications.

XAI as Debugging tool: Section 4.2.3 explains how XAI serves as a debugging
tool when the model doesn’t work as expected. It helps identify why the model’s
behavior doesn’t match expectations, making it valuable for developers, testers,
and requirement engineers. Providing explanations for training data can aid in
making informed judgments and retraining decisions. Sungmin Kang et al [78],
introduce "Automated scientific debugging"(AutoSD), a novel technique inspired by
how human developers interact with code during debugging. The goal is to align the
reasoning of automated debugging more closely with human developers’ thinking
processes, aiming to produce clear and intelligible explanations for how specific
patches are generated. These explanations are intended to enhance the efficiency
and accuracy of developer decisions [78].

Feature Selection Guided by Explainability: Furthermore, as mentioned in
Section 4.2.1, the addition of the explainability feature facilitates a better under-
standing of the relationship between input data and model output, enabling the
identification of useful data and previously overlooked parameters in the dataset.
By understanding which data inputs are most influential in the model’s decisions,
developers can make informed decisions about feature selection. They can focus
on the most relevant features, potentially reducing dimensionality and improving
model efficiency.

Class Activation Maps for visualizing explainability The realm of computer
vision is in a state of constant evolution, with ongoing progress in the development
of explainability features and assessment protocols. Class activation maps (CAM)
have gained recognition as valuable tools for comprehending model predictions. Nu-
merous studies are actively enhancing this field by introducing novel evaluation
techniques and advanced explanation frameworks like LIFT-CAM. These advance-
ments play a vital role in improving the interpretability and real-world applicability
of computer vision models. The study by Samuele Poppi, et al [79] introduces a
novel evaluation protocol, the ADCC score, which considers model confidence, map
coherency, and complexity in a single metric for comparing CAM-based explanation
methods. Another study by Hyungsik Jung, et al [80] presents a novel analyti-
cal framework for generating visual explanations in the context of computer vision,
specifically involving the determination of coefficients for Class Activation Maps
(CAM). It optimizes a linear explanation model and introduces various approaches,
including LIFT-CAM, for improved explanations. LIFT-CAM offers enhanced vi-
sual explanations compared to other CAM methods and achieves top-notch results
on quantitative evaluation metrics. Testers can use enhanced visual explanations
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from LIFT-CAM to identify anomalies or irregular model behavior, enabling them
to offer valuable feedback to developers for the enhancement and fine-tuning of the
model. Researchers are now placing greater emphasis not only on enhancing the core
technology but also on identifying distinct domains and applications where CAMs
can deliver meaningful insights.

5.2.3 Explainability in XAI: Integration, Selection, Presen-
tation, and Evaluation

This section includes a discussion of various aspects related to explainability, includ-
ing its integration into the design phase, selection criteria, and presentation formats.
Additionally, it delves into the evaluation of explainability methods and metrics to
gauge their effectiveness and trustworthiness in the context of XAI.

XAI Techniques in the Design Phase: Based on the findings from the in-
terviews, it becomes evident that the majority of the interviewees lack practical
experience in implementing and utilizing explainability techniques and explainable
artificial intelligence (XAI) tools. As previously discussed, following a thorough the-
oretical examination of the existing array of explainability tools and techniques, it
may be important to proceed with the selection of explainability techniques that are
apt for explaining the chosen model during the system design phase.

One study, as exemplified by [40], categorizes the types of explanations based on
what developers and practitioners may seek to implement to enhance the inter-
pretability of their models, aligning these explanations with common machine learn-
ing (ML) model types. This categorization serves as a valuable guide for making
models more interpretable. Additionally, another study, referenced as [18], delves
into the question of when explainability should be integrated into the system and
how the results should be presented to users. This timing consideration pertains to
whether explainability should be integrated from the outset of model development
or post-deployment of the system [18].

However, from our interview results, it is apparent that employing explainability
as one of the model selection criteria, alongside other metrics such as performance
and accuracy, has been regarded as a favorable design choice, as opposed to de-
veloping explainability after model selection and deployment. Moreover, various
techniques for presenting explainability have been identified, including textual, nu-
merical, and visual formats, as elucidated in [18]. Furthermore, in accordance with
another study by [72], explainability techniques have been categorized based on their
support for visual and textual formats. As outlined in the [72] study, in the case
of models demanding post-hoc and model-agnostic explainability methods, Shapley
values, saliency maps, and conditional plots have been classified as fitting visual
explainability techniques.

Nevertheless, despite the recognition of the significance of explainability techniques
and presentation formats during the design phase, there remains a research gap in
understanding which types of explainability formats are most suitable for technical
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or expert users, such as developers and testers. Nevertheless, practitioners can draw
upon existing reviews and taxonomies to identify the most appropriate explainability
techniques and presentation formats tailored to their specific use case during the
design phase.

XAI evaluation: An essential insight drawn from the interviews pertains to the
challenge of defining what constitutes an effective explanation and establishing trust
in explainability itself, as elaborated in Section 4.3. To gauge the effectiveness of
explainability, it is imperative to employ suitable evaluation methods and metrics.
According to [18], explainability evaluation can be conducted at either the system or
explanation levels. However, consensus remains elusive regarding what constitutes
a robust evaluation method at the explanation level [18]. Evaluation techniques
such as user studies, A/B tests, case studies, and interviews have been recognized
as means to assess explainability [18]. Along these lines, another review study docu-
mented in [40] categorizes goodness, user satisfaction, and mental model as human-
based evaluation methods. Moreover, this study [40] further classifies evaluations
that are conducted automatically and without human intervention use explanation
properties as the primary metrics for evaluating explainable artificial intelligence
(XAI) methods.

As an illustrative example, one of the pivotal evaluation metrics underscored in
[40] is "faithfulness". Faithfulness is defined as the extent to which the identified
importance of features aligns with their real-world significance [40]. When essential
variables are removed, predictive accuracy should diminish accordingly [40]. The
more rapid this decline, the higher the faithfulness of the explanation method. As
one of the interview participants revealed in Section 4.1.7, a lack of user trust in the
explanation itself served as a deterrent to the adoption of explainability within their
organization. Hence, we recommend that practitioners explore the existing literature
to ascertain whether established metrics like faithfulness and robustness,Correctness
as argued in [40][41][37], can address their apprehensions.

Another noteworthy finding, necessitating further investigation, pertains to the con-
cept of explanations that are convincing but not necessarily truthful, as discussed in
Section 4.3. Hence, we suggest that the attributes of explanations and what defines
correctness (truthful and convincing) in explanations, especially for internal stake-
holders and expert users such as testers and developers, should be explored in future
studies. In line with the utilization of explainability properties as metrics, [40] refers
to an existing study conducted by [81] and presents a list of properties extracted
from the literature. Hence, practitioners can leverage these compiled explainability
properties to identify and employ them as XAI evaluation metrics tailored to their
specific context.

Moreover, we propose that researchers employ these compiled lists to investigate
their applicability across diverse application contexts and for different stakeholders.
We believe that this approach will facilitate a deeper understanding of how these
metrics align with specific XAI needs and objectives.
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5.3 Threads to Validity

5.3.1 Internal Validity
The study exclusively concentrates on AI/ML systems, distinguishing it from inves-
tigations into general software systems. It faces potential internal validity threats
due to the diversity of participant backgrounds and the potential for researcher
bias. While the diversity among participants can offer valuable insights and per-
spectives, the varying levels of experience and expertise within the domains of XAI,
AI, and ML may introduce internal validity concerns. These differences in partici-
pants’ knowledge and familiarity with the subject matter may result in variations
in response quality and depth, potentially impacting the richness of the collected
data. To address this potential threat, we conducted a rigorous analysis involving
multiple rounds of revisions for themes and codes to ensure consistency and reliabil-
ity in data interpretation. Additionally, to mitigate the influence of researcher bias,
we carried out the analysis independently. For both the literature review and the
coding process, when disagreements arose, decisions regarding inclusion or exclusion
(in the case of research papers) or coding of extracted data. Validation of these final
decisions took place during our weekly meetings.

5.3.2 External Validity
An external validity threat in our interview study is characterized by a relatively
small sample size. The limited number of participants may constrain the extent to
which our study’s results can be applied beyond the specific individuals involved
in the interviews. Given the diverse backgrounds and expertise levels within our
sample, there is a concern that the findings may not fully represent the broader
population of AI and XAI practitioners, who may have varying perspectives and
experiences. Moreover, the small sample size combined with the diversity of back-
grounds may restrict the ability to detect trends that could be present in a larger
and more homogeneous sample. While our study provides valuable insights, it is
essential to acknowledge these external validity threats and exercise caution when
attempting to generalize the findings to a more extensive and diverse community
of AI and XAI professionals. To address this limitation, future research endeavors
could consider expanding the participant pool and increasing diversity while also
conducting additional studies in various contexts to enhance the external validity of
the findings.

While the study’s immediate relevance is evident for internal stakeholders within the
automotive industry, we contend that its findings hold valuable insights for devel-
opers and testers engaged in ML/AI applications across diverse domains. It’s note-
worthy that our interviewees primarily represented the automotive sector; however,
it’s essential to emphasize that the interview questions were intentionally crafted to
maintain a level of generality and not be specific to the automotive domain.

This deliberate approach strengthens our conviction that the study’s outcomes pos-
sess broader applicability and offer guidance to professionals in various ML/AI sec-
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tors. The insights gleaned from our research, pertaining to XAI integration and
the roles of internal stakeholders in AI system development, are transferable and
relevant to a wide spectrum of ML/AI domains beyond the automotive industry.

5.3.3 Construct Validity
Construct validity refers to the degree to which the study effectively captures the
researcher’s intended objectives and aligns with what it claims to investigate in the
context of research questions. To address this, several measures were implemented.
Prior to each interview session, we communicated the study’s purpose and objectives
to the participants through email. At the outset of each interview, we reiterated
these points to ensure clarity and eliminate any potential confusion.

Throughout the interviews, participants were actively encouraged to seek clarifica-
tion or pose questions if any aspects seemed unclear. When necessary, we provided
additional explanations and examples to enhance participants’ understanding of the
questions and their intent. The structure of the interview guide was thoughtfully
designed to begin with fundamental questions, ensuring that participants had a solid
grasp of foundational concepts, thereby minimizing misinterpretations and promot-
ing clarity.

The selection of interview participants poses a potential challenge since there are a
limited number of development teams with hands-on experience in creating explain-
able systems, and the insights gathered from the interviews rely on a hypothetical
scenario. Further research is necessary to collect quantitative data from real-world
environments.

It is worth noting that the researchers conducting this study did not possess exten-
sive practical experience with AI systems. To mitigate this limitation, we leveraged
the expertise and knowledge of both academic and industry supervisors. Addition-
ally, a thorough literature review was conducted to inform the design of the interview
guide, ensuring that it encompassed relevant topics and considerations.

Our commitment to transparency is reflected in our detailed description of the data
analysis process. We opted for thematic analysis, a well-established method with
a structured six-phase approach, to analyze the interview data. This systematic
approach facilitated the identification and interpretation of themes within the data,
enhancing the reliability and transparency of our data analysis process.

5.3.4 Conclusion Validity
We analyzed eight interviews and supplemented our findings with insights from 80
publications to conclude our study. It is essential to approach the interpretation
of our findings with care and try not to make overly broad statements. However,
we maintain a high level of confidence in the suitability of our data for the analysis
presented in this paper, as our primary objective is to offer a comprehensive overview
rather than establish absolute truth. To strengthen the reliability of our conclusions,
future research efforts will be required to build upon our findings and yield more
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detailed and precise results.

5.4 Future Work
Drawing from the insights gained in this study, this section summarizes key areas
that need further investigation in future research endeavors.

Testing and explainability Existing literature covers the topics of testing ma-
chine learning systems and the challenges inherent in AI/ML systems. However, a
notable research gap exists concerning how these challenges can be effectively ad-
dressed by utilizing either existing or novel explainable artificial intelligence (XAI)
techniques. To address this research gap and make a meaningful contribution to this
evolving field, an integrated approach that combines literature review and interview
studies presents a promising methodology.

Domain-specific study of XAI for internal stakeholders The study of inter-
nal stakeholder requirements for explainable artificial intelligence (XAI) has thus far
remained unexplored within existing research. To address this gap comprehensively,
conducting domain-specific investigations into XAI needs within distinct applica-
tion domains could offer valuable insights into the unique needs, challenges, and
existing AI/ML development processes specific to those domains. Particularly, the
exploration of internal stakeholder needs for XAI in areas such as safety-critical
systems and decision-support systems holds paramount significance, as underscored
by the findings of this study. Therefore, we advocate for using case studies as an
appropriate methodology to explore this and bridge the existing knowledge gap.

Exploring the appropriateness of existing XAI evaluation metrics As
highlighted in the preceding sections, the challenge surrounding the suitability of
diverse evaluation metrics for various internal stakeholders calls for additional re-
search efforts. Existing explainable artificial intelligence (XAI) evaluation metrics
have been examined primarily from the standpoint of either all stakeholders collec-
tively or with a focus on a specific explainability technique. Consequently, a crucial
research avenue involves exploring existing evaluation methods from the unique per-
spectives of internal stakeholders. To bridge this research gap effectively, a combined
approach utilizing a literature review in conjunction with an interview study appears
well-suited.
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To the best of our knowledge, this study constitutes the pioneering endeavor to
investigate the perspectives of practitioners and researchers regarding the necessity
of XAI for internal stakeholders. Our contribution includes a compilation of cru-
cial aspects underlining the significance of explainability for internal stakeholders, a
comprehensive exploration of the advantages that explainable artificial intelligence
(XAI) can offer to developers and testers, as well as various challenges that internal
stakeholders might encounter while incorporating explainability to AI/ML systems.
Moreover, the role of explainability as a debugging tool addresses the practical chal-
lenges that developers and testers face in diagnosing and rectifying issues within AI
models, fostering trust and usability. The key challenge that we identified relates
to establishing trustworthiness in explanations, in particular since there is currently
no standardized metric to measure explanation effectiveness. The demand for clear
guidelines and models to facilitate the seamless incorporation of explainability into
AI system design is evident. We encourage future research endeavors to encompass
the identification of pre-existing, well-known challenges in AI/ML system testing
that could benefit from the integration of XAI. Additionally, we suggest conduct-
ing domain-specific investigations to delve into the XAI requirements of internal
stakeholders, particularly within safety-critical and decision-support systems. Fur-
thermore, we encourage in-depth examinations of the prevailing explainability eval-
uation techniques and metrics to align them more effectively with the XAI needs of
internal stakeholders such as testers and developers.
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A.1 Interview Guide

I



INTERVIEW GUIDE

INTRODUCTION

● Sushmitha Pravin Karthick and Tedla Bayou Admekie doing Masters in Software
Engineering and Technology at Chalmers University of Technology.

● We are doing a thesis on the topic of explainability: An Exploration of Explainability
for Internal Stakeholders. For this thesis, we will ask questions about explainable AI,
and your input will be valuable to us.

CONFIDENTIALITY

We would like to record and transcribe this interview. We will share anonymous data with our
supervisor, Dr. Eric Knauss, to the extent needed for this research. We aim to store data for the
next 5 years. However, it is your right to ask for the deletion of interview data before this time.

SCHEDULE

The interview will be conducted for approximately 60 minutes.

The interview began with an introduction to the concept of explainability.

GENERAL QUESTIONS

1. What is your current role in this project?

2. How long have you been working in this role?

3. Do you have any experience with explainability?

4. Who are the key stakeholders involved in explainable AI?

5. What is the role of internal stakeholders in explainability?

6. What AI applications are being developed at your company?
Do you know any company that has implemented explainable AI? If yes, can you briefly
say how they have done it? What was the objective of implementing explainability?

7. How crucial is explainability, in your perspective, for AI/ML systems?

8. Can you describe what part of AI/ML systems lacks/needs explainability?

9. What obstacles have you faced while utilizing complicated or black-box models, and how
have you overcome them?



A. Business Requirements

1. Do you have experience with supporting testability through explainability? Do you have
an example of how explainability can support internal stakeholder needs, e.g., in relation
to testability or safety argumentation?

2. Have you tried to analyze the impact of adding an explainability feature on other quality
aspects of the system, such as testability? If yes, what was your tradeoff analysis?

3. Do you think prototypes for explainability are helpful for rapid visualization and
discussion of design concepts with internal stakeholders, such as Testers, Developers?

B. Data pre-processing,Model Design

1. Does the model selection (in some cases, feature selection) follow explainability goals,
thereby supporting justifications for stakeholders?

2. Do you prefer adding explainability features along with model design or later stages in AI
development?

3. After training the AI model, does the AI system have model explainability?
Model explainability refers to the concept of being able to understand the machine
learning model [1]. Examples for techniques that support model explainability are LIME,
SHAP, Permutation importance, etc.

4. If yes, what explainability technique(s) are currently in use?

5. Do you feel the chosen technique (SHAP, LIME, or others) is efficient in explaining the
logic behind the model's decision making process?

6. If not, what could be the reason, and how can we try to achieve complete understanding
of the model’s behavior?

C. Testing the AI model



1. How do you collaborate with your team to make sure that the system’s explainability is
taken into account from the beginning of the requirements until training the model AI?

2. What are the key challenges in achieving testability while maintaining a strong emphasis
on explainability?

3. Are there particular approaches or methods that can aid in finding a balance between
testability and explainability?

4. Could you provide examples of real-world scenarios where the testability-explainability
trade-off becomes particularly critical or challenging? How have researchers addressed
these challenges in practice?

5. When adding more complex layers or features to a model:
Does this make it more difficult to understand how the model is making its predictions?

6. What are the existing considerations/mechanisms to handle false predictions made by
an AI model?

7. Do you encounter any challenges when trying to avoid AI models making false
predictions?

8. If the above scenario applies to you, what would be the solution?

9. How do you check if the explainer that is being used is efficient or not? Which factors
can influence trust in explanations?

Closing Queries

To the interviewee, Is there anything more you'd like to include or any further information or
insights you wish to share?

A follow-up email or meeting is scheduled with interviewees whenever necessary to address
any questions.

*End of Interview*
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A.2 Themes from Interviwees

Figure A.1: Themes from Interviwees
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A.3 Classification of XAI methods
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A.4 Mind map for the importance and Objec-
tives of Explainability

Importance & Objective of 
XAI
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Needs

Critical Application 
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Complement Output 
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Understand AI tools

Retrace Input Data

Safety-Critical Systems
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Figure A.3: Mind map for the importance and Objectives of Explainability
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A.5 Ishikawa diagram for challenges of XAI for
Internal Stakeholders
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Figure A.4: Ishikawa diagram for challenges of XAI for Internal Stakeholders
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A.6 Research Methods Process
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Figure A.5: Research Methods Process
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A.7 Benefits of XAI for Internal Stakeholders
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