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#### Abstract

In the early days of space exploration simple monopole antennas were used in state-of-art spacecraft systems. Time changes and so does the requirements and new compact, cost effective and high performing antenna systems need to be developed. Many of the current omnidirectional antennas for space are complex, hard to manufacture and thus very expensive. In this thesis we will study a mechanically simple coaxially fed biconical antenna and evolve the design using 21th century methods that has not been applied to the topology before. We propose a Right Handed Circular Polarized (RHCP) Toroidal Low Gain Antenna (TLGA) that can be used for dual band Telemetry, Tracking and Command (TT\&C) in spacecraft and satellite systems. The antenna is designed for single element operation whereas most current space TLGAs require two elements, one for the receiving chain (RX) and one for the transmitting (TX).

The commonly used profile for the biconical antenna is the straight. In this thesis, we investigate a set of other profiles, which are used in the design of horn antennas, but for the bicone antenna which at a fundamental level is a broadband dipole. We also propose to use a new method for beam shaping and side lobe reduction by employing a smooth profile that is spline-defined and stochastically optimized. This represent a new development of the bicone antenna but the method has been successfully applied to e.g. state-of-the-art horn antennas in the Square Kilometer Array (SKA) project. Furthermore, a three layer meander type polarizer is designed, using a very robust flame resistant fibreglass substrate (FR4). The polarizer will be cleverly integrated in the profile of the antenna to provide the required mechanical stiffness for a spacecraft launch. The electrical design of the antenna is also prepared for the harsh environment of space where e.g. thermal mismatches can be accounted for by using a capacitively coupled coaxial excitation. The design also allows for an outer layer of e.g. germanium Kapton to protect against radiation charging.

Birds, such as starlings, and other biological creatures exhibiting swarm behaviour deserve immense credit for their contribution to science. The proposed antennas have achieved radiation patterns, and other characteristics, that never would have been possible without biologically inspired optimization algorithms. As such, the starling bird has earned a place on the front page of this report next to the presented TLGA which it has optimized.
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## 1

## Introduction and Background

The story began a long, long time ago when space was so empty that even time did not exist. The universe is now full of electromagnetic waves, time itself as well as static electric and magnetic fields that unites matter and even a human thought together. Everything in this universe needs to be balanced, down to the extremely tiny atom where the static Coulomb forces have to be balanced by the centripetal force of the spinning electron. You are pulled down by gravity but the electrons in your feet and the floor repel each other and you stay put. Balance is a key element in this universe for every single thing that you see. The same thing can be said about light, we need something dark to balance it. This mysterious dark force yet remains to be explained, among a million other things, but its presence is implicitly felt every single day by each human and alien being in the universe [1].

The light side of the force has, throughout the years, gone under many different names. Nowadays, the term "light" is mostly used for the visible part of the electromagnetic spectrum, i.e. from wavelengths 390 up to about 700 nm [2]. For other biological creatures, rather than humans, the eye may be adapted to other wavelengths and the visible spectrum of light may thus be defined otherwise. Light, Radio Frequencies (RF), microwaves, ultra-violet light, x-rays and gamma-rays are all just acronyms for different parts of the electromagnetic spectrum. In the end they are fundamentally the same, i.e. oscillating electric and magnetic fields, and are only separated by the number of oscillations during a second. The number of oscillations during a second, also known as frequency, has the unit Hertz named after the German Physicist Heinrich Rudolf Hertz who was the first person that verified James Clerk Maxwells electromagnetic theory of light during the 19th century. Maxwell was the person who unified magnetism, electricity and light in twelve beautiful equations [3]. In a potential two dimensional alternative universe they can be reduced to eight. The word beautiful is, however, a relative term and could be applied to humans, flowers or even a well designed chair. What makes Maxwell's equations beautiful is not the greek symbols, but rather what they represent and their universal meaning. Alien beings are also governed by the same physical laws and thus, if sufficiently evolved, have their version of Maxwell's equations but most likely under a different name and different mathematical methods. This is what makes Maxwell's equations beautiful. The way they unify fundamental forces of nature, are universally applicable and allow us to design and build systems. Systems that one day may allow us to shake hands with many of our, very plausible, neighbours throughout the universe.

Earth will eventually be uninhabitable, may it be through nuclear war, climate change or an asteroid impact the prosperous days of the blue planet will come to an end. Thus as stated in the sixties by Captain James T. Kirk: "Space is, and will always be, the final frontier for the human race". A full migration to an extraterrestrial planet is, however, not something we are considering to do any time soon. We still have many amazing things and discoveries to look forward to in our, on a cosmological scale, short life span. E.g. the possibility of finding extra-terrestrial life in our solar system, receive artificial signals from outer space and to initiate the in-habitation of Mars. The 21th century may very well be the time where history books are rewritten and the very essence of being a human is disrupted. To reach the described forthcoming we need to develop the systems of the future. In explicit; we need new systems that can meet and handle all the prospective challenges. One such system is the space antenna and the associated front and back-end components [4].

### 1.1 Telemetry, Tracking and Command Spacecraft Systems

Telemetry, Tracking and Command (TT\&C) systems are an essential element in satellite communications and provide many of the basic functions required for a spacecraft such as to [4][5]

- Process received commands
- Handle basic satellite telemetry
- System status messages (e.g. on/off)
- System temperatures
- Gain settings for the transponders
- Status parameters of amplifiers
- Pointing position of antennas
- Support ground stations, for example in range determination
- Support satellite control functions
- Attitude determination and control
- Battery charge management and solar array pointing
- Autonomous configuration management

Many of these functions need to be accessible at all times during the operational life span of the satellite. However, in some cases the orientation of the satellite is not always known, such as during launches, transfer orbits and e.g. during on-orbit attitude anomalies. Consequently a full sphere of coverage around the satellite is required for the TT\&C communication system. Low Gain Antennas (LGAs) are used to solve the problem and are, as to this date, the only way to achieve full TT\&C functionality for a spacecraft. Let us first take a look at the TT\&C back-end systems, i.e. the components behind the antennas before we proceed with a closer look at the antenna configurations.


Figure 1.1: Simplified system architecture for satellite TT\&C communication. The upper and lower diagram display the receiving and transmitting chain respectively.

### 1.1.1 TT\&C Back-ends

The differentiation between front and back-end is no longer well defined with the introduction of e.g. Software Defined Radios (SDR) [6][7]. Antennas and components such as the Low Noise Amplifier (LNA) are still clearly associated with the front-end and will not find a replacement in software any time soon. However, other dedicated hardware functions, such as circuits for auto-correlation, filtering and RFmixing, can be defined and programmed in software, opening new possibilities in satellite communications. The cost-effectiveness of a digital solution is, in general, very high in comparison to a hardware solution. Furthermore, the flexibility of SDRs are another great advantage allowing satellite suppliers to update, already launched, satellites with new features and change e.g. bandwidths to meet specific customer demands [8]. SDR systems can be made very compact and thus be very beneficial for e.g. small satellite platforms. This has been shown for equivalent ground based systems by the author of this thesis [9].

A system architecture for a TT\&C system is presented in Figure 1.1. The architecture is based on the block diagrams provided in [5] but with slight modifications. Note that Figure 1.1 is simplified and the purpose is only to give an overview of the workings of a satellite TT\&C system. The upper and lower diagram displays the receiving and transmitting TT\&C chain respectively. A number of different sensors are used on the spacecraft, the sensor reads e.g. all basic telemetry as outlined in the introduction of this chapter. The signals are assessed and relayed to a microprocessor i.e. the Remote Terminal Unit (RTU) and coded onto carrier waves transmitted by antennas. For the receiving chain the antennas are always followed by an LNA and other components such as mixers. The commands are subsequently decoded and interpreted by a microprocessor to perform the desired action, such as solar array pointing.

### 1.1.2 Antenna Configurations

There exists two basic antenna configurations for TT\&C systems [5]. Firstly, we have a variant mainly used by European satellite suppliers where two very low gain Wide Coverage Antennas (WCA) are used to cover the full sphere around the satellite. The second option is to use two WCAs in conjunction with a TLGA. The latter option, used by North American satellite suppliers, is displayed in Figure 1.2 where the two WCAs are illustrated as reflectors and the TLGA as the red bicone. The WCAs are commonly low gain horns or helices whereas the TLGA is, in almost all cases, a biconical horn. The exception for the latter is in cases where the electrical and mechanical requirements are a lot less strict, such as for a Cubesats where a simple monopole could be used. Furthermore, the TLGA will provide the azimuthal coverage, or the toroidal coverage, around the satellite. The most common frequency bands for TT\&C antennas are listed in Table 1.1.

It must be emphasised, that while the two described configurations are the most common for a satellite, some missions have more strict requirements. For example in deep-space spacecrafts, having two or three antennas for the full sphere of coverage may not be sufficient due to high gain requirements. One example is the Juno mission to Jupiter where a total of five antennas were used [10]. It was calculated that a peak gain greater than 4.5 and 6.0 dBi , for the TX and RX band respectively, was required in the azimuthal plane of the spacecraft. This requirement can only be satisfied by employing an omnidirectional antenna.


Figure 1.2: Illustration of the most common TT\&C antenna system used by North American satellite suppliers. Two Wide Coverage Antennas (WCAs) are used in combination with a Toroidal Low Gain Antenna (TLGA) to provide full coverage around the satellite.

Table 1.1: Commonly used frequency bands for TT\&C communication on spacecrafts. The presented TLGA will be designed for deep-space X-Band communication but the design is scale-able to other bands.

| Frequency Band | Uplink (MHz) | Downlink (MHz) |
| :--- | :--- | :--- |
| $S-$ Band | $2025-2110$ | $2200-2290$ |
|  | $2110-2120$ (Deep-Space) | $2290-2300$ (Deep-Space) |
| $X-$ Band | $7190-7235$ | $8400-8450$ |
|  | $7145-7190$ (Deep-Space) | $8450-8500$ (Deep-Space) |
| $K_{u}-$ Band | $16600-17100$ | $14400-14470$ |
| $K_{a}-$ Band | $40000-40500$ | $37000-38000$ |
|  | $34200-34700$ (Deep-Space) | $31800-32300$ (Deep-Space) |

### 1.2 Toroidal Coverage Antennas

Toroidal coverage antennas are omnidirectional antennas i.e. they radiate equally in all directions in an azimuthal plane as illustrated in Figure 1.3. Note that the illustration is an ideal case where no ripples or side lobes are present. A toroidal shaped beam can be obtained from a number of different antennas [11]. The most fundamental antenna is the dipole, consisting of a simple wire with a length of $\frac{\lambda}{2}$ at the design frequency. If we instead shape and cut the dipole wire another omnidirectional antenna emerges known as the cloverleaf antenna. Many other different variations of the dipole exist, such as the Lindenblad antenna. The omnidirectional pattern can also be obtained from monopoles, loops or e.g. patches on a cylinder. A general problem with these topologies are that they suffer from low efficiency and bandwidth. Breakdown due to multipaction could also become a problem [10]. An interesting topology for a TLGA is the normal-mode mono or multifilar helix. The problem here, once again, is narrow bandwidth and low efficiency and it would almost certainly never be able to act as a dual band antenna for e.g. deep space TT\&C communication using a single element. A two element design, e.g. in a parasite configuration, helix could solve the problem. The topology may be interesting, if the problems can be dealt with using new creative methods, for another thesis on TLGAs.

Continuing with the variants of the dipole we find one very interesting topology, i.e. the biconical horn. The biconical horn can be thought of as a dipole but where the two poles instead have the shape of linear cones. The bicone configuration effectively extends the bandwidth of the dipole, up to several octaves. Furthermore, the geometry is more mechanically robust and the radiation pattern and gain can be shaped and controlled to a much larger extent in comparison to a wire antenna. These are some of the reasons why biconical horns are the predominant choice for spacecrafts. Several biconical TLGAs have been proposed and used on spacecraft systems throughout the years. RUAG Space is an international company supplying state-of-the-art satellite equipment to different satellite manufacturers around the world [12] [13]. Their latest toroidal antenna, developed for $K_{u}-$ Band, is shown in Figure 1.4 [14]. It is a biconical type horn antenna using a stacked element con-
figuration with the RX antenna at the top, i.e. the small bicone, and the larger TX antenna just below. In general, the transmitting antenna of a satellite has lower frequency in comparison to the receiving band, hence the difference in size. Note that this is not always the case such as for TT\&C X-Band links, refer to Table 1.1. The RUAG Space antenna is excited by an array slots using cylindrical waveguides and septum polarizers. To excite the waveguides of the upper bicone, coaxial cables are used which has to be carefully routed to minimise the influence on the radiation patterns. Another biconical horn that was developed for space, by the company Rymsa, is presented in [15]. The configuration with the dual bicone, one for RX and one for TX, is similar but the feeding is different using a turnstile junction. One can quickly see that these antennas are complex, hard to manufacture and thus very expensive. A large step forward, in the development of bicone antennas was taken by NASA Jet Propulsion Laboratory (NASA JPL), where a new design was proposed [10]. The presented antenna was a single element bicone, used for dual band TT\&C communication at X-Band, using a simple TEM excitation where a coaxial conductor connects to upper and lower cone. To meet the gain and size requirements for the TLGA, JPL used a parabolic shaped profile instead of the typical linear variant. A four layer polarizer, of meander type, was furthermore used and corrugations were employed to reduce side lobe levels. The JPL design has been a great source of inspiration in this thesis.


Figure 1.3: Illustration of a toroidal shaped beam pattern as radiated from e.g. a biconical horn antenna positioned vertically in the center of the toroid.


Figure 1.4: A Toroidal Low Gain Antenna (TLGA) developed by RUAG Space AB for $K_{u}$-Band. The main antenna elements are two bicones, fed by an array of slots using cylindrical waveguides and septum polarizers. The upper (smaller) bicone is the RX antenna element and the lower is the TX.

### 1.3 Thesis Organization and Scope

This thesis treats the electrical design and simulations of a dual band, single element, circularly polarized biconical horn. The presented antenna should not be viewed as new topology in itself but rather as a significant evolution of the biconical horn. We also want to emphasise that the thesis is not about developing new theories or to provide a theoretical foundation for each single element that will be discussed. It is about practical design and how we can modernize antennas, where many have existed unchanged for almost 100 years, using computational power and design methods that have been introduced in the 21th century. Deep mathematical formulations will also be avoided as much as possible, instead emphasis is put on intuition, understanding and actual behaviour of the considered antenna.

A theoretical foundation for the biconical antenna is provided in the second chapter of the thesis, where one significant difference from classical authors on bicones, are the profile options and design curves using contours. Fundamental theory of meander-line polarizers are outlined in chapter three where we explain the workings using a very elegant Smith Chart approach. Mechanical and thermal design, and the corresponding results, are outside the scope of this thesis. It must be noted that the design procedure of a spacecraft antenna is, undoubtedly, very different from an ordinary ground based antenna. Firstly, the antenna needs to survive the launch of the spacecraft and secondly it must endure the harsh environment of space.

However, in order for the antenna to meet the strict requirements, the effects must be considered for in the electrical design of the antenna. We have dedicated chapter four for requirements and specifications so the reader can get an overview of the complexity in designing an antenna for space. The electromagnetic parts of chapter four contain the requirements we will try to meet using a new approach in the design of biconical horns. The methods are outlined in chapter five. Chapter six contains the results of the electrical simulations. The results will be divided into five main sections where the first will treat the selection of the biconical horn profile. Section two shows the antenna characteristics with no polarizing structure i.e. a vertically polarized TLGA. In section three, the results of a designed three layer meander type polarizer are presented. The two final sections of chapter six are dedicated to the circularly polarized antenna design. The thesis is finalized with discussions and conclusions in chapter seven.

## 2

## Biconical Horn Antennas

In this chapter we will present fundamental theory of biconical horn antennas. We will discuss mode content and how to quickly determine the geometry of a bicone antenna using directivity design curves. Furthermore, we will treat the antenna as a horn to derive the E-plane pattern. Input impedance, profile options, feeding techniques and corrugations will also be discussed. The presented content on biconical horns is based on books from authors that are very well known in the antenna community i.e. [5], [11], [16], [17], [18] and [19]. The section also relies on three classic articles from Papas, King and Barrow who where among the first to extensively analyze the bicone antenna [20] [21] [22]. Note that some equations have been rewritten with different notations and formulations.

### 2.1 Mode Content and Directivity Design Curves

The two first modes of the bicone antenna are the TEM and $T E_{01}$ modes respectively. These are also the most useful modes providing a toroidal shaped beam. The outward propagating waves can be described as spherical for the straight profile bicone antenna whose geometry is displayed in Figure 2.1. Several higher order modes can be excited if the conditions are right but the radiation pattern is not omnidirectional for these cases. The higher order mode conditions may be fulfilled if e.g. the gap size, G in Figure 2.1, is very large in terms of the wavelength. Using a coaxial line as feeding element, where the inner conductor connects to the upper cone and the outer to the lower, the useful TEM mode is excited. The electric field lines of course obeys Maxwells equations and are perpendicular to the cone profile and directed along the axis of the cone. The polarisation vector is thus vertical and the cross-polarization is, ideally, zero as well as the azimuth ripple.

The $T E_{01}$ mode can be excited in several ways. One common way is to use an array of slots, placed around a cylinder. It is also possible to use an array of dipoles or a small loop in the gap between the cones to excite the mode. The $T E_{01}$ mode requires a distance between the cones of at least $\frac{\lambda}{2}$ and it will provide horizontal polarization. Since we have an array of elements in the azimuthal plane, azimuth ripple can be expected which is undesired for a space TLGA. We can directly conclude that the $T E_{01}$ mode design will be a lot more mechanically complex, harder to manufacture, will be larger and have a undesired azimuth ripple in contrast to a coaxially fed TEM design. A great benefit that it presents to a space antenna is the structural stability, which is also the reason why it's so commonly used.

This can be solved for the TEM excited horn by using stabilizing structures such as layers of meander-line polarizer as shown in e.g. [10].

There are many different approaches to derive the fields and thus the directivity of the bicone antenna. The fundamental way is to apply Maxwells equations, restrained by the boundary conditions for the conductors. The analytic expressions of the fields can be found in e.g. [22]. Studying the E-plane pattern, we notice that it actually looks almost exactly as the fields of a sectoral horn. This has been noted by several authors throughout the years. Thus we can view the bicone antenna as both a broadband dipole and a horn. For small cone angles the dipole characteristics will, however, dominate and vice versa for large angles. The viewpoint of the bicone antenna as a horn is very interesting and it will be treated as such for the remainder of the thesis.

Due to the rotational symmetry of the horn, and viewing the bicone as a cylindrical aperture, the directivity will be proportional to the distance between the endpoints of the cone which will be referred to as the aperture height i.e. H in Figure 2.1. More explicitly it is limited by the expression $\frac{2 H}{\lambda}$. However, Amplitude Taper Losses (ATL) and Phase Error Losses (PEL) are present which will effectively reduce the directivity of the horn according to

$$
\begin{equation*}
D_{d B}=10 \log \left(\frac{2 H}{\lambda}\right)-P E L_{d B}-A T L_{d B} \tag{2.1}
\end{equation*}
$$

The ATL is approximately 0.91 dB for the $T E_{01}$ mode since it has a cosine field distribution. For the TEM mode the ATL is zero due to its uniform distribution. The PEL for the $T E_{01}$ and TEM mode respectively can be calculated using the field distribution together with the quadratic phase distribution constant

$$
\begin{equation*}
S=\frac{H^{2}}{8 \lambda K} \tag{2.2}
\end{equation*}
$$

where K is the slant radius of the biconical horn which we define as

$$
\begin{equation*}
K=\sqrt{R^{2}+\left(\frac{H}{2}\right)^{2}} \tag{2.3}
\end{equation*}
$$

or equivalently using the cone angle $\Phi_{0}=\arctan \left(\frac{H}{2 R}\right)$

$$
\begin{equation*}
K=\frac{H}{2 \sin \left(\Phi_{0}\right)}=\frac{R}{\cos \left(\Phi_{0}\right)} \tag{2.4}
\end{equation*}
$$

H is the aperture height and R the cone radius as shown in Figure 2.1. The quadratic phase distribution constant can be interpreted as a measure of the radial phase error at the aperture. Increasing the aperture height will induce a larger phase error and the directivity will be reduced. The directivity is also directly proportional to the aperture height, as shown by equation 2.1. Consequently there must exist an optimal antenna geometry, directivity wise, as defined by the cone radius and aperture height of the bicone. This is displayed in Figure 2.2 which is a plot of equation 2.1 where the radius is constant for each curve and the aperture height is swept. E.g. for


Figure 2.1: Geometry for a straight profile biconical horn. H denotes the aperture height, $R$ the cone radius or antenna radius, $D$ is the diameter of the gap and $G$ the gap size.
a cone radius of one wavelength and an aperture height of about $1.8 \lambda_{0}$ we find the optimal antenna geometry with respect to the directivity. These curves are very useful for the design of straight profile biconical horns. From the plots we can quickly determine the geometry and thus the size of the antenna for a desired directivity at the beam center.

Another useful way to illustrate the directivity of the horn is through contour plots as shown in Figure 2.3. The displayed contour plot represents a directivity grid for different cone and aperture height values along the x and y axis respectively. I.e. the intensity of the contour plot displays the directivity at the beam center or, in the spherical coordinate system, the directivity at $\theta=90^{\circ}$. Note that if we set the cone radius constant, in the contour plot, and plot the directivity versus the aperture height we obtain the same plot as in Figure 2.2. The usefulness of the contour plot is not only that it provides a more general form of the curves displayed in Figure 2.3, but also that it presents information on the gain variation over a specified bandwidth. The plots of Figure 2.2 are in contrast very useful when fast sweeps, with the purpose of finding the optimum antenna for a constant cone radius, are desired. Let us first quickly recap the definition of bandwidth before we proceed with a design example using the contour plots. Let $f_{H}$ denote the highest frequency of the band and $f_{L}$ the lower. The center frequency is commonly defined as the
arithmetic mean of $f_{H}$ and $f_{L}$ but the geometric mean is also used. We will use the latter definition and thus $f_{c}=\sqrt{f_{H} f_{L}}$. One definition for the bandwidth is in percentage according to

$$
\begin{equation*}
B[\%]=100 * \frac{f_{H}-f_{L}}{f_{c}}=100 * \frac{f_{H}-f_{L}}{\sqrt{f_{H} f_{L}}} \tag{2.5}
\end{equation*}
$$

The more common definition for a wideband antenna is to instead express the bandwidth as a ratio

$$
\begin{equation*}
\left(B=\frac{f_{H}}{f_{L}}\right) \Longrightarrow(B: 1) \text { Bandwidth } \tag{2.6}
\end{equation*}
$$

Let us consider the design of a straight profile biconical horn where the directivity and it's variation over a specified bandwidth are two important figure of merits. For example, let the straight profile bicone have a center frequency $\left(f_{0}\right)$, corresponding to free space wavelength $\left(\lambda_{0}\right)$, and select the optimum aperture height for a cone radius of one wavelength in Figure 2.2. The bicone antenna will have an aperture height of approximately $1.8 \lambda_{0}$. At the design frequency we can expect a directivity of approximately 4 dB . In this example we let the upper frequency in the band be 10 GHz and the lower 8 GHz , then the center frequency is approximately $f_{c}=8.94 \mathrm{GHz}$ and the bandwidth about 22 percent. The bicone geometry is furthermore defined at the center frequency i.e. we let the aperture height be equal to $1.8 \lambda_{0}=1.8 \lambda_{c}$ where $\lambda_{c}$ corresponds to the frequency $f_{c}$. The radius of the bicone is also defined at the center frequency i.e. $1 \lambda_{c}$. Since the wavelength is smaller at the upper part of the band, and higher at the lower part of the band, the bicone will be larger and smaller respectively in terms of the wavelength. More explicitly, the aperture height at the upper part of the band will be $\frac{1.8 \lambda_{c}}{\lambda_{u}}=2.0 \lambda_{u}$ and the cone radius $\frac{1 \lambda_{c}}{\lambda_{h}}=1.12 \lambda_{h}$. The same method can be applied to the lower part of the band. Finally, by reading the corresponding directivity values from the contour plot in Figure 2.3 the directivity variation can be determined.

### 2.2 Azimuth and Elevation Patterns

The E-Plane pattern, or the elevation pattern, of the biconical antenna can be derived from Maxwell equations as shown in e.g. [22] and discussed in section 2.1. The azimuth pattern is ideally at a constant level for a given $\theta$ angle due to rotational symmetry.

The E-Plane pattern of a sectoral horn, or a biconical horn, is shown in Figure 2.4 for several different phase errors. The y axis displays the relative level of the E-plane pattern in dB as a function of the elevation angle $\theta$. The aperture phase error ( S ) is defined in equation 2.2 and it is directly proportional to the geometry of the bicone. As seen in Figure 2.4, as the phase error increases the directivity is reduced while the side-lobe levels increase. The goal is to keep the phase error as low as possible if high directivity and low side-lobe levels are desired.


Figure 2.2: Theoretical directivity as a function of the aperture height for a straight profile biconical horn. For each directivity curve the cone radius is constant and linearly increasing from one free space wavelength $\left(\lambda_{0}\right)$ to five.


Figure 2.3: Directivity contour plots for a straight profile biconical horn. The contour plot can be useful to find optimal antenna geometries, in terms of the cone radius and aperture height. Furthermore, it can provide information on the gain variation over a specified bandwidth.


Figure 2.4: Relative E plane pattern of a sectoral horn for different aperture phase error (S). The E plane pattern of a sectoral horn corresponds, in good approximation, to the E plane pattern of a biconical horn.

A trade-off may be required if a wide beam, i.e. lower directivity, is a figure of merit in the design. The antenna geometries as defined by the design curves in Figure 2.2 and 2.3 are directly associated with phase error as discussed in 2.1. E.g. selecting the geometry of the example in section 2.1, i.e. an aperture height of $1.8 \lambda_{0}$ and a cone radius of $1.0 \lambda_{0}$, yields the phase error $S=0.3$ cycles. We can proceed to determine the shape of the E-plane, the side-lobe levels and beam width using Figure 2.4.

### 2.3 Input Impedance

Consider the case of a TEM excited biconical horn with cone radius R and cone angle $\Phi_{0}=\arctan \left(\frac{H}{2 R}\right)$ as illustrated in Figure 2.1. We can then express the input impedance as

$$
\begin{equation*}
Z_{i n}=Z_{0} \frac{1-\frac{\beta}{\alpha}}{1+\frac{\beta}{\alpha}} \tag{2.7}
\end{equation*}
$$

Where the characteristic impedance $Z_{0}$ is

$$
\begin{equation*}
Z_{0}=60 \ln \left(\cot \left(\frac{\Phi_{0}}{2}\right)\right) \tag{2.8}
\end{equation*}
$$

The relation was derived using a mathematical hemisphere that represents a boundary between the reflected TEM wave and the transmitted wave. The ratio is expressed as $\frac{\beta}{\alpha}$ which follows the relation

$$
\begin{equation*}
\frac{\beta}{\alpha}=e^{-2 i k a} \frac{1+\frac{60 i}{Z_{0}} \sum_{i=1}^{n} \frac{2 n+1}{n(n+1)}\left[P_{n}\left(\cos \left(\Phi_{0}\right)\right)\right]^{2} \zeta(k a)}{-1+\frac{60 i}{Z_{0}} \sum_{i=1}^{n} \frac{2 n+1}{n(n+1)}\left[P_{n}\left(\cos \left(\Phi_{0}\right)\right)\right]^{2} \zeta(k a)} \tag{2.9}
\end{equation*}
$$

$P_{n}$ is Legendre polynomial of order n, note that the summation is only valid for odd n :s. $\zeta(k a)$ is a complex auxiliary function which is equal to

$$
\begin{equation*}
\zeta(k a)=\frac{h_{n}^{(2)}(k a)}{h_{n-1}^{(2)}(k a)-\frac{n}{k a} h_{n}^{(2)}(k a)} \tag{2.10}
\end{equation*}
$$

The spherical Hankel of the second kind i.e. $h_{n}^{(2)}(k a)$ can be calculated using Matlab toolboxes, ordinary summation in Matlab or by hand. The latter option is, however, not recommended unless time is not of the essence but it can be a fun practice. Using equations 2.7 to 2.10 we can proceed to calculate the input impedance of the antenna as shown in Figure 2.5. The figure displays the characteristic impedance $\left(Z_{0}\right)$, the input resistance and the imaginary part of the impedance i.e. the reactance. The cone angle ( $\Phi_{0}$ ) is set to a constant value of 50 degrees and the cone slant range, K in equation 2.3 , is swept from zero to four normalised wavelengths. From the plot we see that the input impedance will be constant for a constant cone angle and the input impedance is frequency independent. Furthermore, the input resistance will converge towards the characteristic impedance of the bicone if the cone slant range approaches infinity. For a finite slant range there are slight deviations from the characteristic impedance but often the characteristic impedance, defined in equation 2.8, is a sufficient initial value for the geometric design of the antenna. By varying the cone angle we can quite easily match the bicone to a $50 \Omega$ transmission line i.e., if designed correctly, it can be directly fed with a $50 \Omega$ coaxial feed. Knowledge of what is a decent cone angle, if a matching stage is to be avoided, will be important in the profile investigation where we aim to find a suitable antenna that can operate as a simultaneous RX and TX TLGA.

Theory is extremely important but reality always looks different, we believe this is important to emphasise even in the theory part of the thesis. Thus we present what the input resistance of a biconical horn actually would be if we measured it using sophisticated instrumentation such as an EM simulation tool in Figure 2.6. The plot displays input resistance, where the aperture height is swept over a constant range, resulting in a plot with resistance versus cone angles for different cases of cone radius and gap sizes. A theoretical plot, in dotted black, of equation 2.8 is also displayed. From the plot we can observe that the input resistance is dependent on the gap size, as already mentioned, as well as the cone radius. Thus, it does not only depend on the cone angle as stated in theory. It will actually also depend on both the aperture height and the gap diameter i.e H and D respectively in Figure 2.1 .

### 2.4 Profile Options

A feed-horn, corrugated or smooth walled, commonly use an analytical profile in the design. Different analytical profiles for horn antennas such as elliptical, exponential, power of variables, power of tangential, power of hyberbolic, power of assymetric sine-squared and so forth have been extensively investiged in e.g. [23] by Christophe Granet.


Figure 2.5: Input impedance, reactance in blue and resistance in red, of a biconical horn antenna for a constant cone angle of 50 degrees. The characterstic impedance $\left(Z_{0}\right)$ of the antenna is displayed in black.

Profiling the horn antenna has a large impact on the radiation pattern and it is extremely important to select the correct profile for the specifications at hand. The profile greatly affects e.g. the side-lobes of the antenna as well as the cross-polar levels. Another major advantage is that the size of the horn can be reduced while maintaining the same performance.

By viewing the biconical antenna as a horn, as discussed in section 2.1, we open the possibility of finding new high performing omnidirectional antennas. Some work has been done on profiles for the biconical horn but in a very limited sense in comparison to feed-horns. E.g. the vertical parabolic shaped bicone in [14], by RUAG Space, and the horizontal parabolic shaped antenna by NASA JPL in [10] used on the Juno spacecraft. JPL found that a parabolic shaped bicone antenna could maintain the high gain requirements while using smaller dimensions in comparison to a straight profile design.

Some of the commonly used analytical profiles are outlined in [23]. Modified versions as well as new additions are presented in [24] where the different profiles were applied to the Quad Ridge Flared Horn (QRFH) [25]. The profiles that will be considered for the proposed bicone antennas are slightly modified versions of those presented in [23]. To limit the search space, six profiles, including two sinusoids, will be investigated as outlined by Table 2.1. Note that the variables x and r in Table 2.1 can be exchanged for more profile options but we will not treat these cases. Referring to Table 2.1 we will only consider profiles of the second order and the linear taper, as specified by the variable A, will be set to one to limit the analysis. The previous statements excludes the sinusoidal profile where we will also investigate the
case of a fourth order function and a linear taper of $\mathrm{A}=0.5$.
The profiles are displayed in Figure 2.7. The profiles will be rotated around the vertical axis and extruded in horizontal plane to complete the biconical horn. The purpose of the investigation, as defined in scope of the thesis in section 1.3 , is to find an antenna that meets the requirement to function as both a TX and RX antenna. Another main goal is to find a good initial profile for numerical profile optimization. The results will be presented in section 6 where we will evaluate side-lobes, directivity, beam width and mechanical viability of the profiles.

Table 2.1: The profile options that are considered for the biconical horn antenna. I.e. linear, tangential, sinusoidal, parabolic and exponential. Note that two different orders of the sinusoidal profile will be investigated and treated.

| Profile Name: | Expression: |
| :--- | :---: |
| Linear | $r(x)=r_{i}+\left(r_{o}-r_{i}\right) \frac{x}{D}$ |
| Tangential | $r(x)=r_{i}+\left(r_{o}-r_{i}\right)\left[(1-A) \frac{x}{D}+\right.$ Atan $\left.^{p}\left(\frac{\pi x}{4 D}\right)\right]$ |
| Sinusoid | $r(x)=r_{i}+\left(r_{o}-r_{i}\right)\left[(1-A) \frac{x}{D}+\right.$ Asin $\left.^{p}\left(\frac{\pi x}{2 D}\right)\right]$ |
| Parabolic | $r(x)=r_{i}+\left(r_{o}-r_{i}\right)\left[(1-A) \frac{x}{D}+A\left(\frac{x}{D}\right)^{p}\right]$ |
| Exponential | $r(x)=r_{i} \exp \left(\ln \left(\frac{r_{o}}{r_{i}}\right) \frac{x}{D}\right)$ |

### 2.5 Corrugations

The main goal with an antenna is to direct electromagnetic radiation in a predetermined direction. Thus, at least for a TLGA, we want all the energy in the main lobe. Side lobes are unavoidable parasites in the radiation pattern and are very undesired. Corrugations are commonly used for toroidal coverage space antennas to reduce the side lobe levels [10] [12] [13] [14] [15]. There are several parameters that are required to fully define the geometry of the corrugations. Firstly, the width and depth of the corrugations. Secondly, the number of corrugations as well as the thicknesses are also of great importance. The width and depth are, in almost all cases, defined in terms of the wavelength used in the design. Corrugations may also be designed to act as either a hard or a soft surface [16]. Manufacturing wise, corrugations require very precise and complex machinery and thus it often renders a very expensive antenna. Using computational power in combination with advanced algorithms, applied on a smooth profile, can eliminate the need for expensive and complex corrugations. The latter will be shown in chapter 6 .


Figure 2.6: Actual, simulated, input resistances for TEM excited biconical horns of different antenna radii and gap sizes. The black, dotted, line displays the theoretical characteristic resistance as defined by equation 2.8.


Figure 2.7: The profiles that will be investigated for the biconical horn. Two variants of the sinusoidal profile are considered, i.e. using two different orders (p) and linear tapers (A).

## 3

## Meander-Line Polarizers

The concept and the first design, using a computer program, of a meander-line polarizer was presented by scientists at Stanford Research Institute in 1966 [26]. A few years later, in 1973, a three layer polarizer was designed at $X_{\text {Band }}$ where an axial ratio better than 1.5 dB was obtained with a very low dissipation loss on the order of $0.05 \mathrm{~dB}[27]$. It was also shown that the basic design could be scaled to frequency bands in the range of $1-20 \mathrm{GHz}$. One problem with the polarizer is that higher angle of incidence deteriorates the performance. A solution to the problem was presented in [28] where the polarizer was optimized for oblique incidence angles. However, oblique incidence optimization relies on the use of dielectrics as a medium between the meander layers as further shown in e.g. [29]. For a space antenna, the use of dielectrics need to be minimised to avoid stacking of charge. This could pose as a problem for us later in the design due to the spherical wave front in the near field of the biconical horn.

A common design procedure for the meander-line polarizer is to compose circuit equivalents and optimize the polarizer using circuit analysis tools. A new and effective circuit model approach, using a semi-lumped equivalent, is presented in [30]. In this communication we will use a classic approach and visualise the workings of the polarizer using Smith Charts. The retrieved basic design can further be developed upon using advanced optimization algorithms and tuning. The design procedure in the first section follows a method outlined in [29]. In the second section of this chapter we propose a method for how to convert a plane polarizer to a cylindrical.

### 3.1 Design Theory

Consider a matrix, where we let the row and columns consist of a structure exhibiting inductance and capacitance respectively. If we now let a plane wave, parallel to the diagonal of the matrix, pass through the structure, the two orthogonal components of the incident wave will experience a phase shift. This is the very basic principle of single layer meander-line polarizers, where the matrix is realized as per Figure 3.3. If we continue to plot the inductance and capacitance of the meander matrix in a Smith Chart, refer to Figure 3.1, more details of the single layer polarizer can be revealed. Let the experienced inductance and capacitance of the parallel and perpendicluar component of the incident field be denoted $j X_{\|}$and $-j X_{\perp}$ respectively. If we plot the components in the Smith Chart, i.e. the blue dots in Figure 3.1, we can determine the corresponding reflection coefficients $\left(\Gamma_{\|}\right.$and $\left.\Gamma_{\perp}\right)$ by calculating the
absolute value of the vector from the center of the Smith Chart to the respective dots. The transmission coefficients can be written as

$$
\begin{equation*}
\tau_{\|}=\left|\tau_{\|}\right| \angle \phi_{\|}=1+\Gamma_{\|} \tag{3.1}
\end{equation*}
$$

for the parallel component and

$$
\begin{equation*}
\tau_{\perp}=\left|\tau_{\perp}\right| \angle \phi_{\perp}=1+\Gamma_{\perp} \tag{3.2}
\end{equation*}
$$

for the perpendicular component. Tuning the phase angles of the transmission coefficients, $\angle \phi_{\|}$and $\angle \phi_{\perp}$, is the final task for the meander sheets in order to convert the field from linearly polarized to circular. For a perfectly circular field the phase difference must be 90 degrees. In other words we require that

$$
\begin{equation*}
\angle \phi_{\|}+\angle \phi_{\perp}=90 \tag{3.3}
\end{equation*}
$$

Thus each of the two components must experience a phase shift of 45 degrees. By studying the vector geometry of the Smith Chart in Figure 3.1 we can observe that the condition will only be satisfied if the reflection and transmission coefficients have equal amplitudes. Even though the field is perfectly circular, a design with a reflection coefficient of 50 percent will never meet the requirements for a space TLGA. The problem must be addressed and it is simply solved by adding more sheets of meander separated by a distance ( $s$ ) of about a quarter wavelength at the design frequency as illustrated in Figure 3.4. Note that the effective sheet separation will be shifted due to the substrates where the meander pattern is etched. The sheet separation allow us to transform the impedances of the equivalent circuits, i.e. $\left(j X_{\|}\right.$and $\left.j X_{\perp}\right)$, for the respective field components to the desired characteristic impedance. Recall that a transmission line will rotate impedances in the Smith Chart. For a three layer configuration, as shown in Figure 3.4, the susceptance of the inner meander lines should be approximately twice the susceptance of the outer layers to reach the center of the Smith Chart.

Determining the geometry of the meander cells for a required susceptance, i.e. the parameters d, p and w in Figure 3.2, and the line periodicity (a) in Figure 3.3 is not a trivial task. A theoretical method is outlined in [31] where T-matrices are used in combination with a methods of moments approach. Furthermore, empirical formulas for the meander susceptances can be found in [32]. A quick engineering solution to the problem of meander geometry is to use initial parameters already derived by well known authors, such as [27], and further re-scale, tune and optimize the values for the problem at hand using modern software tools where e.g. Floquet mode analysis can be used.

### 3.2 Plane to Cylinder Conversion

For the meander plane to cylinder conversion we propose the following method, derived using simple geometric considerations. The number of meander lines on the cylinder can be calculated through

$$
\begin{equation*}
N_{\text {lines }}=\frac{2 \pi R}{k} \tag{3.4}
\end{equation*}
$$



Figure 3.1: Single sheet meander design illustration using a Smith Chart.

Where R is the radius of the cylinder and k is a 45 degree projection of the distance between the meander lines i.e.

$$
\begin{equation*}
k=\frac{a}{\sin \left(45^{\circ}\right)} \tag{3.5}
\end{equation*}
$$

In order to have an even number of meander lines on the cylinder the distance between the lines, i.e. the parameter a (also shown in Figure 3.3), most likely needs to be tuned if N is not even. We can express the re-calculation of a, if required, as

$$
\begin{equation*}
a_{\text {cyl }}=\frac{2 \pi R}{\operatorname{round}\left(N_{\text {lines }}\right)} \sin \left(45^{\circ}\right) \tag{3.6}
\end{equation*}
$$

The expression $\operatorname{round}(N)$ indicates that the retrieved value of $N$ from equation 3.4 should be rounded to the nearest integer value. Another equation that can be useful when the layers are wrapped into cylinders are the number of meander cells required for each line, which is simply

$$
\begin{equation*}
N_{\text {cells }}=\frac{R_{s}}{p} \tag{3.7}
\end{equation*}
$$

We define the slant length of the meander lines $R_{s}$ as

$$
\begin{equation*}
R_{s}=\frac{H}{\sin \left(45^{\circ}\right)} \tag{3.8}
\end{equation*}
$$

Where H is the height of the cylinder. Note that the cell periodicity, p in Figure 3.2 , may have to be adjusted to avoid discontinuities on the cylinder.


Figure 3.2: Design parameters for a meander unit cell. I.e. the cell periodicity (p), the cell height (w) and width of the meander lines (d).


Figure 3.3: Illustration of how the incident field should be aligned in relation meander plane for linear to circular polarisation conversion. The cell periodicity (p) and the distance between the meander lines (a) is also defined.


Figure 3.4: Parameter illustration for a three layer meander line polarizer. I.e. the substrate thickness, t , and the spacing between the layers, s . The spacing between the layers should be around one quarter wavelength at the design frequency.

## 4

## Specifications and Requirements

This chapter will deal with specifications and requirements for the TLGA. The specifications are based on actual data from real space antennas found in e.g. [5] [14] and different internal data sheets at RUAG Space. Since internal data sheets often are classified as intellectual property some specifications have been modified but the general requirements are still applicable. Note that the latter only applies to the mechanical requirements, the presented electrical requirements are valid. The most important mechanical specifications, along with a brief theoretical background, will also be treated. Basic effects that an antenna will experience in space due to the thermal and charge environment is presented in the final section of this chapter. The effects always need to be accounted for prior to a launch. The section about the space environment will be based on theory from [4].

### 4.1 Electromagnetic

The specifications in this section are specific for the biconical horn that is proposed. I.e. a vertically polarized TLGA that, using a meander type polarizer, can be converted to a circularly polarized TLGA. The specifications include the used frequency bands, gain, return loss, side-lobe levels and the requirements specific for the circularly polarized variant i.e. the axial ratio and the cross-polar discrimination.

### 4.1.1 Frequency and Bandwidth

The commonly used bands for spacecraft TT\&C are displayed in Table 1.1. The antenna that is presented in section 6 will be designed to meet the requirements for deep-space $X_{B A N D}$ communication. The design frequencies are $7145-7190 \mathrm{MHz}$ for the uplink and $8450-8500 \mathrm{MHz}$ for the downlink. The bandwidth is about 50 MHz for both RX and TX. Note that the same antenna element, i.e. a single bicone will be used as both RX and TX antenna. The requirements on the antenna, in terms of bandwidth, will thus be a lot higher. Within the required bandwidth all the individual specifications such as reflection, gain, polarisation and cross-polar discrimination (XPD) must be satisfied.

### 4.1.2 Gain

The gain is often very application and customer specific and it will strongly depend on specifications of the two WCAs that are used in combination with the TLGA.

Typical elevation coverages for a TLGA include $\pm 10^{\circ}, \pm 20^{\circ}$ and $\pm 30^{\circ}$ about beam peak. Within the coverage region the gain requirement is greater than -1 dBi but it could be higher depending on the application. We set the requirement to greater than $-1 \mathrm{dBi} \pm 20^{\circ}$ about the center of beam at $\theta=90^{\circ}$. Furthermore, the gain slope should be kept below 1 dB per degree in the coverage region.

### 4.1.3 Return Loss

The return loss is defined using the reflection coefficient $(\Gamma)$ of the input port to the antenna according to

$$
\begin{equation*}
R L(d B)=-20 \log (|\Gamma|) \tag{4.1}
\end{equation*}
$$

which should be as low as possible to increase the efficiency of the antenna. We set a requirement of at least 16 dB for the return loss. The fitness function, which will be described in section 5.2.2, will however contain a 4 dB margin.

### 4.1.4 Azimuth Ripple

Azimuth ripple or the variation of the antenna directivity in the horizontal plane should be kept as small as possible. The vertically polarized variant of the biconical horn will have a negligible azimuth ripple since it is a rotationally symmetric structure. The circularly polarized antenna will not be rotationally symmetric due to the finite sized polarizer. The azimuth ripple for the latter antenna should be below 1 dB.

### 4.1.5 Polarisation

The polarisations of the receiving and transmitting antennas are typically either left or right handed circularly polarized on spacecrafts. Often e.g. RHCP is used for the TX Antenna and LHCP for the RX antenna. Vertically or horizontally polarized TT\&C antennas are also used in space, the orientation of the satellite and ground station antenna will however become an important factor in this case. The decision of what type of polarisation should be used is thus strongly dependant on the application. For the antenna designs proposed in section 6 we will present one vertically polarized TLGA and one circularly polarized (RHCP) variant.

### 4.1.6 Axial Ratio

Axial ratio is a measure of how circular the polarisation actually is. We define the axial ratio in terms of the RHC and LHC directivity patterns according to

$$
\begin{equation*}
A R(d B)=20 \log \left(\frac{|R H C|+|L H C|}{|R H C|-|L H C|}\right) \tag{4.2}
\end{equation*}
$$

An axial ratio of 0 dB corresponds to a perfectly circular polarisation and anything above that can be described as elliptical. If the axial ratio approaches infinity then the polarisation is linear. For a circularly polarized antenna we thus want to keep the axial ratio as low as possible. We set the requirement to less than 4.2 dB within
the specified coverage region of $\theta=90 \pm 20$ for the RX band. The requirement on the TX band will be more strict with a level of less than 2.75 dB . These requirements comply with the Juno TLGA presented in [10]. Higher values of axial ratio can also probably be accepted as will be discussed in the following subsection.

### 4.1.7 Cross-Polar Discrimination

Undesired polarisation components are referred to as the cross-polar components, in some cases however both the co and cross components are desired. The crosspolar component is, for our case, LHCP since we design the antenna to be RHCP. Note that this can be changed by simply changing the tilt angle of the meander lines. The co and cross-polar difference is most commonly denoted as the crosspolar discrimination (XPD) and is defined according to [16]

$$
\begin{equation*}
X P D(d B)=20 \log \left(\frac{|R H C|}{|L H C|}\right) \tag{4.3}
\end{equation*}
$$

Where RHC and LHC are two dimensional arrays of the directivity beam patterns for each phi cut. Another useful equation that relates the cross-polar discrimination to the axial ratio is

$$
\begin{equation*}
X P D(d B)=20 \log \left(\frac{10^{\frac{A R(d B)}{20}}+1}{10^{\frac{A R(d B)}{20}}-1}\right) \tag{4.4}
\end{equation*}
$$

Where $\mathrm{AR}(\mathrm{dB})$ is the axial ratio in units of decibels. From the axial ratio requirements the corresponding XPD will be 12.5 and 16 dB respectively for the RX and TX bands. The latest RUAG Space TLGA, dual bicone configuration, as shown in Figure 1.4 and presented in [14], had a requirement of 12 dB XPD. There also exist toroidal antennas, for space, with XPD requirements of $9-10 \mathrm{~dB}$. Thus anything around or above 10 dB can also probably be accepted. In the end, this will depend on the customer requirements where negotiations also play a part.

### 4.1.8 Side-lobes

The side-lobes of an antenna are in general very undesired and need to be reduced. The goal for the levels was to have side-lobes that are similar to RUAG Space simulated results on TLGAs [14]. Thus, we set the requirement on the far out side-lobe levels of the vertically polarized TLGA to be less than -10 dBi . For the circularly polarized variant the requirement will not be that strict since we introduce non symmetric and other non ideal components. For this case they should be kept lower than -7 dBi . Refer to section 5.2.2 for a more accurate figure of the side lobe specifications for the vertically polarized variant.

### 4.2 Mechanical

The presented mechanical requirements should not be viewed as absolute for the antenna at hand. The idea is only to get an intuitive understanding of what we need to consider in the electrical design for the biconical horn to actually be a viable space
antenna. A viable space antenna must survive the launch and space environment without electrical or mechanical failure. Recall that the mechanical, thermal and electrical aspects of the antenna are equally important for space applications. The same can not be said about a ground based antenna where the requirements are a lot less strict in terms of robustness and thermal characteristics. The specifications described in this section should always be verified through simulations, in softwares such as Ansys Workbench, prior to manufacturing and actual testing on vibration tables. Mechanical simulation results are outside the scope of this thesis but the presented section can be viewed as a reference for future work on the antenna.

The concept of margin of safety and stiffness will be treated in the first subsection of this chapter. The second, third and fourth subsection will treat stationary, random and non-stationary vibrations.

### 4.2.1 Margin of Safety and Stiffness

Margin of Safety (MS) is a commonly used ratio which describes the strength of the designed structure in relation to the requirements. The definition can vary between institutes but the general idea of the ratio can be written as

$$
\begin{equation*}
M S=F S-1 \tag{4.5}
\end{equation*}
$$

Where FS is the Factor of Safety defined as

$$
\begin{equation*}
F S=\frac{\sigma_{y}}{\sigma_{w}} \tag{4.6}
\end{equation*}
$$

Where $\sigma_{y}$ is known as the yield stress and $\sigma_{w}$ as the working stress. We could also interpret $\sigma_{y}$ and $\sigma_{w}$ as the ultimate allowable load and the expected stress respectively. The expected stress is commonly multiplied by a design safety factor. The absolute value of the safety factor is dependent on the condition or device that is studied such as e.g. a yield or ultimate load condition.

Stiffness is another very important figure of merit in the mechanical considerations of a space antenna. All materials have natural frequencies that may be excited if the conditions are right. The natural frequencies, or the modes of the structure, are proportional to both the stiffness and mass. Modal analysis of the antenna is thus very important, where the objective is to reveal at what frequencies mechanical resonances may occur. If a natural frequency, not sufficiently suppressed, is excited in the antenna e.g. during launch it will almost certainly lead to mechanical failure. There is always a requirement on the frequency of the first fundamental mode. The requirement could e.g. be that it must be higher than 160 Hz , i.e. that all resonances below 160 Hz must be suppressed. Modal analysis is a great way to identify the natural frequencies of the structure but to retrieve actual values of the antenna deformation we must excite the structure with a known load, such as a sinusoidal stationary vibration, with respect to a boundary condition.

### 4.2.2 Sinusoidal Stationary Vibration

By exciting the antenna with a sinusoidal stationary vibration a spectrum of deformation versus frequency can be obtained for different parts of the antenna. The spectrum will, of course, peak at the natural frequencies as derived from the modal analysis. Simulation wise, modal analysis can be performed without knowledge of the damping ratio of the structure. To simulate absolute numbers on e.g. Von-Mises stress and deformations of the antenna the damping ratio must be known. The problem is that the damping ratio can only be known through actual measurements of a physical antenna. Previous experience and a general idea of what the damping ratio for e.g. a bolted aluminium structure should be is usually enough in the definition of the damping ratio.

The first row of Table 4.1 displays an example of how specifications could look like for the sinusoidal case. The specifications of row one lists the base accelerations input amplitude for different frequency regions. Note that all values in Table 4.1 are modified. In reality they will be different, with significantly higher amplitudes, for a space antenna but the general principle is valid. The actual values are derived from the conditions on the spacecraft during launch using e.g. accelerometers.

The boundary condition applied in the mechanical simulation software is usually that the antenna is fixed to a large stable structure, as would be the case for a vibrational table or an actual satellite launch. The antenna is furthermore excited by the vibrational load at the fixed supports or through a virtual shaking of the full structure, depending on the software used. Sometimes it is sufficient to estimate the response amplitude (A) using the formula

$$
\begin{equation*}
A=A_{i} \sqrt{\frac{1+4 \zeta^{2} \frac{f^{2}}{f_{0}^{2}}}{\left(1-\frac{f^{2}}{f_{0}^{2}}\right)^{2}+4 \zeta^{2} \frac{f^{2}}{f_{0}^{2}}}} \tag{4.7}
\end{equation*}
$$

Where $A_{i}$ is the input amplitude of the base acceleration as specified by the first row of Table 4.1, $f_{0}$ is the first eigen-frequency of the antenna (which can be derived using modal analysis) and f is the highest excitation frequency for the studied spectrum area. The damping ratio $\zeta$ is between $2-8 \%$ for a bolted aluminium structure. For the presented TLGA it would be wise to set the damping ratio at about $2 \%$ to be on the safe side.

### 4.2.3 Random Response Analysis

Vibrations in a spacecraft, and nature in general, are random. The random vibration analysis can thus be interpreted as a more realistic scenario in comparison to stationary vibration analysis, yet both are important consider. For the random response analysis we study the response at a set of weak nodes in the antenna structure, e.g. regions where two objects intersect such as bolted connections. We can also visualise the random response as Von-Mises stress for the full structure in order to find weak regions.

A specification example of the amplitude of the input random acceleration spectral density is displayed in the second row in Table 4.1. Note that the analysis must be performed on all degrees of freedom in the system, in a cartesian system it would correspond to responses in both $\mathrm{x}, \mathrm{y}$ and z directions. The results of a random response analysis can only be expressed in terms of a probability within some sigma level. In other words we can never state the results of the random response analysis are $100 \%$ correct. But we may state they have a $99.73 \%$ probability if e.g. a three sigma level is used.

### 4.2.4 Non-stationary Vibration

Non stationary vibration, also known as shock, is another important mechanical figure of merit to consider. The principle is simply to study the response of the structure if it experiences a sudden change in its state of rest. Refer to row three in Table 4.1 for example values of a non-stationary vibrational input.

Table 4.1: Specification example for vibration analysis. Vibration analysis should be performed prior to all launches of a spacecraft system. Note that the actual values will be different for a space antenna with e.g. significantly higher amplitudes. The values are only supposed to act as an illustration for the type of analysis the mechanical engineer will work with in a space antenna designs.

| Stationary vibration, sinusoidal | $8 \mathrm{~mm} @ 2-20 \mathrm{~Hz}$ <br> $25 \mathrm{~m} / \mathrm{s}^{2} @ 20-250 \mathrm{~Hz}$ <br> $50 \mathrm{~m} / \mathrm{s}^{2} @ 250-600 \mathrm{~Hz}$ <br> Random acceleration spectral density$4 \mathrm{~m}^{2} / \mathrm{s}^{3} @ 5-300 \mathrm{~Hz}$ <br> $2 \mathrm{~m}^{2} / \mathrm{s}^{3} @ 300-2000 \mathrm{~Hz}$ |
| :--- | :--- |
|  | $400 \mathrm{~m} / \mathrm{s}^{2}$ during 12 ms <br> $1200 \mathrm{~m} / \mathrm{s}^{2}$ during 7 ms |

### 4.3 The Space Environment

Space is not as empty as the name suggests. Radiation from the sun, planetery albedo, gravity gradients, magnetic fields, particles from outer space and even artificial debris will affect the performance of the antenna. In order to design an antenna that can be used in space all of these effects need to be accounted for. We will discuss, on a simplified and fundamental level, three very important effects in the following subsections.

### 4.3.1 Multipaction

Multiple impaction, or multipaction, can be described as an avalanche type of effect that can occur between two conductors if the RF fields are sufficiently strong. The effect is triggered by a discharge and further enhanced by secondary emissions from colliding electrons in the electrodes. Multipaction effects can lead to both electrical
and mechanical failure. Apart from the applied RF power it will also depend on the vacuum condition, geometry, frequency and potential material contaminations which can enhance the effect. The latter statement is one of the reasons why space antennas must be handled with care in clean rooms. Multipactor breakdown analysis will not further be treated in this thesis but simulation wise it can be performed with conventional EM analysis tools such as CST Studio Suite. The results of these simulations can for example put a restraint on how much power the antenna can handle. Multipaction analysis can also be performed using other software tool-kits such as the European Space Agency Multipactor Calculator [34]. However it has limited functionality and can, for example, not simulate actual breakdown powers of an antenna but for a set of predefined materials.

### 4.3.2 Outgassing

Outgassing is simply another word for the release of gas that was trapped, for example in small pockets, in the material during e.g. manufacturing. For an antenna in vacuum the sudden escape of gas can lead to the release of volatile mass particles that can damage the antenna and even other parts of the satellite. The outgassing requirements on a material are set by the space agencies responsible for the spacecraft launch. In the material selection of the antenna it is thus important to only consider those that have been approved. A database of materials that meets outgassing requirements, according to NASA standards, can be found in [33]. Only approved materials will be used for the presented TLGA. However, it is not sufficient to simply select approved materials. Actual testing, in a vacuum chamber, must be performed prior to the delivery of the space antenna.

### 4.3.3 Thermal Analysis

In thermal analysis there are basically three worst case scenarios that need to be considered that can deform, or severly damage the antenna. Firstly, the hot case, where perpendicular radiation from the sun is incident on the surface. Secondly the cold case with minimum radiation from the sun and albedo from the earth. The hot and cold temperatures will depend on the mission, for a terrestrial satellite typical values ranges from - 150 to 150 degrees celsius. Temperature gradients also need to be considered i.e. where one side of the antenna is extremely hot and another cold.

Thermo-elastic calculations can be performed using finite element method softwares such as Ansys Workbench or by hand through e.g. thermal balance equations. The latter method will become to complex for a full antenna structure so in almost all cases finite element methods are used. Manufactured space antennas are also always tested in thermal chambers for the worst case scenarios. Thermo-elastic deformations will be considered in the design of the biconical horn by employing a capacitively coupled coaxial feed to the upper cone. This will allow the center conductor to float in relation to the cones to account for thermal mismatches in the materials comprising the antenna. The latter will be further discussed in Chapters 6 and 7.

## 5

## Design Methods

### 5.1 Electromagnetic Modelling

The electrical modelling of an antenna is one of the most crucial aspects in the design, especially if theory is not able to accurately predict the behaviour of the antenna. A theoretical foundation for the model is of course very important. For the considered antenna refer to chapters three and four. There are many different software tool-kits where experimental work and modelling of an antenna can be performed. The two most common full wave packages are CST Studio Suite and Ansys HFSS [35] where the latter will be used in this thesis.

Matlab is another important tool, both for antenna calculations but also the modelling initiation and post-processing of e.g. exported far field data [36]. An extensive system simulator was developed using Matlab in combination with HFSS. The developed software was used to quickly configure, solve and analyze different biconical antennas and profiles in an automatic fashion. In this way many different antenna configurations and setups were investigated in a relatively short period of time. Matlab can also, with great benefit, be used in an optimization procedure. The developed optimization software will be extensively described in section 5.2.

### 5.2 Optimization

Optimization is something that is always performed after a good initial design is obtained, hence the word optimization. In the end optimization is about finding the minimum of a function, we may of course also formulate it as a maximisation problem. Many different methods for solving maximisation problems have been proposed throughout the years [37]. The most straight forward way, for a simple function, is just to calculate its derivative. But the function, or problem, may have an infinite amount of solutions that are in close proximity. Using simple methods such as derivatives and Newtons method works for many problems, but as soon as the function becomes too complex we have to look for other methods. An example of a complex function is an antenna with a large amount of parameters defining the geometry and thus the characteristics. Using biologically inspired algorithms is a common way to minimise complex functions. We will denote the complex functions for the antennas as fitness functions. Note that the problems will be formulated as minimisation problems, i.e. a smaller fitness value is equivalent to a better antenna in comparison to a high fitness.

### 5.2.1 Biologically Inspired Algorithms

Flock behaviour has intrigued scientists for a very long time. Early models of flock behaviour, fish schools and other organisms were presented in the 80 :s with the purpose of simulating social behaviour. It was not until recently, on the historical scale of antennas, that the swarming behaviours of bird flocks were actually used in computer programs in order to perform optimization [38]. Let us for convenience and generalization change the name bird to particle.

The very basic principle of particle swarm optimization is simply that a swarm of particles will find an optimal point, or a set of points, much faster than a single particle. In the swarm, each particle is aware of its own best local solution as well as the swarms global best solution, hence the uniform motion. If the goal for the particles is to find the best solution it will consequently swarm towards it. In an analogy with antennas, we can describe to the particles, using fitness functions, how we would like our antenna to behave. The problem is that it most likely exists an infinite amount of solutions that can be in very close proximity if the parameter space is large. If the conditions are properly set the swarm will find good solutions, perhaps not the best, but hopefully more than sufficient for the requirements.

Particle swarm optimization is closely related to another commonly used biological algorithm, i.e. the genetic. Instead of using the optimizing behaviour of swarms we make use of the Darwinian principle of evolution. Evolution is another way of saying that nature performs optimization, recall Darwin's finches and how the form of their beaks were optimized over time due to the different conditions on the Islands of Galápagos. The interested reader can refer to [37] for more details on evolutionary programming.

### 5.2.2 Fitness Evaluation

Several fitness functions, or cost functions, were developed in order to handle the strict specifications of a TLGA in space. More explicitly the cost functions focused on bandwidth, gain, side-lobes and return loss using different weights in the combination process. We will not outline the full details of the fitness functions but we will review the basics. The cost function for the return loss is defined in quite simple terms according to the conditional statement

```
if \(S_{11, i}<-20\) then
    \(S_{11, \text { Fitness }}=0\)
else
    \(S_{11, \text { Fitness }}=S_{11, i}+20\)
```

where the subscript, $i$, is an indication that the algorithm should be applied to all frequencies that are considered in the design. The fitness function for the return loss, where all values are in decibels, will thus acquire the value zero if the goal of 20 dB is reached. The gain, beam width and side-lobe fitness requirements are illustrated in Figure 5.1. The figure displays an example for the elevation beam
pattern of an antenna. For the main beam ( $\theta=90 \pm 20$ deg. $)$ we required that the gain should be greater than -1 dBi . By including a margin of 1 dB in the fitness function we define the cost of the main beam as

```
if \(\operatorname{all}\left(E_{\text {Theta, } \operatorname{Dir}}(70: 110)\right)>0\) then
    MainLobe \(_{\text {Fitness }}=0\)
else
    \(\operatorname{MainLobe}_{\text {Fitness }}=0-\min \left(E_{\text {Theta,Dir }}(70: 110)\right)\)
```

i.e. if the directivity at every elevation angle from 70 to 110 degrees satisfy the condition of being greater than 0 dB then the cost is set to zero. If the goal is not satisfied, the fitness function for the main beam will acquire a value that is the difference between the gain specification and the minimum directivity in the main beam. The fitness functions for the side lobes are defined in a similar way but with other signs. We divide the side lobe cost functions in two areas from 0 to 25 degrees, where it is required to be lower than -10 dB , and from 25 to 50 degrees where the requirement is less strict i.e. -5 dB . Due to the symmetry of the E-plane pattern we may also consider the pattern as one sided, i.e. mirrored in the $\theta=90$ deg. plane. In terms of conditional statements we may express it as

```
if \(\operatorname{all}\left(E_{\text {Theta,Dir }}(0: 25)\right)<-10\) then
    SideLobe \((\text { Area } 1)_{\text {Fitness }}=0\)
else
    SideLobe \((\text { Area } 1)_{\text {Fitness }}=\max \left(E_{\text {Theta,Dir }}(0: 25)\right)+10\)
```

and

```
if \(\operatorname{all}\left(E_{\text {Theta,Dir }}(25: 50)\right)<-5\) then
    SideLobe \((\text { Area } 2)_{\text {Fitness }}=0\)
else
    SideLobe \(2(\text { Area } 2)_{\text {Fitness }}=\max \left(E_{\text {Theta }, \text { Dir }}(25: 50)\right)+5\)
```

In summary, all fitness functions are defined in terms of minimization problems and will always be positive. If all specifications, including margins, are satisfied the cost functions will be zero i.e. the best possible antenna in an optimization run is defined to have a fitness of zero. Each of the functions also needs to be combined into a single cost function. How each individual function should be weighted in relation to each other is not a trivial problem. E.g. if side lobes are of greater importance than the gain of the main beam they should have a higher weight, or importance, in the cost definition. Trial and error, as well as having actual data on the far fields and S-parameters of an antenna that requires optimization, is a good approach to obtain a correct cost weighting and thus defining the total fitness function.


Figure 5.1: Illustration of the fitness functions for the main beam and side-lobes. We require a gain greater than -1 dBi for the main beam and lower than -5 dBi and -10 dBi respectively for the side lobe areas that are displayed in the figure.

### 5.2.3 Spline-defined profile

The optimization procedure via a spline-profile is a relatively new method introduced in the 21th century and it has, until now, only been applied in the design of state-of-the-art feed-horns [24] [39] [40]. The numerical profile used for the biconical antenna design is illustrated in Figure 5.2. Only symmetric bicones are considered and the profile, in the illustration, is thus fully defined by seven interpolated points. The seven point definition excludes the initial starting point of profile which is set to a constant value defining the gap size and diameter, i.e. G and D in Figure 2.1.

A key benefit in defining the profile as a set of interpolated numerical points is the possibilities it presents to a stochastic optimization algorithm. By allowing a freedom in both x and y for each of the individual points, refer to Figure 5.2, we open the possibility to find an infinite amount of profile options that are hard or even impossible to describe analytically. The fitness function, as presented in section 5.2.2, is our way to present information to the optimization algorithm on what type of specifications the antenna should fulfil. We have no idea how the geometry of the profile will be defined, should the algorithm converge to the optimal design, but there are ways to keep the convergence under control. Chartering the unknown and opening for the possibility of finding new high performing horn profiles is what makes stochastic optimization a very interesting method. Especially when it is applied to new areas, such as in this case, to the biconical antenna.


Figure 5.2: Illustration of a numerically defined profile for the biconical horn. The profile is defined by seven points, excluding the start value of the profile defining the gap size and diameter. Only symmetric bicones are considered and as such the points are mirrored and extruded in y

Some things that are very important to consider and control in the numerical profile optimisation are

- Which parts of the profile that should be focused on and what effect this will have on the radiation pattern and e.g. input impedance of the biconical horn. E.g. the side-lobes are mainly determined by the taper, i.e. the end points of the profile. Thus, it is probably good to focus the optimization on that part if side-lobe levels are of main concern. Vice-versa, the input impedance of the antenna is greatly affected by the inner radius (D) and the gap size (G) as defined in Figure 2.1. For matching purposes, it is thus a good idea to focus on the first points of the profile. Combining all the specifications into a single fitness function and optimizing the full profile may thus not be an optimal approach.
- The number of points in the profile. A smooth profile requires a certain amount of points, which in most cases can be based on a fractional number of the wavelength used. In numerical profile optimization a trade-off has to be made. Too many points may lead to problems regarding the convergence of the optimization process and thus also the optimization time. Too few points can affect the radiations characteristics very negatively since the profile is no longer smooth. The number of points required to make a smooth profile can be significantly reduced by using basic Matlab techniques combined with tools in EM-simulation software. Yet, more points may still be required to find an antenna that meets
the fitness goals. Exactly how this should be done can not be said since it depends on the setup and e.g. the size of the antenna. Often trial and error is a good approach as well as having a reference antenna with a very large number of points.
- The simulation time. A rotationally symmetric EM-simulation tool, such as AKBOR, can be very beneficial for the initial optimization process due to its speed. However problems arise at a later stage in the antenna design if nonsymmetric components are introduced. The rotationally symmetric softwares are then no longer applicable. The techniques, for e.g. reducing the number of optimization points, becomes crucial due to the increased simulation time in full wave finite element method softwares such as Ansys HFSS.
- The maximum and minimum values for the numerical points in the stochastic algorithm. If we let the the points have a freedom of e.g. ten percent in two dimensional space it might be hard to reach convergence within a reasonable time period. Reducing the search space is the most common solution, in some cases a large search space is, however, required and fitness convergence could take several months depending on the setup. Another approach could be to use a large freedom in the initial stage to find interesting designs, then proceed to refocus the algorithm on these points with a smaller freedom. This might not be an optimal approach but it can save a lot of time and still allow for very high performing antennas.

All of these points needs to be carefully considered and analyzed in order for the design to be successful. Using luck, i.e. combining all points into a single entity, such as both reflection and far field goals, as a design approach in numerical stochastic optimization may work but it is not good practice. Furthermore, it wont allow us to control if e.g. the profile will be mechanically viable. It will also most likely take a very long time to converge and even if it does, the converged design may still not be the optimal for the antenna at hand. It is, of course, very important that the antenna that is optimized has a good foundation. In our case a profile that looks promising both for the far fields as well as for the matching criteria.

### 5.2.4 Optimization System Routine

Optimization of antennas can solely be performed using functions in HFSS. This may be suitable for fast optimization routines of e.g. the reflection coefficient. For our case it is important that we have control of both the optimization algorithm and the definition of the fitness functions. We also require a way to reconfigure the profile based on the results from the the postprocess data of the simulated antenna and the stochastic algorithm. Using the built in functions of HFSS is thus not sufficient and we need to look for other methods. HFSS is a very versatile program and it provides a way to control and write functions to the modelling software through Visual Basic for Applications (VBA). The VBA scripting language is very straight forward and the basic functions can quickly be learned without prior programming
experience. HFSS also provides the means to record to VBA, i.e. producing a script that contains the code for e.g. an antenna that was designed graphically. Using the described approach we can quickly learn how an antenna can be configured and analyzed using VBA scripting language in HFSS.

The optimization procedure is displayed in Figure 5.3. The bicone is designed graphically in HFSS using a parametric approach for each component of the antenna. The other way, as described, would be too build the antenna entirely using text based commands. We found it more convenient to design the antenna graphically. Each element of the antenna can still be controlled using scripting since it is parameterized, another advantage with the latter approach is that the VBA code will be more compact. The inital parameterized values of the antenna, e.g. a sinusoidal profile and other information such impedance of the feeding transmission line, are generated and set in Matlab. Using Matlab, we proceed to generate VBA scripts that updates the antenna parameters in HFSS. Note that the program also needs to start the software and upload the script. If CST Studio Suite was to be used it is possible to have the EM-software as a session handle in Matlab and upload the script during run-time. Unfortunately this is not possible with HFSS, but in the end the restart delay of the software will be small compared to the simulation time. We also recommend to turn off the graphics in HFSS when an automatic session with Matlab is initiated to speed up the process. When the parameters of the antenna are updated the control program continues with solving the geometry. The VBA script is finalized by exporting the far fields and S-Parameters back to Matlab. Post-processing of the far field data includes directivity normalization and e.g. the conversion to Ludwigs third definition. The stochastic algorithm evaluates the fitness of the antenna, as described in section 5.2.2, and generates the new parameter values. This is performed iteratively by the algorithm until a final converged solution is obtained.

### 5.3 Mechanical Design

The mechanical design of an antenna is commonly performed in a dedicated CAD software for mechanics such as Ansys Workbench [35]. The mechanical part of the antenna includes e.g. bolts, fixtures and the mounting of the meander layers. The actual mechanical design and the simulations are outside of the scope of this thesis but it must always be considered and thought for in the electromagnetic design. Recall that some mechanical theory and requirements are discussed in section 4.

Mechanically, there are quite a few things the EM-antenna designer needs to consider. One very crucial part, in this aspect, for the TEM excited bicone antenna is the coaxial center conductor that feeds the upper cone. If the antenna is not properly stabilized the center conductor will deform, or even crack, during the launch of the spacecraft. A deformed, coaxially fed, biconical horn is illustrated in Figure 5.5. The shown deformation was due to a modal eigen-frequency that was excited in the structure at a frequency of 67 Hz .


Figure 5.3: Block diagram of the optimization procedure using Matlab and VBA Scripting in combination with the EM-Modelling tool Ansys HFSS.

We must consider ways to suppress the mechanical resonances in order to have a coaxial feed that is stable. This will be solved by the polarizer, which apart from converting the field to RHCP, also provides the mechanical stability. The simulation results from the mechanical requirements discussed in section 4.2 is thus very important in the continued design of the antenna. For example it might be found that thicknesses of the meander layers of the design are not enough to suppress the eigen-frequencies of the structure, or rather keep the response within the specifications. In such a scenario the thicknesses of the meander layers may have to be increased. Most likely this will not be the case since we will keep this in mind in the design of the layers by using a very robust fibreglass substrate (FR4).

If the electrical properties of the antenna are within specifications, with a good margin, the mechanical design may be initiated. A simplified design flow chart, for a space antenna, is illustrated in Figure 5.4. The EM optimized antenna is often simplified, in order to render fast simulations, using e.g. ideal feeding, infinitely small perfect sheets and other ideal components. A more realistic model, with realistic feeding and thickness of e.g. copper and aluminium sheets to introduce losses is a good first step to verify the antenna characteristics. Once satisfactory results are achieved the model is exported (.sat is a common data format) to a mechanical cad tool, such as Ansys Mechanical. We then proceed to iterate between the EM analysis tool and the mechanical cad tool in order to find a design that meets all the fitness criteria. Sometimes, the antenna designer also simulates the antenna on the complete satellite model to check spacecraft scattering, interference regions and to make sure there is a 360 degree radiation coverage around the satellite [5]. In many cases, this part is left out or performed by the customer and the spacecraft system designer. The element characteristics are often sufficient figure of merits for an electrical antenna designer.


Figure 5.4: Block diagram of a typical mechanical design procedure for a space antenna. The antenna simulation on a complete satellite is often left out and the antenna element characteristics are considered sufficient.


Figure 5.5: Illustration of a deformed TEM excited biconical horn. The deformation or even total mechanical failure, i.e. that the center conductor is breached, will occur during the launch of the spacecraft if not properly stabilized by an external structure. For a ground based application the center conductor will not deform unless heavily stressed.

## Results

### 6.1 Selection of Biconical Horn Profile

This section is introduced with directivity design curves for different profiles. The results are compared in relation to a standard straight profile bicone. Furthermore, beam patterns will be investigated with the goal of finding a profile that can be used as a base for spline-defined optimization. The intention is to find an antenna with good characteristics that can operate in duplex with only one antenna element for both RX and TX. The presented curves can, of course, also be used for other design purposes.

### 6.1.1 Directivity Design Curves

In section 2.1 the theoretical design for a straight profile is outlined where, among other things, directivity design curves are derived using equation 2.1 . To derive analytical expressions for other profile options is far from straight forward. Through the simulation routine, discussed in section 5 , the situation can be simplified if the proper software algorithms and modelling techniques are imposed.

Figure 6.1 displays two different situations, in the upper plot the cone radius is one wavelength whereas in the lower the radius is two wavelengths. For the two cases the aperture height is swept and the directivity at the beam center is logged. The sweeps could, of course, be performed for other cone radii but the two presented cases were found sufficient for the requirements at hand. Deriving contour plots, as shown in Figure 2.3 for the straight profile, could also be beneficial. The contour plot derivation was found to be too time consuming, simulation wise, due to the large grid sweeps that are required.

The profiles behave as expected, with the same reasoning as outlined in section 2.1, i.e. that an optimal antenna geometry exists for each case. Each profile exhibits different characteristic and we can clearly see benefits, such as the possibility of size reduction while still maintaining the directivity performance. A more clear illustration of one interesting case is displayed in Figure 6.3. In the figure two curves are compared, one from the upper plot in Figure 6.1 and one from the lower, i.e. their radii are separated by one wavelength. The interesting result with respect to Figure 6.3 is the benefits a sinusoidal profile provides. More explicitly we see that by profiling the bicone with a sinusoidal function we can decrease the aperture height by 0.4 wavelengths.

In addition we can reduce the cone radius with a factor of two in comparison to a straight profile bicone while maintaining about the same directivity. Possibly, the sinusoidal profile would be a better option for the Juno Spacecraft TLGA presented in [10]. However, if we study the lower plot of Figure 6.1 we see that the parabola and the sinusoid, of order two, are in close proximity with respect to geometry and directivity. The large benefits of the sinusoidal profile seems thus to be for lower cone radii in comparison to the parabolic shape.

### 6.1.2 Beam Patterns of Analytical Profiles

By selecting the optimal antenna geometry for each case displayed in the upper plot of Figure 6.1 we can study the characteristics of the radiation patterns. The design frequency is the geometric mean of the upper and lower bound of the RX and TX band respectively. Each of the six simulated geometries are shown in Figure 6.2. The elevation patterns of the cases are presented in Figure 6.4. The red curves are the beams at the center of the transmitting band, i.e. 8475.0 MHz , and correspondingly for the receiving band in black at 7167.5 MHz . The gain mask in blue can be viewed as a reference for how well the patterns are within the main beam requirements which is defined in section 4.

Of the displayed patterns only the second order sinusoidal profile shows promise and is within the main beam requirements. Other profiles, such as the common straight bicone, exhibit characteristics with insufficient promise for a further evaluation. The latter statement includes the requirements for the side-lobes levels outlined in section 4.1.8. The sinusoid $(\mathrm{p}=2, \mathrm{~A}=1)$ is selected as a base for the continued design of the dual band biconical horn.


Figure 6.1: Directivity as a function of aperture height for a number of different profiles. In the upper plot the bicone has a radius of one wavelength while in the lower plot the radius is two wavelengths. All results are simulated except the red curve in the upper plot which displays a theoretical case for a straight profile bicone antenna with a radius of one wavelength, refer to Figure 2.2 or 2.3. The results were retrieved by sweeping the antenna geometry using Matlab in combination with HFSS.


Figure 6.2: Geometric illustration of the profiles that were investigated. I.e. the linear, exponential, parabolic, tangential and two variants of the sinusoidal profile of different order ( p ) and linear taper (A). The corresponding elevation patterns are displayed in Figure 6.4.


Figure 6.3: Comparison of directivity versus aperture height for the sinusoidal and the straight profile respectively. Note that the curve for sinusoidal profile is derived using a cone radius of one wavelength whereas the straight profile has a radius of two wavelengths.


Figure 6.4: Radiation patterns for the studied profiles. The red curves indicate the pattern at the center of the TX band and black curve the center of the RX band i.e. 8475.0 and 7167.5 MHz respectively. The gain mask is indicated in dotted blue.

### 6.2 Dual Band Vertically Polarized TLGA

The radiation pattern characteristics of the second order sinusoid in Figure 6.4 is within the gain requirements listed in section 4.1. The side-lobes, however, still require suppression to a lower level. We propose to use the method of spline-defined optimization outlined in section 5.2 to shape the profile in order to meet the required characteristics. I.e. we require a clear directivity margin for the main beam, suppressed side-lobes and good return loss at both bands.

### 6.2.1 Spline-defined Profile Optimization

The performed spline optimization used a seven point definition, the sinusoidal profile was used as base for the initial parameter space. It was optimized with a large freedom for the spline parameters in the first stage. The optimization algorithm was furthermore refocused with a smaller freedom on the best result from the initial stage. The approach was found to be very effective. Prior to the algorithm refocusing the horn was defined by the points listed as nominal values in Table 6.1. The lower and upper bound for the optimization was $\pm 5 \%$ respectively of the nominal value. The start values of the profile, denoted as $H P_{\_} X M I N$ and $H P \_Z M I N$ in Table 6.1, are fixed and not optimized. Note that they correspond to $\frac{D}{2}$ and $\frac{G}{2}$ respectively in Figure 2.1. The results of the optimization run is displayed in Figure 6.5. After about one week of iterations, or the simulation of 3500 different profiles, we can observe a clear convergence with improving fitness. Running the optimization slightly longer could possibly have been beneficial but the results were found satisfactory. The resulting profile and geometry of the horn is illustrated in Figure 6.6. The final aperture height is 85 mm and the antenna diameter is 90 mm .


Figure 6.5: Iteration fitness for an optimization run on the X-Band TLGA. The algorithm is focusing on the horn profile using a total of 14 geometry parameters.

Table 6.1: Profile coordinates of the biconical horn for the optimization run displayed in Figure 6.5. The nominal value corresponds to the initial profile, the upper and lower values are the maximum and minimum values that are allowed in the optimization process. In this case the numerical points of the profile have a freedom of 5 percent. The profile coordinates are illustrated in Figure 2.1 where we now define a global Cartesian coordinate system that is located in the center between the upper and lower cone. Note that the minimum values $H P \_X M I N$ and $H P \_Z M I N$, corresponding to $\frac{D}{2}$ and $\frac{G}{2}$ respectively in Figure 2.1, are fixed and not optimized.

| Profile Coord. | Lower [mm] | Nominal Value [mm] | Upper [mm] |
| :---: | :---: | :---: | :---: |
| HP_XMIN | 1 | 1 | 1 |
| HP_X2 | 2.69 | 2.83 | 2.97 |
| HP_X3 | 7.03 | 7.40 | 7.77 |
| HP__X4 | 16.09 | 16.94 | 17.79 |
| HP_X5 | 22.46 | 23.64 | 24.82 |
| HP__X6 | 27.72 | 29.18 | 30.64 |
| HP_X ${ }^{7}$ | 34.37 | 36.18 | 37.98 |
| HP_XMAX | 40.88 | 43.03 | 45.18 |
| HP__ZMIN | 0.50 | 0.50 | 0.50 |
| HP_Z2 | 5.20 | 5.48 | 5.75 |
| HP__Z3 | 12.58 | 13.24 | 13.90 |
| HP_Z ${ }^{\text {d }}$ | 17.05 | 17.95 | 18.85 |
| HP__Z5 | 17.79 | 18.73 | 19.66 |
| HP_Z ${ }^{\text {C }}$ | 22.54 | 23.73 | 24.91 |
| HP_Z7 | 29.43 | 30.98 | 32.53 |
| HP_ZMAX | 42.42 | 44.66 | 46.89 |



Figure 6.6: Geometry and profile illustration of the proposed vertically polarized biconical horn. The profile is derived using a stochastic algorithm applied on the spline points of the horn.

### 6.2.2 Elevation Beam Pattern

The radiation pattern, in $\theta$, of the optimized vertically polarized antenna is displayed in Figure 6.7. The azimuthal variation of the antenna is not shown since it is negligible, and the phi cuts have been averaged. The 1 dB deviation in side lobe level on each side of the beam, for the lower frequencies, are due to a small effect from the coaxial feed. This was concluded by studying the radiation pattern of the antenna using an ideal feed as excitation, i.e. a lumped port, and observing the difference when the coaxial connector was introduced. For the higher frequencies the effect from the feed is negligible, which can be used as another step in the validation of the hypothesis that the effect is from the feed.

Comparing the elevation pattern of the original sinusoidal profile in Figure 6.4 with the spline-optimized horn, in Figure 6.7, we observe a significant improvement. The side lobes are suppressed to about -9.5 dBi for the TX band and -13 dBi for the RX band. Furthermore, there exists a $2-3 \mathrm{~dB}$ margin at the edge of the coverage region in relation to the requirement of -1 dBi as indicated by the gain mask in Figure 6.7.


Figure 6.7: Radiation pattern, in $\theta$, for the vertically polarized spline-optimized biconical horn. The red curves display the lower, upper and center frequency of the TX band and equivalently for RX band in blue. The gain mask is indicated in dotted black.

### 6.2.3 Return Loss

The simulated reflection coefficient for the antenna is displayed in Figure 6.8. By further tuning the gap size and diameter, G and D in Figure 2.1, a reflection lower than -18 dB was obtained for both bands. The reflection coefficient could be improved by further optimizing the variables G and D but -18 dB were found sufficient.


Figure 6.8: Simulated reflection coefficient for the vertically polarized TLGA. The return loss is greater than 18 dB for both the TX and RX band with a center frequency of 8475 and 7167.5 MHz respectively.

### 6.2.4 Summary and Specifications, V-pol TLGA

In Table 6.2 we summarize the simulated specifications of the TLGA in comparison to the requirements. The simulated directivity was greater than 1.3 dBi for both the RX and TX band in the desired coverage region. The gain requirement was at -1 dBi , thus there is a good margin for losses associated with e.g. a radome. Furthermore, the gain slope, in $\theta$, is well within the requirements with a simulated slope of about 0.2 dB per degree in the coverage region. The return loss exhibits good performance with a level that is greater than 18 dB for both bands. The side lobes are also suppressed to the required levels.

For a ground based application, e.g. telecommunication, the antenna can be used and manufactured as is. For use as a TLGA on a spacecraft a cylindrical radome of e.g. fiberglass should be attached around the antenna to provide the required mechanical stiffness. A coating, such as a blanket of Kapton, should furthermore be applied to protect against radiation charging. Thermal mismatches also need to be accounted for, refer to section 6.4.5 for a discussion on how this will be solved.

Table 6.2: Comparison table of the requirements versus the simulated values for the presented vertically polarized spline-optimized TLGA. Note that the simulated values are directivity.

| Parameter | Required $(\boldsymbol{R X}+\boldsymbol{T X} \boldsymbol{X})$ | Simulated $(\boldsymbol{R X} \boldsymbol{X} \boldsymbol{T} \boldsymbol{X})$ |
| :--- | :--- | :--- |
| Gain | $>-1 \mathrm{dBi} @ \theta=90 \pm 20 \mathrm{deg}$. | $>1.3 \mathrm{dBi} @ \theta=90 \pm 20 \mathrm{deg}$. |
| Gain slope $(\mathrm{in} \theta)$ | $<1 \mathrm{~dB} / \mathrm{deg}$. | $<0.2 \mathrm{~dB} / \mathrm{deg}$. |
| Return loss | $>16 \mathrm{~dB}$ | $>18 \mathrm{~dB}$ |
| Far-out side lobes | $<-10 \mathrm{dBi}$ | $\sim-9.5 \mathrm{dBi}(\mathrm{TX}) \sim-13 \mathrm{dBi}(\mathrm{RX})$ |

### 6.3 Three Layer Meander-Line Polarizer

A three layer polarizer was designed using the theory outlined in section 3. A flame resistant fiber glass (FR4) substrate was selected for its mechanical robustness and low loss characteristics. In the first subsection we present how the layers can be modelled using a unit cell approach. The results for the ideal case, where a plane wave is incident on the polarizer, is presented in the second subsection. The final subsection will treat results of the meander pattern wrapping around cylinders.

### 6.3.1 Plane Meander Array

The polarizer was modelled using a full wave unit cell approach as illustrated in Figure 6.9. Using symmetry planes, perfect E and H , the three meander layers are modelled as infinite with a incident plane wave. Due to the use of symmetry planes each component of the incident field i.e. the vertical and horizontal has to be studied separately, hence the two modelling configurations in Figure 6.9. Note that for optimization and tuning purposes, since we need to make use of two models, using HFSS alone will not work and an external software is required that can control both model parameters simultaneously. A similar software approach, as described in section 5.2, was employed but with different objectives.

The parameters of the final, plane, polarizer design is shown in Table 6.3. Refer to section 3 for parameter visualisation. The spacing between the layers was, after optimization, 9.18 mm using a FR4 substrate with relative permittivity of 4.4 and a thickness of 12 mil.

Table 6.3: Parameters for the three layer, plane, meander line polarizer using a FR4 substrate with a relative permittivity of 4.4 and thickness ( t ) of about 12 mil . The parameters are illustrated in Figures 3.2 to 3.4. The layer spacing (s) is 9.180 mm .

| Param. $[\mathbf{m m}]$ | Layer 1 | Layer 2 | Layer 3 |
| :---: | :--- | :--- | :--- |
| $p$ | 6.826 | 6.826 | 6.826 |
| $d$ | 0.2081 | 0.8323 | 0.2081 |
| $w$ | 5.065 | 5.065 | 5.065 |
| $a$ | 10.901 | 10.901 | 10.901 |



Figure 6.9: Illustration of the meander unit cell modelling, one for each polarisation component as defined by the red arrows. The blue arrow is an indication that the measured characteristics are de-embedded. Symmetry planes are employed in order to simulate an infinite array of meander cells with an incident plane wave.

Table 6.4: Parameters for the three layer, cylindrical, meander line polarizer using a FR4 substrate with a relative permittivity of 4.4 and thickness ( t ) of about 12 mil. The parameters are illustrated in Figures 3.2 to 3.4. The layer spacing (s) is 9.180 mm . The three layers are displayed in Figure 6.12 which are wrapped using the rhombic shaped plane in Figure 6.11.

| Param. [mm] | Layer 1 | Layer 2 | Layer 3 |
| :--- | :--- | :--- | :--- |
| $p$ | 6.920 | 6.952 | 6.970 |
| $d$ | 0.2081 | 0.8323 | 0.2081 |
| $w$ | 5.065 | 5.065 | 5.065 |
| $a$ | 10.697 | 10.661 | 10.640 |
| $R$ | 26.484 | 35.992 | 45.50 |
| $H$ | 37.0 | 53.0 | 85.0 |

### 6.3.2 Ideal AR, XPD and Return Loss

The axial ratios, cross-polar discriminiations and reflection coefficients of the designed, plane, polarizer are displayed in Figure 6.10. The axial ratio and XPD display very good characteristics with a level that is better than 31 dB for the latter for both bands. The reflection coefficient, due to the modelling approach, has to be divided into parallel and perpendicular components of the incident field, refer to Figure 3.3. For the RX band the reflection is lower than -12.5 and -16.5 dB respectively for the perpendicular and parallel components. Similarly for the TX band where it is lower than -22 and -25 dB for the two components. One can argue why the reflections were not shifted to left, in order to obtain better levels at both bands, by tuning substrate spacings. The answer is simply that a trade-off has to be made between XPD and $S_{11}$, refer to the theory outlined in chapter 3. If a potential customer finds the return loss not satisfactory at the RX band a four layer approach can be used to improve the matching.


Figure 6.10: Axial ratio, cross-polar discrimination and reflection coefficients, perpendicular and parallel components, for the meander line polarizer. The results assume plane wave incidence on three layers of infinite extension.

### 6.3.3 Cylindrical Wrapping of Polarizer

The ideal case, as mentioned, is a plane wave incident on a polarizer of infinite extension as modelled and presented in section 6.3.1. However, cylindrical sheets of meander layers are required for the antenna at hand. Using the proposed conversion method, from a plane polarizer to a cylindrical, in section 3 we present the parameters of the three layer polarizer. All parameters are illustrated in Figure 3.2 to 3.4. The rhombic shaped meander plane, which was wrapped around the FR4 substrate, is shown in Figure 6.11. Note that the angle of the meander lines, i.e. $\pm 45^{\circ}$, determines whether the incident vertically polarized will be right or left handed circularly polarized respectively.

One important thing to note is that the periodicity of the first and last meander line on the cylinder need to be aligned in order to eliminate any discontinuities. We employed a method where the last meander line, refer to Figure 6.11, was moved to a position just left of the first meander line in the modelling software. The periodicity, p in Figure 3.2, was further tuned until alignment was achieved whereas the last meander line was moved back to its original position. The consequence is, of course, that the periodicity is slightly deviated from the optimal value as derived in the tuning and optimization process of the plane layers. The tuning was performed to micrometer level but one could, of course, argue that the number decimal points presented in Table 6.4 can be very hard to achieve in a manufacturing process. Slight deviations from simulations and actual manufactured design can thus be expected. The final geometry, for all three layers, are displayed in Figure 6.12 with corresponding radii and heights in Table 6.4.


Figure 6.11: The figure display the rhombic shaped meander plane that is wrapped around a cylinder, in this case a FR4-epoxy substrate. The meander plane is the result from an intersection between a very large quadratic shaped polarizer plane and a rhombic parallelogram. The geometry of the parallelogram is matched to the dimensions of the cylinder with radius R and height H .


Figure 6.12: Illustration of the three layer polarizer used for the biconical antenna. The meander lines are wrapped on a cylindrical FR4 substrate with a thickness of 12 mil. The innermost layer is the left cylinder and the outermost to the right. Note that the illustrated polarizers are scaled versions of the actual design. Refer to Figure 6.13 to observe how the layers are implemented in the design.

### 6.4 Dual Band Circularly Polarized TLGA

The presented dual band RHCP TLGA is based on the vertically polarized variant in section 6.2. The addition is the designed meander line layers as presented in section 6.3 that also provides mechanical robustness. In the first subsection we show how the three layers are positioned on the antenna. The remaining subsections treats the simulated results such as radiation pattern, axial ratio, reflection coefficents and mechanical considerations.

### 6.4.1 Positioning of Polarizer Layers

The ideal case, as mentioned, would be a plane wave incident on the polarizer in order to make use of the full characteristics, with e.g. a XPD better than 31 dB , as shown in Figure 6.10. If we are very far from the antenna we can approximate the propagating wave front as plane, consequently we would like to position the polarizer layers as far away as possible. But always present are the mechanical considerations of the antenna and especially, for a space antenna, it must survive the launch of the spacecraft. The meander layers must be placed in a manner that stabilizes the structure. Furthermore, the layers must be very precisely aligned to decrease the degradation of the optimized performance of the meander spacing. A space antenna should also avoid, or minimize, the use of dielectrics to avoid charge build up. Consequently no dielectric can be used to align the layers and account for obliquely incident waves from the phase center.

The three meander layers were positioned as according to Figure 6.13 in the simulations. The figure is a cutting plane illustration of the antenna. The outer layer is positioned just outside the bicone and the two inner layers inside the profile. The spacing, height and radii of the different layers are outlined in section 6.3.3. Alignment and robustness, in all degrees of freedom, are achieved by making small ridges in the profile where the substrates can be glued to the aluminium cones. Thermal mismatches can be accounted for by having a coaxial feed that is capacitively coupled, refer to the illustration in Figure 6.13.

### 6.4.2 Elevation Beam Patterns

The elevation beam patterns of the circularly polarized TLGA are displayed in Figure 6.14 where the upper plot is the RX frequencies and the lower the TX. The co and cross-polarisation is shown in red and blue corresponding to RHCP and LHCP respectively. If we compare the results with the vertically polarized antenna in Figure 6.7, without the meander layers, we can observe that the beam shape is retained. However, the side lobes are slightly degraded for the RHCP antenna. Furthermore the pattern is not entirely symmetric around the beam peak, which as discussed in section 6.2.2, is due to the non ideal feed. However, the polarizer itself is not a rotational symmetric structure, and discontinuities exist especially at higher elevation angles of meander cylinders. Thus we should not expect a perfectly symmetric pattern even if the feed effect was not present.


Figure 6.13: A cutting plane illustration of the circular polarized TLGA. The figure displays the relative positions of each polarizer layer. The spherical phase front, incident on the layers, is also illustrated. The blue area indicates the dielectric that should be used in the capacitive coupling of the coaxial feed.

### 6.4.3 Axial Ratio and XPD

Axial ratio and cross-polar discrimination are essentially scaled versions of each other as shown by e.g. equation 4.4. But depending on the specification sheet used, both can be useful to show. The AR and XPD of the antenna for RX band frequencies are displayed in the upper and lower plot of Figure 6.15 respectively. At the beam center a XPD of around 17.5 dB was obtained, note that the XPD significantly increases for angles around $\theta=90^{\circ}$. Similarly for TX band frequencies in Figure 6.16 but the XPD was lower, at a level of about 11.5 dB at the beam center and increasing for higher and lower elevation angles around $\theta=90^{\circ}$. If we go back and look at the optimized plane polarizer results in Figure 6.10 this result was expected since we have slightly degraded performance, in terms of XPD, for the TX band in comparison to the RX. A XPD level greater than 31 dB which was derived for the plane polarizer in Figure 6.10 was not achieved. Referring to previous discussions in e.g. section 6.3 .3 and 3 this was expected due to several factors. Firstly, the meander planes that are optimized need to be converted to cylindrical which slightly changes e.g. the periodicity och distance between the lines. Secondly, and probably the most predominant factor, is that the first layers are close to the phase center of the horn. As such, the performance of the polarizer was degraded due to obliquely incident waves. Yet, the XPD performance was within the requirement of 10 dB . Uncertainties and small model errors can not be avoided so an actual manufactured antenna will exhibit slightly different characteristics. If it will be in a positive or negative direction, performance wise, cannot be said at this stage but we have a good margin for the requirements.


Figure 6.14: Beam patterns, with co and cross-polarisation in red and blue respectively, for the two bands i.e. RX band upper plot and TX lower plot. The gain mask is indicated in dotted black.


Figure 6.15: Axial ratio, upper plot, and cross-polar discrimination, lower plot, for RX band frequencies of the proposed RHCP TLGA. The presented results are averaged for all phi cuts to better illustrate different behaviours across the band.


Figure 6.16: Axial ratio, upper plot, and cross-polar discrimination, lower plot, for TX band frequencies of the proposed RHCP TLGA. The presented results are averaged for all phi cuts to better illustrate different behaviours across the band.

### 6.4.4 Reflection Coefficients

The simulation of the full structure, including all meander layers, was extremely heavy in terms of CPU and RAM usage. After a significant effort on optimizing the mesh of the antenna geometry we managed to simulate the structure using a eight core Xeon with 64 GB of RAM. For the RHCP TLGA we thus only present a few frequency points for the reflection coefficient as displayed in Figure 6.17. The simulation time for the 11 presented points were about six days which also includes the radiation pattern analysis. In this sense, we also see why e.g. the geometry of the meander cells were not re-optimized due to difference associated with the plane to cylinder conversion. The benefits of the latter would probably, however, only correlate to moderate performance improvements.

The reflection coefficients for the antenna are displayed in Figure 6.17. The three points, i.e. the lower, center and upper frequencies for the RX band is displayed in blue and similarly for the TX band in red. The five black dots are simulated values outside the used bands. The reflection coefficients are below -14 and -18 dB respectively for the RX and TX bands.


Figure 6.17: Simulated reflection coefficient for the circularly polarized TLGA. The blue and red dots indicate the TX and RX band frequencies respectively. The black dots are simulated values outside the used bands.

### 6.4.5 Summary and Specifications, RHCP TLGA

The simulated results of the RHCP TLGA are displayed in column three of Table 6.5 together with the requirements in column two. At the edge of the coverage region the directivity was greater than 0.9 dB for the TX band and slightly higher for the RX band. This leaves a good margin for the gain requirement of -1 dBi . The return is loss is 2 dB below the requirement for the lower frequency in the RX band. Since we have introduced a polarizer, and thus changing the wave behaviour as well as reflections, the bicone can benefit from a re-optimization of the gap size ( G in Figure 2.1). Considering the mesh heavy antenna, the simulations take a very long time as discussed in section 6.4.4. The best solution is to manufacture a prototype, where it will be possible to tune the gap size by hand and observe the changes on a vector network analyser. However, 14 and 18 dB return losses are still good values and can probably be accepted for usage even on state-of-the-art satellites and spacecrafts. Continuing with the specifications in Table 6.5 a moderate degradation of the sidelobe levels was seen and the dominant sidelobes are at a level of approximately -10 and -8 dBi respectively for the two bands. The XPD was at a level of about 11.5 dB at the TX band and 17.5 dB at the RX band which leaves a good margin for the requirement of 10 dB . A 3D model, as electrically simulated, of the antenna is displayed in Figure 6.18. The upper figure is the full antenna as seen from the side whereas the lower figure is a, slightly tilted, cutting plane illustration.

Table 6.5: Comparison table of the requirements versus the simulated values for the RHCP spline-optimized TLGA. Note that the simulated values are directivity.

| Parameter | Required $(\boldsymbol{R X} \boldsymbol{+} \boldsymbol{T} \boldsymbol{X})$ | Simulated $(\boldsymbol{R} \boldsymbol{X}+\boldsymbol{T} \boldsymbol{X})$ |
| :--- | :--- | :--- |
| Gain | $>-1 \mathrm{dBi} @ \theta=90 \pm 20 \mathrm{deg}$. | $>0.9 \mathrm{dBi} @ \theta=90 \pm 20 \mathrm{deg}$. |
| Gain slope (in $\theta)$ | $<1 \mathrm{~dB} / \mathrm{deg}$. | $<0.2 \mathrm{~dB} / \mathrm{deg}$. |
| Return loss | 16 dB | $>14 \mathrm{~dB}(\mathrm{RX}) \mid>18 \mathrm{~dB}(\mathrm{TX})$ |
| Side lobe levels | $<-7 \mathrm{dBi} @$ far edge angles. | $<-10 \mathrm{dBi}(\mathrm{RX}) \mid \sim-8 \mathrm{dBi}(\mathrm{TX})$ |
| Polarisation | RHCP | RHCP |
| XPD | 10 dB | $>17.5 \mathrm{~dB}(\mathrm{RX}) \mid>11.5 \mathrm{~dB}(\mathrm{TX})$ |



Figure 6.18: Electrical model of the final circularly polarized dual band antenna. The upper figure is the full 3D model whereas the lower plot is a, slightly tilted, cutting plane.

### 6.5 RHCP TLGA as Single Band Antenna

The design frequency for the two proposed antennas is at the center of the two bands i.e. the geometric mean of 7.14 and 8.5 GHz . How the antenna performs at the design frequency is of great interest for cases where the antenna should function as either a TX or RX antenna. The design could be very useful for example in telecommunications or very wide-band satellite telemetry. A stacked element configuration, one RX and one TX antenna, could be required for the latter. Recall that all presented designs are scaleable in frequency to other bands such as $K_{u}$. Note that the section also provides information for the dual band designs as a verification that nothing unexpected, such as strange resonance behaviours, happens in between the bands.

The radiation pattern, in steps of 0.1 GHz , from 7.3 to 8.3 GHz is shown in the lower plot of Figure 6.20. We also display the radiation pattern, in a more narrow band, around the design frequency ( $\approx 7.79 \mathrm{GHz}$ ) in the upper plot of Figure 6.20 for a clear view of some of the best characteristics. I.e. side-lobe suppression lower than -15 dBi , approximately constant directivity and good margins for the gain mask across the band. The cross-polarisation (LHCP) is not shown, instead we display the XPD in Figure 6.19 for the frequency range 7.3 to 8.3 GHz in steps of 0.1 GHz . For the narrowband range in the upper plot of Figure 6.20 the XPD is observed to be better than 16 dB . The reflection coefficient of the antenna is, of course, the same as shown in Figure 6.17 and is lower than -16 dBi . Note that the data is averaged for all phi cuts. A small omni-variation is present due to non-symmetries in the polarizer.


Figure 6.19: The cross-polar discrimination is shown for a large band, from 7.3 to 8.3 GHz , for the RCHP TLGA. The displayed plots are averaged for all phi cuts, a small omni-variation can be expected due to non-symmetries in polarizer.


Figure 6.20: The lower plot displays the beam pattern of the co-polarization, i.e. RHCP, of the biconical horn for the frequency range 7.3 to 8.3 GHz . The top plot displays the same information as the lower plot but in a more narrow band around the center frequency. The plots can be used as reference for how well the antenna would be able to perform in single band operation.

## Discussion and Conclusions

A circularly polarized spline-defined, stochastically optimized, dual band biconical horn has been presented. A set of new profiles for the bicone were investigated, previously this has only been done in a very limited sense. From the profile investigation we can conclude that a lot can be gained in terms of both directivity, side-lobe levels and size of the antenna. E.g. using a sinusoidal profile the size of antenna can be reduced by a factor greater than two while still maintaining the same directivity. The sinusoidal profile also provided a good foundation for a dual band design. The gain margins and side-lobe levels were, however, insufficient for the requirements at hand. Corrugations could be one way to solve some of the issues, but a corrugated antenna is a mechanically complex antenna and requires very precise and specialised equipment and thus renders an expensive antenna. We employed a more elegant and modern approach where the profile was defined by a set of interpolated points that were optimized using biologically inspired optimization methods. The approach proved to be very effective for shaping the radiation pattern and requirements were met.

Through the design of a three layer cylindrical polarizer the field was converted to circular, an important requirement for many space systems. Furthermore a robust flame resistant fibreglass substrate was used in the design to provide the mechanical stiffness required for a spacecraft launch. Thermal mismatches can be accounted for by using capacitive coupling at the excitation gap. The capacative coupling allows the center conductor of the feed to float in relation to the upper cone of the bicone. A significant improvement, and a new development, in the presented design is that it only requires one bicone element for both RX and TX whereas designs by e.g. RUAG Space and RYMSA require two elements. This drastically changes the mechanical and electrical complexity as well as the cost, size and weight of the antenna.

### 7.1 Future work

The complete design cycle of a space antenna, from electrical, mechanical, thermal design to farfield measurements in an anechoic chamber, vacuum cycling, vibrational tests, outgassing and thermal tests requires a team of experienced engineers. In this sense, the thesis was intentionally limited and much work is left to be done for the antenna to actually fly in space. Yet, this thesis shows how space TLGAs can be simplified, in many ways, and still perform equal or better than current designs.

Thus for the presented design a manufactured prototype may be close if a mechanical engineer can be dedicated to the project.

In the first subsection we will discuss some of the electrical characteristics and how they could be improved if e.g. a future space system would require better performance. The final subsection treats the future work in terms of mechanical and thermal design.

### 7.1.1 XPD and Return Loss Improvements

The axial ratio, which is directly associated with the cross-polar discrimination according to equation 4.4, can be significantly improved if desired. Firstly, if we e.g. design the antenna for higher gain the radius and aperture height is increased and the layers will be positioned further away from the phase center, assuming that the phase center movement is small in the radial direction. This will significantly improve the polarizer performance. Secondly, we may also position the layers differently in the current design by having two layers attached to the profile and one further outside using, for example, honeycomb spacers. The latter may, however, not be optimal for usage in space.

The return loss was found to be greater than 14 and 18 dB respectively for the RHCP TLGA. Due to the heavy simulations the values were not optimized further. The best solution to improve the reflections are to manufacture a prototype and measure the changes using a vector network analyzer through tuning e.g. the gap size. Another approach to improve the return loss is to use a four layer polarizer. Also recall that the feeding coaxial line is $50 \Omega$ with no matching stage. Thus another possibility for improving the return loss is, of course, to use a matching stage. The latter can e.g. be combined with a wave guide to coaxial transition, if wave guide feeding would be required by, for example, an upcoming satellite system.

In this thesis, the retrieved values of AR, XPD and return loss were found sufficient and proves the workings of the technology and that it can qualify for the electrical requirements of a space TLGA.

### 7.1.2 Mechanical and Thermal Design

Mechanical and thermal design engineers should be dedicated to the final design of the antenna. The engineers should focus on the following subjects

- Mounting plate and SMA-connector. A standard sized coaxial feed may not work due the small radii of the inner conductor. Thus, a dedicated $50 \Omega$ design may be needed to survive the launch of a spacecraft. This can be quickly determined through Ansys Workbench simulations with the designed meander layers.
- Consider ways to mount the meander layers. We propose using ridges in the profile where the two inner layers can be glued whereas the outer layer is attached outside of the cones. Refer to Figure 6.13.
- The meander-lines need to be grounded to the bottom cone to avoid static discharges. This can be solved by employing e.g. ground rings.
- Multipaction analysis to determine breakdown voltages and power handling.
- Thermo-elastic calculations need to be performed using for example advanced simulation softwares such as Ansys Workbench. Hand calculations for the thermal mismatch between the coaxial connector and the upper cone may be a good initial approach in order to have a foundation for the continued design.
- Charge protection radome and material considerations. A layer of Kapton on the outer meander layer is a straight forward solution for the former.
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