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Abstract

In the wake of the advances in ICT, the rules of competition have changed. Customers
have more choices and supply alternatives are more transparent (Teece, 2010). The rules
of competition are particularly unstable in high-technology environments (Christensen,
1997; D’Aveni et al., 2010), such as Machine Learning. In recent years, Machine Learn-
ing has transformed from being a technology field dominated by data scientist and a few
organizations into a billion dollar market open for all type of organizations (Dambrosio,
2016). In fact, Machine Learning is believed to be the next wave of digital disruption
where simply buying o↵-the-shelf Machine Learning tools will not su�ce for firms to be
competitive (Merrett, 2015). The control of strategically important resources is central
for a firm to stay competitive over time. Intellectual Property Rights have traditionally
been deemed as an e↵ective mechanism for preventing competitive duplication, however,
many argue that Intellectual Property(IP) legislation has failed to keep pace with ad-
vances in technology (Allison et al., 2007; Davies, 2011).

The purpose of this study has been to provide a starting point for firms to design sus-
tained competitive advantage for Machine Learning Systems (MLS). This was done by
identifying strategically important resources and determine how these can be e↵ectively
controlled. A comparative design has been used where valuable resources and e↵ective
control mechanisms have been identified empirically through interviews with Machine
Learning researchers, business practitioners as well as industry-and IP experts. The
findings from interviews were validated in case studies of Netflix and Amazon, which are
companies recognized for their leverage of MLS as well as long-term commercial success.

A main conclusion from this study is that delivering a superior user experience is a
requisite for competitiveness. Although superior user experience is the result of a combi-
nation of factors, providing the user with cognitive relief is central for MLS applications.
Trust, personalization, solving a customer problem and easy-to-use have all been identi-
fied as vehicles for cognitive relief, and subsequently the resources creating these utilities
are valuable. Sustainability is most e↵ectively created for MLS by using technical, con-
tractual or secrecy although a dynamic and combinatorial approach to control has been
emphasized. Finally, Data and Hypotheses set, Machine Learning algorithms and Val-
idation technologies have been identified as resources that score high, both in terms of
value and control, and thus likely the most important sources of sustained competitive
advantage.

This study builds on the theory of the Resource-based View e.g. Barney (1991), Rumelt
(1997) as well as theories provided by Petrusson (2004, 2015) and Osterwalder and Yves
(2010), yet expanding the theories by deconstructing characteristics of sustained com-
petitive advantage for MLS in particular. However, the characteristics of MLS and the
disruptive environment create challenges for proving sustainability of competitiveness,
and future validation is therefore suggested.
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Nomenclature

Artificial Intelligence (AI) - is the field of study and development of computer systems
where intelligent behavior is created that normally would require a human to perform.
Examples of tasks include visual perception, speech recognition or translations between
languages.

Application Program Interface (API) - specify how software programs should in-
teract. API is a set of routines, protocols and tools that are used when programming
graphical user interface components.

Big Data - relates to large sets of data that can be analyzed using computers rev-
eling patterns, trends and associations.

Cloud Computing - is a way of storing, managing, and processing data using a network
of remote servers hosted on the Internet, instead of a local server or personal computer.

Intellectual Property Rights (IPR) - legal rights assigned through patents, copy-
right and trademarks allowing the holder to execute monopoly for a specific period of
time for the defined item.

Information & Communication Technology (ICT) - includes any communication
device or application, both products and services, that will store, retrieve, manipulate,
transmit or receive information electronically in any digital form.

Intangible Assets - are assets such goodwill, brand recognition or IPRs that do not
have a physical form.

Intellectual Assets - are investments in brands, design, technology or creative works
that can be collectively named intellectual property.

Intellectual Capital Management - is the management of valuable intangible as-
sets of a business.

Intellectual Property (IP) - are results of creative work or inventions to which one
can have a right in form of patents, copyright or trademark (IPRs).

Machine Learning - is a sub-field of AI where advanced programs give computers
the ability to learn without being explicitly programmed.

Non-Disclosure Agreement (NDA) - is a contract by which one or more parties
agree not to disclose confidential information that has been necessary to share in order
to do business.
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Chapter 1

Introduction

T
his chapter presents a brief background of the field of study, the research problem
and an introduction to Machine Learning Systems. Additionally the purpose of
the study, research questions, scope and limitations, the disposition of the study

and reading instructions are described.

1.1 Background

Recent advancements in Information and Communication Technology (ICT) have driven
the creation of new industries, industry roles and opportunities for growth (Chaudhuri,
2012). The market for Machine Learning is an illustrative example of an industry that
has grown radically as a result of advances in ICT (Dambrosio, 2016). In recent years,
Machine Learning has transformed from being technology field dominated by data sci-
entists and a few organizations into a $5-10 billion dollar market open for all type of
organizations (Dambrosio, 2016). In fact, Machine Learning is considered to be the next
wave of digital disruption where simply buying o↵-the-shelf Machine Learning tools will
not su�ce to be competitive (Merrett, 2015).

In the wake of the advances in ICT, the rules of competition have changed. Customers
have more choices and supply alternatives are more transparent (Teece, 2010). The
rules of competition is particularly unstable in high-technology environments (Chris-
tensen, 1997; D’Aveni et al., 2010), such as Machine Learning. This instability has had
implications on the sustainability of competitive advantage; recent studies have sug-
gested that sustainable competitive advantage is in fact rare and declining in duration
(D’Aveni et al., 2010). This is reflected by that industry leaders are more frequently
over-throned (D’Aveni et al., 2010). There is a growing body of research arguing that
these high velocity and disruptive environments never reach maturity, but simple in-
novate, cannibalize and selfreproduce and by doing so recreating the initial stages of
di↵erent waves of industry and product life cycles (Christensen, 1997).

The core of value creation and sustained competitive advantage in any economy is con-
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1.1. BACKGROUND CHAPTER 1. INTRODUCTION

trol (Petrusson, 2004; Wang et al., 2009). Sustained economic performance of a firm is
created by its inimitable and non-substitutable resources which prevent rivals from repli-
cating the value (Wang et al., 2009). Hence, the sustainability of a firm’s competitive
advantage is directly related to the strength of various control mechanisms (Petrusson,
2004; Rumelt, 1997). It then follows that in the knowledge economy, sustained competi-
tive advantage is not created by a firm’s knowledge or innovations per se, but rather the
control of knowledge and innovations (Petrusson, 2004).

Patents, trademarks and other type of Intellectual Property Rights (IPRs) are one type
of control mechanism that is commonly employed to prevent rivals from imitating knowl-
edge, innovations and other intangible assets without financially compensate the creator
(Rumelt, 1997). However, the IP regime was created in an era dominated by physi-
cal embodiments of knowledge, whereas today, more and more firms embed their value
propositions in virtual products and services (Petrusson, 2004). Intellectual property
law is intended to reward cutting edge technology, however, many argue that legislation
has failed to keep pace with advances in technology (Allison et al., 2007; Davies, 2011) .

An example of technology field that has created debates is Machine Learning. The
main di↵erence between Machine Learning and other software embedded technologies
is that after implementation, the software generates its own code, i.e. ”learns”. There
are multiple aspects to Machine Learning that have made practitioners and researchers
questioning the e↵ectiveness of IPRs as mean to creating control and subsequently ap-
propriate long-term value. First of all, Machine Learning is software-based, a field that
have been controversial for decades (Allison et al., 2007). Software is not considered a
patentable invention in all jurisdictions, and the scope and quality of software patents
are often questioned (Allison et al., 2007). Recent empirical studies suggest that soft-
ware IPRs are increasingly used strategically, creating webs of cross-licensing agreements
(Allison et al., 2007). It then follows that established firms have access to the majority
of technologies, and compete through other means of control (Allison et al., 2007). Fur-
thermore, the patent process is very long relative to the development and life cycle of
software (Cockburn and MacGarvie, 2011). Thus, when a patent finally is granted, the
code may be obsolete. Copyright and database protections are other IPRs that are used
for software (Petrusson et al., 2010). These are generally considered to provide e↵ective
protection against copying but relatively easy for rivals to invent around (Allison et al.,
2007). In addition to the general objections to software, the ”learning” feature of Ma-
chine Learning adds further complexity. IPRs are viewed as products of the human mind,
however, in the case of Machine Learning the computer is a co-innovator or a co-author
to the final product (Davies, 2011). Historically, the dilemma of authorship/inventorship
in AI and Machine Learning have been solved in court by deeming the computer to be a
”tool” (Davies, 2011). However, as Machine Learning technologies become increasingly
intelligent, it is only a matter of time until the validity of granted Machine Learning
IPRs are questioned in court.

4



1.2. INTRODUCTION TO MACHINE LEARNING SYSTEMS CHAPTER 1. INTRODUCTION

1.1.1 Research Problem

Machine Learning has evolved from being a high-technology field mastered by a few, to
a technology field employing lots of people to create additional value. It is clear that the
ability to innovate is central for companies to compete on the Machine Learning market.
It is also clear that control mechanisms are requisites to sustained competitive advantage.
It then follows that the control of strategically important resources related to Machine
Learning Systems are crucial for long-term success. The IP regime has traditionally
been deemed an e↵ective control mechanism and mean to appropriate value, however,
IP legislation and administration have failed to keep pace with the rapid advances in
technology. Recent progress in ICT in general, and Machine Learning in particular, have
evoked debates on the e↵ectiveness of IPRs in this technology field. However, the prob-
lem has mainly been addressed from an ethical, judicial and administrative perspective.
Little attention have been given to outline:

how di↵erent control mechanisms, including IPRs, can be used to establish sustained
competitive advantage for Machine Learning Systems.

1.2 Introduction to Machine Learning Systems

Machine Learning technologies are a sub-field of Artificial Intelligence (AI) and includes
one of the most challenging factors of AI, namely to implement the capabilities of the
learning in computers (Carbonell et al., 1984). A reasonable question to ask is why
machines should learn at all, why not simply design the machine to perform as desired
in the first place (Nilsson, 1998)? If a system can learn and adapt to changes, a system
designer does not need to foresee and provide solutions for all possible situations (Alpay-
din, 2014). Hence, if a task is di�cult to define, characteristics are unknown, information
is scarce or added constantly as the environment changes over time, the concept of im-
plementing learning in the system becomes inevitable (Nilsson, 1998). Arthur Samuel,
a pioneer in the field of AI, defined Machine Learning in 1959 as the ”field of study that
gives computers the ability to learn without being explicitly programed” (Simon, 2013,
page 115). The ultimate goal was to someday build machines as intelligent as humans,
where Machine Learning is the mean to train computers to do things that are impossible
to program in advance (Kosner, 2013). Today Machine Learning algorithms are already
implemented in a number of applications such as self-driving cars, writing and publishing
sports match reports or to identify terrorist suspects (Marr, 2016a).

Machine Learning was created conceptually in the 1950s (Marr, 2016a) when Alan Turn-
ing created the Turning Test. This test was developed to determine if a computer has
real intelligence. The test is successful if a computer has a conversation with a human
and that human believes that he/she is talking to another human (Marr, 2016a; Ball,
2015). To achieve this became an important milestone for Machine Learning research as
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it was a measurement that the computer could actually learn by communication. The
test was further developed to be applied on other tasks such as playing games. Aurthur
Samuels studied the game of checkers and showed in 1952 that a program would be able
to play better in the course of time, thus it would learn to improve its skill and even-
tually beat a human opponent(McCarthy and Feigenbaum, 1990; Ball, 2015). Arthur
Samuels’s prediction came true many years later in 1997, when Deep Blue won over the
World Chess Champion Garry Kasparow (Ball, 2015).

The development of Machine Learning has been explored with di↵erent emphasis in
di↵erent periods of time (Beyer, 2015). In 1957, Frank Rosenblatt designed the first
neural network for computers, the Perceptron, that simulated the thought process of the
human brain (Marr, 2016a). The method uses a large number of interconnects (neurons)
and solves in parallel a specific problem which is learned from an example (Dimitrios,
2016). The research on neural networks was not proceeded in the 1960s as di�culties
with solving boolean functions occurred (Marr, 2016b). However in the 1980s it was
further pursued and today it is widely applied for example in pattern recognition (Dim-
itrios, 2016). An other method for pattern recognition became recognized, the ”nearest
neighbour”algorithm (Marr, 2016a). It was developed in 1967 and is conceptually simple
and and could be used for example to map a route for traveling, starting at a random
city but ensuring visit to several cities during a tour (Marr, 2016a).

Additional important inventions within Machine Learning is the Stanford Chart de-
veloped in 1979, that can navigate obstacles in a room on its own (Marr, 2016a). In
1981 Gerald Dejong introduced the concept of Explanation Based Learning (EBL)1 and
in 1985 Terry Sejnowisk invented NetTalk, a program which learnt to pronounce words
the same way babies do (Marr, 2016a). In 1990 the direction of Machine Learning de-
velopment shifted from using a knowledge-driven approach to a data-driven approach
(Marr, 2016a). A data driven approach requires large amounts of data that are used
to draw conclusions and to learn from. The basic belief is that behind the seemingly
complex and voluminous data, there lies a simple explanation where patterns can be de-
tected and then used to uncover patterns to predict future data or perform other kinds
of decision making under uncertainty (Murphy, 2012; Alpaydin, 2014). Thus, Machine
Learning uses the theory of statistics and probability when building mathematical mod-
els detecting patterns and processes, to make interference from a sample which then can
be used to drive business decisions (Alpaydin, 2014; Chaudhuri, 2012).

During the 21st century, rapid advancements of key capabilities in other technology
fields have accelerated the introduction of Machine Learning in new application fields.
This includes the capabilities of making large amounts of data available, reducing the
cost of storing and receiving data, increase in computing power and memory, and devel-
opment of new methods for performing Machine Learning (Horvitz and Mitchell, 2010;

1computer analyses training data and creates a general rule it can follow by discarding unimportant
data (Marr, 2016a)
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Hemsoth, 2015). Machine Learning can be divided into three di↵erent classifications.
The classification depends on the nature of the ”signal” or ”feedback” available and the
way the system learns (Kotsiantis, 2007). In turn, learning approach determines what
methods are applicable to solve the problem (Stuart and Norvig, 2013). The three
categories are:

• Supervised learning : Learning a general rule that maps inputs to outputs by using
example inputs and desired outputs provided by a ”teacher”.

• Unsupervised learning : The learning algorithm finds structures in the input itself
without given labels.

• Reinforcement learning : A computer program interacts with a dynamic environ-
ment in which it must perform a certain goal without being told what action to
take. It must discover which actions yield the best reward.

Deep Learning is a new category of Machine Learning, which was introduced in 2006.
Deep Learning consists of two key aspects; (1) the models consist of multiple layers of
stages of nonlinear information processing and (2) methods for supervised or unsuper-
vised learning use feature representation at successively higher more abstract layers (Li
Deng and Dong Yu, 2014). Ge↵orey Hinton was initially developing this new concept
when he developed algorithms that let computers see and distinguish objects and text in
images in videos (Marr, 2016b). Other advances in the development of Machine Learn-
ing technologies have been made for example by companies like Microsoft, IBM, Google
and Facebook. The Microsoft Kinect, was introduced in 2010, and allowed people to
interact with a computer via movements and gestures (Marr, 2016b). Watson a question
answering computer system developed by IBM, could in 2011 beat human competitors at
Jeopardy and Google’s algorithms could in 2016 beat a professional player at the Chinise
game Go, which is considered the worlds most complex board game (Marr, 2016b).

It is today possible to use Machine learning to make computers see, understand and
interact with the world around them (Marr, 2016b). The development of new features is
growing at a remarkable rate as the quantities of data increases (Marr, 2016b; Hamilton,
2015). It is clear that Machine Learning is implemented in new products and services
every day impacting and transforming most industries to gain advantage over competi-
tors (Marr, 2016b; Hamilton, 2015; SAS, 2016). Machine Learning is applied in several
sectors such as financial services, government, health care marketing and sales, trans-
portation and in the oil and gas industry (SAS, 2016). Examples of applications are
to use Machine Learning to prevent fraud, identify investment opportunities, increase
e�ciency in governmental organisation with large sets of data, improve diagnoses and
treatment of patients or to analyze transportation patterns to improve routes (SAS,
2016).
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1.3 Purpose of the Study

Considering the increased application of Machine Learning across industries, simply us-
ing Machine Learning is not a source of sustained competitive advantage. Both practical
and theoretical problems have been identified related to how to control Machine Learning
technologies in order to create long-term profits from Machine Learning System (MLS).
However, since the market in a phase of emergence, all pieces of the puzzle are still to
be determined. Hence the purpose is:

To provide a starting point for firms to design sustained competitive advantages for MLS.

In addition, the authors of the report also intended to provide interesting and acces-
sible information to the public.

1.4 Research Questions

The research questions are constructed with the aim to fulfil to the purpose of the study.
They are also considered guidance when conducting the research (Bryman and Bell,
2015). A main research question is formulated based on the purpose and the research
problem. In order to answer the main research question, three sub-questions have been
constructed.

1.4.1 Main Question

Despite that the Machine Learning market is still shaping, waiting until the disruption
has settled and imitate the winners may be a risky strategy. By understanding likely
sources of sustained competitive advantage today, firms are in a good position to miti-
gate the risks of being leapfrogged in the future. Thus the main question is:

MRQ: What are the most likely sources of sustained competitive advantage for Machine
Learning Systems?

1.4.1.1 Sub Questions

A reasonable assumption of the study is that technology plays a significant role in the
competitiveness of MLS. Hence, an understanding of the fundamental components of a
MLS and the main areas in which MLS may be di↵erentiating is a first step to answer
the main research question. The first sub-research question is therefore:

SRQ1: What characterize Machine Learning Systems from a technology perspective?

A pre-requisite for sustained competitive advantage is that there first exists a com-
petitive advantage. A relative comparison between specific MLS is outside the scope of
this study as the main question specifically targets sources that are most likely to result
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in long-term success. Hence the second sub-research question is:

SRQ2: What are potential sources of competitive advantage for Machine Learning Sys-
tems?

In order to design sustained competitive advantage, firms must not only understand
what makes MLS competitive but also how they can e↵ectively control those aspects. It
then follows that the third sub-research question is:

SRQ3: What mechanisms are e↵ective for controlling Machine Learning Systems?

1.5 Scope and Limitations

The concept of success is in this study restricted to the attainment of profit, thus only
comprising financial performance. Additionally, the research is limited to existing Ma-
chine Learning technologies and does not take into account possible developments of the
technology in the future. Furthermore, the study is limited to U.S. legislation and norm
of business conduct. This study will approach the subject from a business perspective
only, not including ethical, legal or other perspectives unless there is a clear connection
to financial performance. It should be emphasized that although the study is closely an-
chored in technology, any technical immersion is solely for the purpose of understanding
the context and the reader should not expect a deep dive in current technical advance-
ments in Machine Learning. Two case studies of Netflix’s and Amazon’s business models
have been investigated. The purpose of this study is not to investigate specific businesses
per se, hence, the business models have not been analyzed in its entirety but instead
been for identifying strategically important resources for MLS.

1.6 The Disposition of the Study

The disposition of the study is set up to include seven chapters and the bibliography
and appendices with the following content;

The first chapter includes the Introduction to the study. This entails the background,
introduction to MLS, the purpose of the study, the research questions, the scope, the
delimitation and a reading guide.

The second chapter, entails the Theoretical Framework for the study. In the theoret-
ical framework, key concepts and theories are described culminating into a construction
of a framework for the research.

The third chapter includes the Method for the study. This chapter presents the research
strategy, research design and research methods applied and discusses the parameters
considered in regard to the quality of the research conducted.
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The fourth chapter includes the Empirical Results of the study. In this chapter, the
empirical research conducted is presented including data gathered from interviews, lit-
erature review and case studies.

The fifth chapter contains the Analysis of the study. In this chapter the findings from
the empirical result are examined, compared and scrutinized in detail.

The sixth chapter presents the key findings and includes the Conclusion of the study.
Additionally, suggestions for future research are outlined.

Finally, the last chapter presents the Discussion of the study. The main takeaway is
presented along with suggestions for future research.

1.7 Reading Guide

This study is directed at business professionals in the ICT industry in general and Ma-
chine Learning industry in particular. For business practitioners, chapter four, five and
six are recommended.

The study is also directed at academia, including students, to inspire and contribute
to future research in the intersection between high-technology, business and intellectual
capital management. Readers from the academia is advised to start with chapter one
and continue with relevant chapters of interest.
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Chapter 2

Theoretical Framework

T
his chapter presents the key concepts and theories that construct the theoretical
framework for this study.

2.1 Key Concepts & Theories

Concepts are the building blocks of theory and represent the structure for the empirical
results and analysis (Bryman and Bell, 2015). For this study, two key concepts have
been identified; sustained competitive advantage (SCA) and control mechanism. Four
di↵erent theories have been used to construct the theoretical framework. This section
outlines the characteristics of each concept and theory, including underlying assumptions
and applicability for the study.

2.1.1 Sustainable Competitive Advantage

The concept of sustained competitive advantage is an important piece of the theoretical
framework used in this study. In general, competitive advantage is a business concept
that has been widely discussed by prior researchers (Huang et al., 2015). There are two
main perspectives that address this concept, the inward looking Resource-Based view
(RBV) and the externally oriented Industrial organization theory (IO) (Peng et al., 2008;
Huang et al., 2015).

2.1.1.1 Two Perspectives on Sustained Competitive Advanatge

The RBV and the IO concurs in that competitive advantage is the competitive posi-
tion a firm establishes as a result of superior profit compared to its competitors (Huang
et al., 2015; Grant, 1996). The fundamental di↵erence between the approaches is how
superior profit is created, namely the sources of sustained competitive advantage. The
RBV perceives that superior returns and the competitive position of a firm stems from
its idiosyncratic resources (Grant, 1996; Barney, 1991) . In contrast, the IO asserts that
superior profit is attained by a firm’s stronger market position in an industry compared
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to its competitors (Huang et al., 2015). In the latter, research tends to focus on describ-
ing external conditions that drive firm performance and Michael Porter’s “five forces” is a
leading theory originating from such thinking (Barney, 1991). There are two underlying
assumptions that di↵erentiate the perspectives. Firstly, the IO view assumes homogene-
ity of firms, meaning that all firms control the same strategically important resources
and pursue the same strategies (Barney, 1991). In contrast, the RBV assumes that
firms in an industry may be heterogeneous with respect to the strategic resources they
control (Barney, 1991). Secondly, the IO perceives resources and strategies as mobile
across firms in an industry. The perfect mobility of resources means that the existence of
resource heterogeneity, caused by e.g. a new entry, can only be temporary and therefore
not a source of sustained competitive advantage (Barney, 1991). However, the RBV
assumes that resources may not be perfectly mobile across firms an may in fact result
in a long lasting heterogeneity (Barney, 1991).

In recent years, e↵orts have been made to reconcile perspectives in order to create a
holistic framework where sustainable competitive advantage of a firm is a function of
favorable market conditions as well as e�cient deployment of unique resources (Hooley
et al., 1998; Huang et al., 2015). This study has employed the RBV as a theoretical
starting point for analyzing sustained competitive advantage. IO theories are not in-
cluded because the MLS industry is an emerging industry characterized by constant new
market entries and heterogeneity of firms. IO theories, such as the Porter’s “five forces”
are due to its fundamental assumption of resource homogeneity less appropriate. Fur-
thermore, IO theories tend to focus on the current state of the industry and not taking
into consideration future competitors (Barney, 1991). These theories are often more
suitable for analyzing mature markets where the rate of new entrants is low.

2.1.1.2 The Resource-Based View (RBV) & the Knowledge-Based View

In this section, the RBV will be further described. The section will also outline the
fundamental concepts of the Knowledge-Based View (KBV), which may be perceived
as an extension of the RBV (Grant, 1996). Together the RBV and KBV will form the
theoretical framework for the concept of sustainable competitive advantage.

As previously accounted for, the RBV suggests that the sustainable competitive advan-
tage of a firm stems from the idiosyncratic resources that it controls (Grant, 1996; Bar-
ney, 1991). Numerous RBV theorists have attempted to define firm resources. (Barney,
1991, page 101) defined resources as “all assets, capabilities, organizational processes,
firm attributes, information, knowledge etc. controlled by a firm that enable the firm
to conceive of and implement strategies that improves its e�ciency and e↵ectiveness”.
Wernerfelt (1984) saw resources as anything that can be viewed as strength or a weak-
ness of a particular firm. In literature, a common distinction is the notion that resources
may be divided into two categories; assets and capabilities. In this study, an asset has
been defined as anything intangible or tangible that a firm can use in its processes for
creating, producing or o↵erings its goods or services to a market (Wade and Hulland,
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2004). In contrasts, capabilities are defined as repeatable actions that that transform
inputs into outputs of greater value (Wade and Hulland, 2004). Examples of assets are
networking hardware, GPUs, patents and software. Capabilities are often manifested
in skills such as technical ability, creativity, or ability to collaborate. In this study, the
concept of resources is therefore the collective assets and capabilities of a given firm.

Another important distinction of the RBV is that not all resources have the potential of
sustained competitive advantages (Barney, 1991). There are four main attributes that
must hold true in order for a resource to qualify: a) valuable, in the sense that it exploit
opportunities or o↵sets threats in the external environment, b) rare, with respect to the
firm’s current and future competition c) imperfectly imitable, and d) non-substitutable,
meaning that there cannot be equivalent substitutes that are valuable but neither rare
nor imperfectly imitable (Barney, 1991).

If the resource is valuable and rare, it may be a source of competitive advantage (Bar-
ney, 1991). However, in order for a firm to obtain sustained competitive advantage,
its valuable and rare (attribute a and b) resources must be di�cult for competitors to
imitate or to find substitutes for (c and d) (Barney, 1991). The inability of competitors
to duplicate the benefits of a value creating strategy is what distinguishes sustained
competitive advantage from (temporary) competitive advantage (Barney, 1991). Hence,
sustained competitive advantage is not dependent on a specific period of calendar time
during which a firm enjoys competitive advantage, but rather the possibility of compet-
itive duplication (Barney, 1991).

In this study, MLS is considered a product of the knowledge economy, where the pri-
mary firm resources are intangible or intellectual by nature. Following that reasoning
and the RBV, knowledge is the most strategically important resource of a firm to obtain
sustained competitive advantage. This notion of knowledge as the most strategically
important resource of a firm is the core of the Knowledge-Based View (KBV) (Grant,
1996). The KBV suggests that due to its specific characteristics, knowledge can only be
owned by people (rather than organizations) and most knowledge can only be exercised
by the people that possess it (Grant, 1996). This implicates a) the importance of a
firm’s human resources for sustained competitive advantage b) the role of the firm as a
knowledge integrator and coordinator (Grant, 1996).

2.1.2 Business Model Canvas

A business model describes the design or structure of a firm’s value creation, delivery
and capture mechanism (Teece, 2010).

The Busines Model Canvas (BMC) is a concept to describe and think through the busi-
ness model of any organization (Osterwalder and Yves, 2010). Nine di↵erent building
blocks are used for describing a business and how it intends to make money (Osterwalder
and Yves, 2010). Each building block answers a set of questions, illustrated in Figure

13



2.1. KEY CONCEPTS & THEORIES CHAPTER 2. THEORETICAL FRAMEWORK

2.1. The purpose of the Business Model Canvas is to create a converging understanding
and an easy overview of your business model, allowing for creation of new strategic al-
ternatives and successful innovation (Osterwalder and Yves, 2010).

The BMC is praised for its simplicity, however critics point out the lack of analyzing
competitors and excluding strategic decisions such as objectives, missions and visions
(Prof. Hong and Clemens, 2013; Kraaijenbrink, 2012). Furthermore, the model mixes
the level of abstraction making the canvas unbalanced (Kraaijenbrink, 2012). However,
since this study does not address competitive positioning nor specific business models,
the critics of the model were not considered to compromise the usefulness for this study.
Instead, BMC has been used for understanding the key resources and how they are
linked to creating value for the customers (i.e. value proposition). Although not all
building blocks are analyzed in detail, understanding all parts of the business model was
considered necessary, as key resources and value proposition cannot be fully understood
in isolation.

Figure 2.1: Business Model Canvas from Osterwalder and Yves (2010)
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2.1.3 Intellectual Asset Mapping

Intellectual Asset Mapping (IAM) is a framework that provides processes and support-
ing tools for evaluating a organization’s knowledge utilization, covering inward-oriented
processes as well as external processes (Petrusson, 2015). The model was originally
constructed for the academia, and specifically focusing on supporting the utilization of
research result from a societal perspective (Petrusson, 2015). Since IAM is constructed
to evaluate the performance of research organizations, the processes and tools are con-
structed for organizations which resource base and output mainly consist of knowledge.
Hence the general premises of the model makes it well suited for the technology re-
searched in this study. However, the model is developed for evaluating the utilization
of knowledge from a societal perspective, rather than a commercial perspective which
render some of the processes and tools obsolete in this study. Furthermore, since the
purpose of this study is to investigate sources to long-term commercial success, the uti-
lization of knowledge will be defined to commercialization of knowledge.

The IAM framework consists of four key processes: 1) Capturing 2) Positioning 3)
Deciding 4) Managing (Petrusson, 2015). The capturing process (1) is characterized by
supporting tools for identifying, analyzing and capturing intellectual assets. This is the
most developed process of the four, and also the process that is most useful for this
study. The positioning process (2) is characterized by supporting tools for positioning of
research environment and intellectual asset portfolios. The deciding process (3) consists
of supporting tools for considerations and decision-making in intellectual asset utiliza-
tion. Finally the last step (4) outlines the managing of the intellectual assets identified.

In this study, the IAM framework was used for determining the characteristics of MLS as
well as for identifying strategically important resources. Hence, only the first process of
capturing intellectual assets was applied. The capturing process described by Petrusson
(2015) focus on tools to capture knowledge assets, i.e. technical assets, which correlates
well with the topic of this study. According to Petrusson (2015), knowledge assets can
be further divided into eight di↵erent categories, which are described in Table 2.1.
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Table 2.1: Knowledge Asset Categories

Knowledge Asset categories Examples

Data Measurement or test data, results, experiments, notes or journals
Database For example Excel or Access files, matrices
Data correlation Optimizations, trends, ranges, dependencies, connections
Theoretical framework Models, theories, understandings, realizations, abstractions, schemes

Technical solution
Methods and processes, devices, units, compositions, designs,
configurations, systems, technologies, inventions and solutions

Visualization and simulation
Designs, drawings, sketches, prototypes, diagrams, graphs,
photos, simulations, models and demonstrations

Instruction
Algorithms, routines, procedures, guidelines, manuals, recipes
and recommendations

Software
Systems, suites, platforms, programs, applications, drivers, plug-ins
engines, clients/servers, GUIs, libraries, algorithms and script

2.1.4 Control Mechanisms

Following the Resource-Based View, the sustainability of competitive advantage depends
on the possibility of competitive duplication (Barney, 1991). This means that if a firm
takes measures to reduce the possibility of competitors to duplicate their strategy, they
are in a better position to obtain sustained competitive advantage. These measures have
been referred to in literature as building blocks for structural control (Petrusson, 2004)
or isolating mechanism (Rumelt, 1997). For the purpose of this study, a combination
of Petrusson’s (Petrusson, 2004, page 136) structural control framework and Rumelt’s
(Rumelt, 1997, page 141) framework of isolating mechanisms have been used as theoret-
ical starting point for control mechanisms. However, neither of the frameworks provides
detailed definitions of the mechanisms, but rather examples of what they may contain.
Therefore, the control mechanisms in this study have been defined by generalizing and
interpreting examples provided in the two frameworks. In addition to the control mech-
anisms described in by Petrusson (2004) and Rumelt (1997), a firm’s business model was
identified in interviews as a sixth category of control.

2.1.4.1 Right Based Property

According to Petrusson and Heiden (2008), assets can only be considered as a property
if it is trusted as an object of a commercial transaction. In order for a commercial
transaction to take place, there must exists a system of well-established property rights,
which can be validated in court and which is accepted by market actors and the society
in general (Petrusson and Heiden, 2008). According to Alchian (2016), a property right
is ”the exclusive authority to determine how a resource is used, whether that resource
is owned by government or by individuals”. A private property right, which is of most
interest in this study, has three basic elements (Alchian, 2016):
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1. exclusivity of rights to choose the use of a resource

2. exclusivity of rights to the service of a resource

3. rights to exchange the resource at mutually agreeable terms

Right based property can hence be viewed as an asset or resource that market actors
and/or society is willing to financially compensate the owner in exchange for usage.

Although the underlying resource may be tangible, such as computer hardware, the right
to use the computer hardware can only be viewed as intangible. Petrusson (2004) exem-
plifies Right Based Property with Intellectual Property Rights (IPRs), such as patents,
copyrights, design rights, trade secrets and trademark rights. Also Rumelt (1997) rec-
ognizes patents and trademarks as isolation mechanism. For the purpose of this study,
Right Based Property will be defined as Intellectual Property Rights. Understanding
the scope and di↵erences between di↵erent IPRs is essential for evaluating how at can
be applied in di↵erent contexts. For this reason, IPRs will be treated as a separate key
concept in Section Intellectual Property Rights.

2.1.4.2 Technical Control

Petrusson (2004) exemplifies technical control with a virtual product that cannot be
copied because of a safety system. Also, Rumelt (1997)’s specialized assets can be
mapped under this category. Technical control may not only be manifested by tech-
nical barriers for competitors to access resources, but also as a mechanism for retaining
customers. Through standards, firms can make it technically di�cult for its user to
adopt competing products or services and thus creating a lock-in e↵ect (Cusumano,
2010). Technical lock-in is only e↵ective if the perceived value of the product or ser-
vice exceeds the perceived value of interoperability. Technical protection services are
another technical protection mechanism commonly applied by firms with products and
services that are dominantly virtual (Committee on Intellectual Property Rights in the
Emerging Information Infrastructure, 2000). Technical protection services are software
that is specifically designed for protecting a certain asset or IP (Committee on Intellec-
tual Property Rights in the Emerging Information Infrastructure, 2000). There are also
technical protection for hardware, particularly for special purpose devices (Committee
on Intellectual Property Rights in the Emerging Information Infrastructure, 2000).

Physical security systems is another layer of technical control. Software and hard-
ware can form very strong mechanisms for protecting IP in digital form. However,
no technical protection can guarantee perfect control (Committee on Intellectual Prop-
erty Rights in the Emerging Information Infrastructure, 2000) as they, like any other
invention, are subject to design and implementation errors which may be exploited by
intruders (Committee on Intellectual Property Rights in the Emerging Information In-
frastructure, 2000). According to the Committee on Intellectual Property Rights in the
Emerging Information Infrastructure (2000), the right technology ingredients must be
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weaved together into an end-end technical protection system in order to achieve e↵ective
protection. For the purpose of this study, technical control is defined as phenomena that
technically hinder external entities from imitating benefits from a firm, or phenomena
that technically hinders users from switching to another product or service.

2.1.4.3 Secrecy

Keeping the resource secret is another way of controlling a resource (Petrusson, 2004).
This may be comparable to Rumelt (1997) special information, which no competitors
posses. Secrecy does not only refers to what intellectual assets to keep secret, but also
what information that should be disclosed. Secrecy is often employed for phenomena
that cannot be protected by copyrights, patents or trademarks or if the control generated
from the IPR is weak1.

2.1.4.4 Contractual Control

Contracts generate rights of control that are enforceable in a court of law, provided
that the agreement was made under fair conditions (Moore, 2009). Contracts opens up
for flexibility as the terms of the contracts are completely up to the contracting par-
ties (Moore, 2009). However, the flexibility of contracts also has a down-side. This is
because contracts govern activities or transactions that will occur in the future, how-
ever, the agreement is designed based on the knowledge the contracting party has today
(Tirole, 2009). Hence, the contract may be incomplete or in worst case even wasteful
(Moore, 2009). According to Petrusson (2004), an example of contractual control is the
transfer of property between to parties. Contracts may legally restrict a party from en-
tering a market or using a resource and are therefore comparable with Rumelt (1997)’s
legal restrictions on entry.

Contractual arrangements are only e↵ective if all contracting parties understand and
respect the agreement1. Although a party may receive remedies for a breach of contract,
the damage may be more severe that immediate financial loss. For example if a trade
secret is revealed, then that information can never be controlled again (Hallenborg et al.,
2008). The enforceability and compliance of contracts vary by jurisdiction1, and foster-
ing relationships may be more e↵ective in terms of control rather then the legal rights of
contracts 1,2. Informal agreement stemming from relationships are self-enforcing as long
as the contracting parties find that the value generated from the relationship exceeds the
consequences of non-compliance (Halac, 2012). Hence, strong relationships strengthen
the control generated by contracts, and vice versa (Halac, 2012).

In this study, Contractual Control has been defined to control imposed through con-
tracts between a firm and its external environment.

1Damon Matteo, Fulcrum Strategy, Interviewed 2016-04-05
2Sam Funnell, Stratified Medical, Interviewed 2016-04-19
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2.1.4.5 Market Power

According to OECD (2002), Market Power refers to ”the ability of a firm (or a group of
firms) to raise and maintain price level above the level that would prevail under compe-
tition”. So given the same o↵ering, what allows a firm to charge and maintain a higher
price? Rumelt (1997)’s reputation and image fall into this category.

Successful firms have greater chances of sustaining superior performance over time if
they possess good reputation (Roberts and Dowling, 2003). Reputation e↵ects can be
linked to brand loyalty, because if customers perceive a brand as reputable, they express
a higher level of brand identification and loyalty (Kuenzel and Halliday, 2010). Brand
loyalty may create a strong control position as it generates entry barriers to competitors,
better ability to respond to competitive threats and it makes customer less sensitive to
marketing e↵orts of competitors (Kurt et al.). Generally, trust is considered the core
value a strong brand provides to customers, and a driving mechanism that lock cus-
tomers to specific products, services or even firms (Kurt et al.). However, there are no
legal rights generated from reputation e↵ects or brand assets.

Another factor to consider when discussing market power is the concept of first mover
advantage. Entering a market as pioneer is easier than breaking down a resource posi-
tion barrier and replacing someone else (Rumelt, 1997). According to Lieberman and
Montgomery (1988), there are three main mechanisms behind first mover advantage:
(1) Technological leadership, (2) Preempting of scarce assets, and, (3) Buyer switching
costs. Technological leadership may render control as a result of learning curve or ex-
perience, where costs falls with cumulative output (Lieberman and Montgomery, 1988).
By pioneering a market, the firm may also achieve a control position from securing ex-
clusive access to scarce assets. The third mechanism of first mover advantage refers to
barriers arising from the additional costs new entrants may have to allocate to convince
customers of the pioneer to switch from the product or service of the pioneer (Lieberman
and Montgomery, 1988). This can be related to Rumelt (1997)’s switching and search
costs.

2.1.4.6 Business model

In literature, business models have been described from a resource perspective as well
as a mean for controlling intellectual property (Teece, 2010; Committee on Intellectual
Property Rights in the Emerging Information Infrastructure, 2000, see). For the pur-
pose of this study, business models haven been approached as a control mechanisms.
In Matteo’s3 opinion, a business model dictates the internal structures of the business
as well as the externally-oriented structures. The model must be dynamic, meaning it
needs to be designed to provide viable options in case the business fails on one market3.
If designed correctly, a business model may compensate or even exploit properties of
the business that is otherwise problematic from a control perspective (Committee on

3Damon Matteo, Fulcrum Strategy, Interviewed 2016-04-05
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Intellectual Property Rights in the Emerging Information Infrastructure, 2000). The
digitization has fostered a number of new business models as a result of the challenge of
pricing information and the ease of customers to access the information without paying,
i.e. copying (Teece, 2010). An example is free digital newspapers that monetize on the
demographic data generated by its users instead of subscription revenues (Committee on
Intellectual Property Rights in the Emerging Information Infrastructure, 2000). Accord-
ing to Teece (2010) the inherent complexity of the business model can create barriers to
imitate. Also, commitment to customers, suppliers and key partners may hinder com-
petitors from imitating another business model (Teece, 2010) Business models cannot
be assessed without its context; sustainability and e↵ectiveness of control can only be
determined against the specific business environment in which the firm operates (Teece,
2010).

2.1.5 Intellectual Property Rights

According to World Intellectual Property Organization (WIPO), Intellectual Property
Rights ”allow creators, or owners, of patents, trademarks or copyrighted works to benefit
from their own work or investment in a creation.” (World Intellectual Property Orga-
nization (WIPO), 2013, page 3). There are two main reasons for countries having laws
regulating the rights to intellectual property (Hallenborg et al., 2008). The first reason
is to reward the creators with moral and economic rights to their creations and the right
of the public to access their work. The second reason is to create incentives and promote
the creation and dissemination of knowledge, and to encourage fair trade that contribute
to both social and economic development. Intellectual Property (IP) is divided in five
major categories: (1) patents, (2) copyrights, (3) trade secrets, (4) trademarks and (5)
designs (Hallenborg et al., 2008). In this section, the legal premises, scope of rights and
strengths and weaknesses will be covered for each of the five categories.

2.1.5.1 Patents

Patents are used for protecting an invention, meaning a product or a service that provides
a new solution to a problem (World Intellectual Property Organization (WIPO), 2016).
They are often considered the most powerful IPR as they protect both against deliberate
and good-faith misuse and can serve as legal barriers for companies to capture returns
on inventions (Hallenborg et al., 2008). Patents are used as means to make mergers,
acquisitions and partnering proposals more attractive and generally enhances business
reputation, increase invention prestige and protect shareholder value (Hallenborg et al.,
2008). Patents give the owner of a patent a time-limited right to exclude others from
using, producing, and commercialising an invention in a specific territory (Hallenborg
et al., 2008). It is important to understand that patents do not give the patent holder
a right to use its invention, simply the right to exclude others from copying, adapting,
selling and making certain other uses of the protected invention (Hallenborg et al., 2008;
World Intellectual Property Organization (WIPO), 2016). The trade-o↵ between exclu-
sivity and disclosure is also important to understand. If the the risk of not being able to
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exercise the exclusive rights exceeds the risk of making the invention publicly available,
then the e↵ectiveness of patents as mean of control is diluted 4. In general, firms need
to understand what market position they want to take and which patentable inventions
that should be patented versus kept secret4. The territorial and time-limited properties
of a patent means that patent filed in the U.S. is only valid in the US jurisdiction and
in general 20 years from filing date (Hallenborg et al., 2008). The terms and conditions
for a patent are governed by national laws which means that there are variations in
terms and conditions (Lindmark, 2006). In the U.S., patents are issued by United States
Patent and Trademark O�ce (USPTO), and there are three types of patents in the US
patent law (Hallenborg et al., 2008):

1. Utility Patent, which may be granted ”to anyone who invents or discovers any
new and useful process, machine, article of manufacture, compositions of matter,
or any new useful improvement thereof” (USPTO, 2014, ”What is a patent?”).

2. Design Patent, which may be granted ”to anyone who invents a new, original,
and ornamental design of manufacture” (USPTO, 2014, ”What is a patent?”).

3. Plan Patents, which may be granted ”to anyone who invents or discovers and
asexually reproduces any new variety of plant”(USPTO, 2014, ”What is a patent?”).

Of these types, utility patents are the most common (Hallenborg et al., 2008). In addi-
tion to fulfil the conditions of patentable subject matter, a utility patent is only issued
for inventions that are absolute novel to the world (with one year grace period excep-
tion), useful and non-obvious for a person skilled in the area of technology related to
the invention (Hallenborg et al., 2008; USPTO, 2014). Since 1998, business methods are
considered patentable subject matter. The owner of a patent does not have to be human
but is often a judicial entity, eg. a company (Davies, 2011).

In contrast to utility patents, design patents aim to protect ”ornamental design embodied
or applied to an article of manufacture” (USPTO, 2016, ”What is a patent?”). Similarly
to utility patents, it permits its owner to exclude others from making, using or selling the
design(USPTO, 2016). In contrast to a utility patent, the term of the right extends to 15
years (USPTO, 2016). Another di↵erence is that the design does not have to be useful or
non-obvious, however it must fulfill the criteria of novelty and originality(USPTO, 2016).

Plant patents are not relevant for this study and will therefore not be covered in depth.

2.1.5.2 Copyrights

Copyrights protect ”original work of authorship”, including literary, dramatic, musical,
artistic and certain other intellectual works, both published and unpublished (USPTO,
2014). Certain other intellectual work may be the source code of a computer program
or a database as long as it is the result of human creativity and fulfills the criteria of

4Damon Matteo, Fulcrum Strategy, Interviewed 2016-04-05
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”originality in expression” and ”fixation” (Hallenborg et al., 2008; U.S. Copyright O�ce,
1997). The latter is by definition achieved since ”fixation” means that the copyrighted
work must be fixed on copies (Hallenborg et al., 2008). ”Originality” refers to that the
creator did not copy the work from somewhere else, and should not be confused with
the stricter criteria of novelty for patents (Hallenborg et al., 2008). The scope of the
protection does not include protection against identical or other similar works created
independently (Hallenborg et al., 2008). Copyright can only be obtained for work that
is the product of human authorship (Davies, 2011). This means that literary or artis-
tic work produced by a mechanical process, or any non-biological artifact, without any
contribution by a human author is not registrable (Davies, 2011). Similarly to patents,
copyrights are negative rights giving the owner the exclusive right to exclude others from
reproducing the copyrighted work, prepare derivative works, to distribute copies, to per-
form or to display the copyrighted work publicly (USPTO, 2014). Like patents, the
exclusive right is time-restricted and territorial (Hallenborg et al., 2008). In US, copy-
righted work is protected for the life of the creator plus 70 years (Hallenborg et al., 2008).
Copyrights are a↵orded to the creator upon completion on work, as long as the work
fulfil the criteria of originality and fixation (Hallenborg et al., 2008). This means that
obtaining copyright protection does not require formal registration (Hallenborg et al.,
2008). However in case of an infringement law suit, a registration in the US Copyright
O�ce before the infringement will increase the remedies (Hallenborg et al., 2008). In
relation to software, copyright has a very narrow protection as it only protects the exact
formulation, and the same result can easily be achieved by minor alterations5,6. The
requisite of creativity has resulted in various approaches to add creativity to enhance
the copyright protection. Two main approaches are employed to increase originality
of databases; the first is to add copyrightable texts such as annotations, abstracts etc.
The second approach is to incorporate a more subjective selection of data or a more cre-
ative arrangement (U.S. Copyright O�ce, 1997). Despite these enhancements, copyright
protection for databases is still very weak according to the U.S. Copyright Law (U.S.
Copyright O�ce, 1997).

2.1.5.3 Trade Secrets

The purpose of trade secrets is to protect commercially valuable proprietary information
(USPTO: O�ce of Policy and External A↵airs, 2016). The Uniform Trade Secret Act
defines trade secrets as ”information, including a formula, pattern, compilation, program,
device, method, technique or process that both (i) derives independent economic value,
actual or potential, from not being generally known to, an not being readily ascertainable
by proper means by other persons who can obtain economic value from its disclosure or
use; and (ii) is the subject of e↵orts that are reasonable under circumstances to maintain
its secrecy” (National Conference of Commissioners on Uniform State Laws, 1985, page
5). Hence, a trade secret can cover information that is subject to other Intellectual

5Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
6Damon Matteo, Fulcrum Strategy, Interviewed 2016-04-05
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Property, for example patents and copyrights. The value of a trade secret stems from
the secrecy itself, and disclosure means complete loss of protection (Hallenborg et al.,
2008). This means that obtaining trade secret protection involves no registrations as such
registration would require disclosure of the secret information (Hallenborg et al., 2008).
However, to be subject to trade secret protection, the owner must use ”reasonable e↵orts”
to keep the information secret (Hallenborg et al., 2008). In contrast to patents and
copyrights, trade secrets provide protection against misappropriation, and not copying
or reverse engineering (Hallenborg et al., 2008). Also, the term of the protection is
unlimited (Hallenborg et al., 2008).

2.1.5.4 Trademarks

The term ”trademark” is often used in common language for two separate legal arti-
facts; trademarks and service marks (USPTO, 2014). A trademark is a word, name,
symbol or device that is used in trade to indicate the source of goods and to distinguish
the goods from competing products (USPTO, 2014). A service mark is equivalent to a
trademark except it refers to a service rather then a product (USPTO, 2014). Trade-
marks are a subset of an overall brand concept making it closely connected to the brand
strength (Greene and Wilkerson, 2013). Trademarks strongly influence the purchasing
behaviour of consumers and have a vital impact on business (World Intellectual Property
Organization (WIPO), 2009). There is no requirement on absolute novelty, however the
trademark must be original in the sense that no other legal entity has prior rights to the
same or confusingly similar mark for goods or services of the same type and in the same
territory (Hallenborg et al., 2008). There are also other restrictions on trademarks, eg.
it cannot be descriptive, generic, immoral, deceptive or simply a surname (Hallenborg
et al., 2008). Trademarks can be obtained either by registration to USPTO or by es-
tablishment, although registration is usually considered to provide more legal benefits
(Hallenborg et al., 2008). Trademarks give the owners the right to prevent others from
using a confusingly similar mark for similar products or services in a certain territory
(Hallenborg et al., 2008). The more established, i.e. recognized, a trademark is, the
broader the scope of protection (Hallenborg et al., 2008). For example, a business or
individual that is using the wording ”Coca Cola” in course of business is likely to be
found guilty of infringement despite geographical location or type of products. Similarly
to trade secrets and in contrast to patents and copyrights, trademark protection can last
indefinitely, provided that it continues distinguishing the product or service (Hallenborg
et al., 2008).
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2.2 Constructed Framework

The Resource Based View (RBV) constitutes the theoretical foundation of this study
and a framework for identifying and analyzing important resources of MLS. Additional
theories and models have been used to support the identification of resources that meet
the attributes dictated by RBV. Figure 2.2 illustrates how concepts from the Business
Model Canvas (BMC), Intellectual Asset Mapping (IAM) and Control Mechanisms have
been combined with RBV to construct the framework applied in this study.

BMC and IAM have mainly been used for identifying and analyzing valuable resources.
Similarly, control mechanisms have mainly been used for identifying and analyzing im-
perfectly imitable. The attributes rare and non-substitutable have been approached from
a hypothetical perspective and together the framework provide a basis for identifying
and analyzing sources of sustained competitive advantage.

Figure 2.2: The theoretical framework constructed for this study

24



Chapter 3

Method

T
his chapter describes the methodology of the study including an outline of the
research strategy, research design, research methods and an discussion on the
quality of the research.

3.1 Research Strategy

The research strategy is based on the nature of the research and its link to theory
(Bryman and Bell, 2015). The research strategy was ultimately anchored in the purpose
of this study as well as how the research relates to theory.

3.1.1 The Relationship between Research and Theory

Relating to the purpose of the study, the aim was to generate new theoretical models
rather than confirming existing theories. Due to the disruptive environment and the
complexity of sustained competitive advantage, it was di�cult to develop propositions
from current theory that were testable in the real world (deductive reasoning) (Dubois
and Gadde, 2002). The complexity of the researched field also imposed di�culties in
generating the empirical data necessary for theory-building, which is the foundation of
inductive reasoning (Bryman and Bell, 2015). Instead, the objective of this study was to
select the ‘best’ explanation based on existing theories and empirical data (Bryman and
Bell, 2015) collected from firms operating on the market as well as industry experts and
leading researchers. Hence, the mode of reasoning employed in this study is dominantly
abductive. According to Dubois and Gadde (2002), abductive reasoning is fruitful when
the purpose is to find new things. Also, since Machine Learning is a field undergoing
rapid development, it was beneficial not to be unnecessarily constrained by previously
developed theories but instead allow for modification as discoveries were made (Dubois
and Gadde, 2002).
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3.1.2 Ontological and Epistemological Considerations

Ontological and epistemological considerations are anchored in the inference logic ac-
counted for in The Relationship between Research and Theory. Furthermore, assump-
tions about the nature of knowledge (ontology) and how knowledge should be validated
(epistemology) fed into the formulation of purpose and research questions of this study
(Bryman and Bell, 2015).

From on ontological perspective, the key concepts researched in this study, sustainable
competitive advantage, control mechanisms and Machine Learning Systems are phenom-
ena which existences are the results of human creations. This type of ontological sub-
jectivity implicated the adoption of a constructivist position, where social phenomena
are produced through social interaction and in a constant state of revision (Bryman and
Bell, 2015). Similarly, an interpretivist approach was adopted from an epistemological
perspective as strategies from natural science would not be appropriate to answer the
research questions. For example, in order identify sources of sustained competitive ad-
vantage, an understanding of the organization and the human actions that governed it
was necessary rather than a scientific explanation. According to Bryman and Bell (2015)
this aspiration to understand human behavior instead of explaining it is one of the key
di↵erences between interpretivism and positivism, which are the two most recognized
position in epistemology. Following this reasoning of ontological and epistemological
considerations, and taking into consideration that abduction stems from pragmatism, a
pragmatic perspective was employed in this research. An pragmatic approach allowed
freedom from mental and practical constraints imposed by strictly embracing one philo-
sophical extremity, and simply focus on solving practical problems in ”the real world”
(Feilzer, 2010).

3.1.3 Qualitative and Quantitative Research Considerations

Qualitative and quantitative research can be viewed as two distinctive clusters of research
strategies, which foundations builds on the connection between research and theory as
well as ontological and epistemological positions (Bryman and Bell, 2015). Following
the positions taken in The Relationship between Research and Theory and Ontological
and Epistemological Considerations, qualitative research methods were found to be most
appropriate for this study.

3.2 Research Design

The study used a comparative research design where more or less identical methods were
used across multiple cases (Bryman and Bell, 2015). The design entailed comparing ob-
servations from interviews with Machine Learning experts and business practitioners
with the observations from two di↵erent businesses that are recognized as market lead-
ers in MLS. In that sense, the design can be viewed as a multiple-case study approach.
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The reason for adopting a comparative design was based on the logic that social phe-
nomena can be understood better when they are compared to two or more meaningfully
contrasting cases and situations (Bryman and Bell, 2015). Following this reasoning, sim-
ilarities between di↵erent situations and cases were used as a starting point for analysis
and conclusion. The design selection was influenced by the choice of conducting qualita-
tive research as some designs are more appropriate for this type of research (Bryman and
Bell, 2015). Comparative design following a multiple-case study approach is relatively
common for business and management research (Bryman and Bell, 2015). A general
objection towards multiple-case study is the risk of losing contextual sight (Bryman and
Bell, 2015). This risk was mitigated by not only collecting observations from specific
firms, but also collect observations from industry experts and practitioners.

3.3 Research Methods

Research methods are di↵erent techniques for collecting data (Bryman and Bell, 2015).
This section outlines the data which was considered required for answering the research
questions based on theoretical framework. The section also include outlines of the re-
search process and how the data was collected.

3.3.1 Required Data

In order to answer what characterize a MLS from a technology perspective, it was consid-
ered necessary to understand what di↵erent sub-technologies that constitute the back-
bone of MLS. Furthermore, following the theoretical framework, technical assets and
their function were identified and described. In order to understand how one MLS may
technologically di↵er from an competing MLS, the level of proprietorship was also investi-
gated. Although this study never went as far as proving rarity, the level of proprietorship
was used for reasoning around the uniqueness of di↵erent technical assets.

The second research question is centered around sources of competitive advantage. Fol-
lowing the Resource-based View, the most strategically important resources needed to be
identified. A reasonable assumption was that there is a correlation between the strategic
importance of a resource and the value that resource create for the customer. Hence,
by identifying and linking customer utilities to the resources identified, the most likely
sources of competitive advantage could be identified.

Relating to the third sub-research questions, a general understanding of control mech-
anisms was necessary as well as their applicability on MLS. Additionally, in order to
identify which control mechanism are e↵ective, data on the actual usage of control
mechanisms in the MLS industry needed to be collected. The data required for all
three sub-research question has been summarized in Figure 3.1.
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Figure 3.1: Data required for this study

3.3.2 Research Process

The research process includes all the major steps conducted throughout the research.
Figure 3.2 illustrates the sequence of the process used in this study, and the colouring
of each step illustrates the data collection method used. The process consisted of three
main phases which are denoted 1,2,3 respectively in Figure 3.2. In accordance with the
selected research approach, several of the steps in Phase 2 stretch over the entire phase
allowing for empirical findings to be incorporated.

In the initial phase, a practical problem was identified by a commercial actor in the
researched industry and shared with the researchers. By reviewing prior research it was
also validated that the problem had not yet been addressed in literature. Following an
abductive approach, the practical problem served as initial hypothesis.

The second phase constituted the majority of the research process and was highly itera-
tive in order to facilitate for new hypotheses and theories to be discovered and formulated.
The second phase started with the formulation of purpose and research questions based
on the research problem and the general interest of the researchers. Next, a theoretical
framework was created from scanning relevant theories and models for the key concepts
in the research questions. The theoretical framework governed the data collected as
well as the analysis. Adjustments of the theoretical framework was made as new the-
ories were revealed in interviews. For example, business model was added as a control
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Figure 3.2: Research Process

mechanism after it was highlighted in interviews. Next, MLS was broken down into
constitutive technologies, using a technology tree (see Petrusson, 2015, page 346). The
process of constructing a technology tree provided general insights and understanding of
the researched field (Petrusson, 2015). The technology break-down was a result of both
interviews with MLS experts as well as literature. During this step, data on proprietor-
ship was also collected. The third step in the second phase consisted of identifying the
assets and capabilities that were linked to competitive advantage. This identification
was done in several parallel steps. Examining two successful MLS companies’ business
models provided data on key resources and how these resources were linked to the value
propositions. In parallel, interviews with MLS businesses, investors and industry experts
provided additional observations on key resources and how MLS created customer value.
Since general control mechanism were identified during the construction of theoretical
framework, the next step consisted of interviewing business practitioners and IP experts
on how MLS are controlled today.

In the final and third step of the research, the findings from all previous steps were
interpreted and analyzed. Findings from the technology break-down were combined
with findings on key resources and value creation to determine which resources that
most likely would result in competitive advantage. These resources were then compared
with findings on control mechanism to arrive at a final conclusion that satisfied the main
research question and the overall purpose of the study.
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3.3.3 Data collection

Thre main methods were used for data collection: (1) literature review, (2) interviews,
and (3) case studies. The following section describes each method and considerations in
regard to each method.

3.3.3.1 Literature Review

Literature review was used in several steps of the research process (see Figure 3.2).
Goolge Scholar and the database of Chalmers University Library were mainly used when
searching for relevant publications. Due to the time constraint only a limited amount
of references could be collected, however an extensive search was conducted trying to
find the most relevant literature. Publication year and the number of citations were
considered when selecting literature to safeguard the quality of research. When search-
ing for literature for theoretical framework and key concepts the amount of citations
were favored over more recent publication year. In contrast, for literature related to Ma-
chine Learning and developments in control mechanisms, recently published data was
considered more important to collect. For that reason blogs and forums were reviewed
when the data required could not be found in scholar publications. This was particularly
the case for data related to Machine Learning and case studies where publications were
either considered outdated or did not exist.

3.3.3.2 Interviews

Interviews were one of the main methods to collect data for the empirical result and to
gain an understanding of the field. The selection of the interviewees is most relevant to
set the scene of the research. Although availability often results in convenient sampling
(Bryman, 2016), e↵ort was made to ensure a selection of di↵erent organizations to collect
a broader perspective, thus, both mature organizations and start-ups where included in
the sample. To only sample organizations or experts that have been or are active within
the researched field was also deemed important. A theoretical sampling approach was
applied where theoretical reflection on data was used as a guide to whether or not more
data was needed (Bryman, 2016).

When conducting qualitative research, the information gathered during the interview
should cover both a factual and a meningeal level (Teijlingen, 2014). Three main inter-
view techniques can be used which are presented in Table 3.1.

Table 3.1: Interview Techniques

Structured Predetermined questions with fixed wording.
Semi-Structured Predetermined questions. Order, wording and questions can be modified.
Unstructured No predetermined questions, general area of interest to guide the conversation.
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In qualitative research, the main task when interviewing is to understand the meaning
of what the interviewees say (Peterson, 1997). Thus, a semi-structured approach was
chosen for the interviews as it allowed for modification and follow-up questions. An
interview template (see Appendix A: Interview Template) was constructed to ensure a
certain level of comparison of interview results. The design of the template reflects
the data specified for answering each research sub-question. To improve e�ciency, the
questions were divided into three sections where each section reflected a part of the
investigation. This structure enabled the interviewers to better adapt the interview to
the interviewee(s), and only ask questions relevant for the interviewee(s). For example,
an IP specialist was mainly asked questions related to control mechanisms, whereas a
Machine Learning researcher mainly was asked questions related to the technology.

Interviews can be executed in three di↵erent ways: (1) face-to-face, (2) calling or (3)
using the Internet. Face-to-face interviews have been found to generate greater amount
of information(Opdenakker, 2006) and were therefore employed to the extent possible.
However, due to geographical restrictions, phone interviews were also conducted. The
interviews were not recorded as this might compromise the content of the answers. How-
ever, notes were taken by both of the interviewers during the interview.

3.3.3.3 Case Studies

The choice of case studies is based on interview findings where experts highlighted Ama-
zon and Netflix as MLS market leaders and pioneers in their field. The assumption is
that the valuable resources of these companies can be used to compare the resources iden-
tified as valuable in interviews and literature review. The case studies where designed
to investigate a limited part of the companies, namely to gain in-depth knowledge of the
defined part. Data was collected using secondary sources such as articles, books, blogs,
technical forums and annual reports. The limitation to only investigate certain parts
of the companies created an imminent risk of bias. Hence, no conclusions were inferred
solemnly from case study findings.

3.4 Quality of Research

The quality of research can be established and assessed thorough di↵erent criteria. Bry-
man and Bell (2015) suggests reliability, validity, trustworthiness and authenticity as
metrics for assessing quality of research. This section includes an assessment of these
criteria in comparison to this study.

3.4.1 Reliability

The term reliability can be divided into two di↵erent parts, external and internal re-
liability. External reliability refers to the degree to which a study can be replicated,
whereas the internal reliability concerns whether or not, one or more observers can agree
upon what they see and hear (Bryman and Bell, 2015). An implication with conducting
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qualitative research is that a social setting with certain circumstances is impossible to
replicate exactly. Nonetheless, in this study, steps have been taken to enable future
studies with similar results. A template for the interviews ensures a certain amount of
reliability in combination with with meticulous documentation of the research process.
Furthermore, a theoretical framework was constructed to enable similar observations of
the researched field, where observations can be obtained in a likewise manner. Regard-
less, bias of authors can not be exclusively excluded.

3.4.2 Validity

Similarly to reliability, validity can be divided intoexternal and internal validity. The
external validity refers to the degree to which findings can be generalized across social
settings, whereas the internal validity refers to whether or not there is a good match
between researchers observations and the theoretical ideas they develop (Bryman and
Bell, 2015). In this study, a comparative research design was used and performed on
a selected sample. Thus, the results presented give insights to the specific field and
may be used as guidance for future research. However, it is not suited for conclusion
of a larger group or field. A challenge when selecting the sample was the availability
of objects making the sample restricted, which limits the validity. The internal validity
tends to be the strength of qualitative research as the researchers participate over a long
period of time which allows assurance of a high level of conformity between concepts and
observations (Bryman and Bell, 2015). In this study, an iterative process was applied
allowing for systematic and continuous validation of data.

3.4.3 Trustworthiness

Trustworthiness is made up of four criteria: (1) credibility, (2) transferability, (3) de-
pendability, and 4) confirmability (Bryman and Bell, 2015).

Credibility relates to the degree of which the research is consistent with reality. In
order to establish credibility of findings, the research must be carried out in accordance
with good practice and be validated with social reality (Bryman and Bell, 2015). In
this study, credibility is achieved by using a comparative design and triangulation, were
several sources are compared to validate findings. The usage of blogs or forums, which
may be driven by hidden agendas or goals, may compromise the credibility of this study.
However, for some data, these were the most reliable sources that could be found. To
compensate for the suspected bias, triangulation was used.

If the findings of the study can be applied in another context, high transferability is
achieved. The transferability of this study is di�cult to assess as the research is restricted
to a defined field. However, in order to provide transferability, extensive descriptions of
the field is provided, making it adequate for an individual judgment (Bryman and Bell,
2015).
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Dependability is created if the findings can be repeated (Bryman and Bell, 2015) which
is di�cult for this study as several parts of the research is based on interviews that are
impossible to replicate in the exact same manner. Nevertheless, by showing the process
of the research and describe each step, the best possible conditions have been set.

Complete objectivity ensures confirmability (Bryman and Bell, 2015) which is very dif-
ficult to attain. To avoid bias, frameworks and methods were applied, for example when
conducting interviews to circumvent leading the direction. Motivation and reasoning
behind selections of frameworks as well as restrictions and challenges further strengthen
the objectivity of the research.

3.4.4 Authenticity

The authenticity of the research measures if values and perspectives in the study are
represented in a fair and balanced way, which is typically determined by five criteria: (1)
fairness, (2) ontological authenticity, (3) educative authenticity, (4) catalytic authenticity
and (5) tactical authenticity (Bryman and Bell, 2015). In this study, interviews were
conducted with individuals who were experts in their field, thus the study reflects this
viewpoint and should not be applied to all individuals in an organization. To enhance
authenticity, di↵erent perspectives within the field were gathered.
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Chapter 4

Empirical Results

T
his chapter presents the empirical results from the data gathering of the research
and is structured in three di↵erent sections. The first section concludes the em-
pirical results defining the MLS Characteristics. The second section presents the

empirical data gathered for Sources of Competitive Advantage for MLS. The final section
contains the empirical result found for Control Mechanisms in the researched field.

4.1 MLS Characteristics

This section will initially describe characteristics of MLS from an application perspective,
and then drill down describing constitutive sub-technologies from a system perspective.
The empirical result is based on literature and interviews with experts in an iterative
process. Details about the interviews are found in Appendix B: List of interviewed
Persons.

4.1.1 Machine Learning System from an Application Perspective

Machine Learning is commonly categorized by the learning structure of the model(see In-
troduction to Machine Learning Systems). Another way to categorize MLS is in relation
to application field. Figure 4.1 illustrates the span of applications for MLS. Bob Price1,
Research Fellow at Parc with extensive experience in the field, states that depending on
application, MLS range from Transactional Processing Systems to Embedded Systems.
Transactional Processing Systems are characterized by real-time data processing and
training of models. Examples of Transactional Processing systems are recommendation
system, e.g. Netflix’s content recommender. Embedded Systems do not rely on real-time
data for training, but instead these models are pre-trained and are embedded within a
system to perform a specific task. Image -and video recognition is a common application
area for Embedded Systems. The system and performance requirements di↵er depending
on application, however Embedded Systems tend to build on more advanced Machine
Learning models, such as deep learning. Search engines, such as Google’s, is an example

1Bob Price, Parc, Interviewed 2016-03-18
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of a MLS type that is characterized by more advanced Machine Learning models com-
pared to Transactional Processing System, but more simple than an Embedded System2.
Most applications today only require transactional processing, however the amount of
Embedded System applications are increasing2.

Figure 4.1: Machine Learning Application Categorization

4.1.2 Machine Learning System Break-down

This section presents the structure of a Machine Learning System (MLS) for the purpose
of understanding the characteristics of MLS as well as provide the reader with an overall
understanding of the technology. Five sub-technology fields have been identified, which
are illustrated in Figure 4.2; (1) Data System, (2) Network Technologies, (3) Machine
Learning Technologies, (6) API Technologies and (5) User Experience (UX) Technologies.
Each of these categories are extensive technology domains in themselves. However,
considering the scope of this study, Machine Learning technologies are covered more in
depth.

Figure 4.2: Machine Learning System

2Bob Price, Parc, Interviewed 2016-03-18

35



4.1. MLS CHARACTERISTICS CHAPTER 4. EMPIRICAL RESULTS

4.1.2.1 Data System

The Data System may include technologies for cleaning, integrating, storing and pro-
cessing the data required to power the model. Data cleaning involves detecting and
removing errors and inconsistencies from data in order to improve the quality of data
(Rahm and Do, 2000). When the system relies on data from multiple data sources the
need for data cleaning increases (Rahm and Do, 2000). Depending the characteristics of
the data, such as amount of data and sources, technologies can be more or less manual3.
There are several o↵-the shelf products and services that specialize in data cleaning3.
When multiple data sources are used, there is also a need for transforming the data that
it is represented uniformly in the storing system. The data needs to be integrated in
a correct and systematic way to ensure ease of use and e�ciency. This transformation
process is managed by data integration technologies which employs software to extract,
match and integrate schema (Rahm and Do, 2000). The schema is then implemented on
some kind of storing system, such as database or database warehouse (Rahm and Do,
2000).

The data system also includes technologies for processing and perform analytics on
the data stored in the database. Many companies employ extensive Database Manage-
ment Systems (DBMS) to handle the storing, organizing and processing of information
(Wodehouse, 2016). The aim is to create a system that is fast and energy e�cient while
maintaining low costs (Rubens, 2014; Goodwins, 2015). A DBMS consists of software
which controls the storage, retrieval, deletion, security and integrity of data within a
database (Wodehouse, 2016). In addition to software, the data system also includes
hardware such as processors, memory and storage. Data storing technologies are under-
going dramatic evolution, where the overall e�ciency and flexibility have become crucial
(Rubens, 2014; Kieun, 2011). For data storing, the development is primarily focused
on increasing capacity, performance and optimizing the physical size of the storage me-
dia (Pinola, 2015). Examples of storage technologies are helium filled drivers, Shingled
Magnetic Recording (SMR) and Ethernet hard drives, and 60TB heat-assisted magnetic
recording (HAMR) drives (Pinola, 2015; Rubens, 2014).

The choice of hardware depends on the application of the MLS4. For example, if the
MLS is an Embedded System for image or video analytics, then GPU is the preferred
processor technology as higher speed is required. However, if the MLS deals with trans-
actional processing, such as a recommendation system, then CPU is the dominating
technology for processor4. Although software is vital for the data system, the impor-
tance of hardware is not to be overlooked. For example with the development of GPU,
the neural net training is 10-20 times faster than with CPUs (Jones, 2015). Historically,
recommendation systems are most commonly employed to create application using Ma-
chine Leaning technologies and there are several open-source platforms and frameworks

3Marzieh Nabi, Parc, 2016-03-08
4Bob Price, Parc, Interviewed 2016-03-18
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for dealing with large amount of transaction data5. These frameworks employ distributed
computing in which a cluster of autonomous computers communicate with each other
in order to achieve a goal (U.C. Berkeley, 2011). By distributing the data processing on
multiple units the processing time is reduced and the reliability and scalability of the
system increases5. Apache Hadoop is an example of an open-source software framework
that is commonly used by MLS developers in which the user is presented with a virtual
database system, but in reality the data is processed and stored in di↵erent locations
on commodity hardware5 (ApacheHadoop, 2016). From interviews with researchers and
commercial MLS actors it has become clear that although there are examples of compa-
nies that construct and design their own data systems from scratch, most MLS use data
systems that are built on top of existing solutions.

4.1.2.2 Network Technologies

Networking technologies enable communication and foremost access between two or more
devices with the purpose to share data (Mitchell, 2016). For a MLS, this implies that
the supplier computing resource can be shared with the customer computing resource6.
To enable computer networks, a combination of computer hardware, cabling, network
devices and computer software is put together (ComputerNetworkingNotes.com, 2016).
On a high level, networks consist of hosts, network devices, links, protocols, applications
and humans and agents (Park, 2016; ComputerNetworkingNotes.com, 2016). This high-
level definition spans an entire system and can therefore include Data System, APIs, and
UX technologies. For the purpose of this system break-down of a MLS, the definition of
network technologies have been narrowed to specifically cover the technology domains
that are not covered by the other sub-technologies, namely network devices, network
links and network protocols. By combining the components in di↵erent ways the fol-
lowing characteristics are attempted to optimize: availability, costs, speed, scalability,
topology, security and governance (Park, 2016; ComputerNetworkingNotes.com, 2016).

Together the network technologies create a network system. Commonly used network
systems are cloud networking, enterprise networking or host server configurations (Mi-
crosoft, 2016). A MLS does not necessarily require networking technologies, the Data
System, Learning Model, APIs and UX can all potentially be incorporated in one de-
vice5. However, MLS generally requires large storing and processing capacity and a
single device, such as a laptop, seldom meet the requirements on scalability, reliability
and processing time5.

5Bob Price, Parc, Interviewed 2016-03-18
6Matthew Shreve, Parc, Interviewed 2016-03-09
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4.1.2.3 Machine Learning Technologies

Figure 4.3 illustrates how Machine Learning technologies can divided into Algorithms,
Data Set, Hypotheses Set and Validation Technologies.

Figure 4.3: Machine Learning Technologies

Danny Bobrow7, Expert within AI with over 100 patents, states that the characteristics
of Machine Learning technologies, also referred to as Machine Learning model, depend
on the problem that to be solved. The model is often described as a blackbox that solves
a problem, leading to di↵erent results (Ho, 2012). The result depends on multiple fac-
tors such as model selection, type and amount of data, the features prepared, but also
the framing of problem as well as selection of objective measures used for estimating
the accuracy (Brownlee, 2014). Examples of models are binary classification models,
multiclass classification models or regression models (AmazonWebServices, 2016). To
create a learning model, technologies for algorithms, data set and the hypotheses set
are employed (Yaser, 2012). Furthermore, validation technologies are incorporated to
measure the result of the model(Ho, 2012).

An algorithm is defined as a procedure or a formula with a set of rules to be followed for
solving a problem (OxfordDictionaries, 2016). The algorithm will thus highly influence
the performance and outcome of the model. Algorithms, which may also be referred
to as classifiers, are the very core of the learning model8. Matthew Shreve, Machine
Learning Expert at Parc, further explains that although some developers might develop
their own algorithm, many algorithms can be found o↵ the shelf. There are hundreds
of di↵erent Machine Learning algorithms which can be applied to create a large amount
of models solving di↵erent problems (Ambati, 2015). Algorithms can be clustered based
on how they function, for example if they use tree-based methods or neural network
methods (Brownlee, 2013). Alternatively they can be grouped depending on how the
model learns, for example using regression or classification models (Brownlee, 2013).

The learning model does not only include algorithms, but also a hypotheses set. The
hypotheses set is a collection of candidate formulas construed for a given data set (Yaser,

7Danny Bobrow, Parc, Interviewed 2016-03-09
8Matthew Shreve, Parc, Interviewed 2016-03-09

38



4.1. MLS CHARACTERISTICS CHAPTER 4. EMPIRICAL RESULTS

2012). The hypotheses set formulates the questions that solve the problem of the Ma-
chine Learning model9. Marzieh Nabi10, Machine Learning Expert at Parc, considers
the hypotheses set to be one of the most di↵erentiating factors for a model, as it directly
impacts the algorithm selection and overall design of the model.

There are typically three di↵erent types of data sets employed in a model; training
data, test data and verification data9, 10. The training data set is used to build the
model and determine its parameters and will tell if the model learns what it is suppose
to learn (Keller, 2016). The challenges are to find the most relevant features for repre-
senting the data and to select the most relevant examples to drive the learning process
(Blum and Langley, 1997). This process of getting the best results from the data for your
algorithms is referred to as feature engineering (Brownlee, 2014). When adding features
and combinations thereof, the amount of training examples have to increase to reach a
desired level of accuracy (Blum and Langley, 1997). As Machine Learning algorithms
learn from data, it is vital to chose the right data for the specific algorithms you apply
(Brownlee, 2015). Good data is data that is adapted to address the question or problem
that you are trying to solve (Brownlee, 2015) which varies depending on the hypothe-
ses and selection of algorithms. An Embedded System with a neural network approach
requires very large amount of data to get adequate result9. However a Transactional
Processing System, such as the Netflix movie recommendation system may not require
as high volumes of data, but rather the right type of data. In fact, it has been shown that
data from ten new movie ratings is more valuable to Netflix’s recommendation system
than meta-data (Pilaszy, 2009).

The test data set is primarily used for measuring the performance of a model (Keller,
2016). Many di↵erent testing data sets are needed for creating an optimal model and
testing is a highly time-consuming process10.

The data validation set is is used to tune the model, one example could be for prun-
ing a decision tree (Keller, 2016). Additionally, the model is validated by using non-
computerized technologies, such as experts, to determine whether the result generated
is applicable. For example, when constructing a recommendation system for medical
treatment an expert(i.e. a physician) would be consulted to determine if the model is
recommending the right treatment10.

4.1.2.4 Application Program Interface (API) Technologies

Application Program Interface (API) is code that enables di↵erent software programs,
such as operating systems and other applications, to communicate with each other (Rose
and Li, 2004; Orenstein, 2000). The characteristics of API technologies vary. In some
instances it may take the form of a library with specifications on routines, data struc-

9Matthew Shreve, Parc, Interviewed 2016-03-09
10Marzieh Nabi, Parc, Interviewed 2016-03-08
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tures, and other variables defining the application (Authorize.Net LCC, 2015). In other
instances an API includes a set of standardized requests or implemented function calls
that defines the proper way to request services for specific applications (Rose and Li,
2004; Orenstein, 2000). In simplified terms, API technologies can be viewed as doors to
a building, where the building represent an application, and the external surrounding
of the building represent the external surrounding of the application (Orenstein, 2000).
In MLS, APIs facilitate performance on many levels. First of all, API technologies may
abstract the inherent complexity of Machine Learning algorithms and facilitate manage-
ment of the data system and the heavy infrastructure that is often required to enable
learning (Martin, 2015). Additionally, APIs add traceability and repeatability to Ma-
chine Learning operations and tasks (Martin, 2015). From a business perspective, APIs
may also drive adoption and even further improvement of Machine Learning powered
products and services as it may serve as a platform for external developers (Martin,
2015). Furthermore, business interest in API technologies has increased as a result of
increasing demand for cloud computing services since these requires integration of the
cloud provider’s service with on-premises systems (Rose and Li, 2004). The close con-
nection between cloud services and Machine Learning APIs is demonstrated by that the
largest cloud service providers, such as Google, Amazon, Microsoft and IBM, also top
the list over the most frequently used Machine Learning APIs (Yegulalp, 2016).

4.1.2.5 User Experience (UX) technologies

Despite the growing interest in User Experience (UX), there is yet no universal definition
of the concept or the technologies covered (Law et al., 2009). In this study, the definition
of UX has been based on the ISO definition stated:

”[a] person’s perceptions and responses resulting from the use and/or anticipated use of a
product, system or service” (International Organization for Standardization (ISO), 2010)

Hence, UX is not only confided to the actual consumption of the service, but also the
users’ emotions, perceptions and responses before and after using the product. This
means that that experience is not only a function of the performance or presentation of
the service, but also a consequence of brand image, the user’s skills and context of use
(International Organization for Standardization (ISO), 2010). UX technologies and de-
sign serves to improve utility, ease of use, and pleasure from the human interaction with
a product or service in order to increase customer satisfaction and loyalty (Kujala et al.,
2011). A broad interpretation of the ISO definition would then include the entire MLS,
however, in this section it has been narrowed to the technologies behind the immediate
interaction with the user.

According to Mike Kuniavsky, UX Designer & Principal Scientist at Parc11, in order
to provide a good user experience, the service or product powered by the MLS must

11Mike Kuniavsky, Parc, Interviewed 2016-03-22
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be perceived as meaningful, trustworthy and seamless. UX from a value creation per-
spective will be covered in depth in section Sources of Competitive Advantage for MLS.
From a technology perspective, the integration of the learning model in an application is
fundamental to create a trustworthy and seamless MLS. Applications are software that
is designed for performing specific tasks, operations and activities for the benefit of the
user (PCMag, 2016). Examples of common applications are word processing programs
and web browsers. In MLS, the Machine Learning algorithms can be viewed as a set of
instructions expressed in programming language which properties are not optimized for
hardware or an overall good user experience12. Hence, application technologies trans-
late and integrate the Machine Learning algorithms into several computer programmes
that in addition to running the algorithms more e�ciently also perform other tasks
specifically designed for the intended use. For Transactional Processing Systems, the
application software also has the technical function of collecting user data13. One of
the distinctive technical feature of Machine Learning is its ability to learn and adapt to
specific user behaviors and by doing so providing a cognitive relief (Kuniavsky, 2016).
However, if the application collects data in a way that compromise the perception of the
service being seamless, then this may lead to circle of evil where the user will use the
product of service less, resulting in less training data, resulting in reduced accuracy of
the model and overall trustworthiness14

On top of the applications is another technology layer, which are technologies that the
user can comprehend with their senses. Depending on if the MLS is embedded in a phys-
ical product, or delivered as a service or virtual product this domain includes Product
and Service Design or Graphical User Interface (GUI). These technologies are character-
ized by layouts, colours, geometrical shapes, buttons, and materials which function may
be both technical as well as aesthetic.

Another technology domain that have been deduced from interviews with researchers
and practitioners is user training technologies. The MLS and all its technical functions
and utilities cannot be unleashed without empowering the users with the skills required
to operate the services or products. There are multiple ways of educating the user of an
system e.g. documentation, on-line tutorials, in-person demonstrations etc.

12Matthew Shreve, Parc, Interviewed 2016-03-09
13Bob Price, Interviewed 2016-03-09
14Mike Kuniavsky, Parc, Interviewed 2016-03-22
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4.2 Sources of Competitive Advantage for MLS

In this section, factors that can be linked to success or competitive advantage are inves-
tigated. The purpose is to identify the resources that are most valuable and strategically
important for success. The empirical results related to this section stems from interviews
with Machine Learning researchers, commercial actors and industry experts. A complete
list of interviewed and interview template can be found in Appendices.

4.2.1 Data

When asked for sources of competitive advantage, all interviewees mentioned the im-
portance of data or rather access to the right data. There are two main aspects stated
in the interviews to why data is important for success. First of all, the performance
and accuracy of a learning model always depend to some extent on the data quantity
as well as the data quality15. If you do not have the data to train and test the system,
the quality of algorithm does not matter. The second reason mentioned in interviews is
that the outcome (eg. the movie recommendation in the case of Netflix) is a result of
the data set which the system learned from16. Practically, this means that one and the
same algorithm, trained on two di↵erent data sets, will generate two di↵erent outcomes.
This property of MLS will be discussed further in Section Technical Assets.

Many of the interviewed also mentioned the ability to collect data cleverly15,17,18. Data
may be di�cult to access for several reasons. It may be proprietary, but it may also
be that collecting the data requires cognitive ability or a level of human intelligence
that machines currently cannot live up to15. Using crowd sourcing platforms such as
the Amazon American Turk (mturk)19 is today frequently used for collecting large and
unique sets of data cheaply (Winter and Siddharth, 2012). Another example of smart
data deployment, especially if the access to data is scarce, is to use o↵-the-shelf and
pre-trained models that are then customized by training with unique data16.

4.2.2 Human Resources

Another resource that is highlighted in all interviews is human resources. Oliver Downs,
PhD., Chief Scientist and CTO at Amplero20 stated that having the right composition
of people and skills is essential for long term success.

15Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
16Matthew Shreve, Parc, Interviewed 2016-03-09
17Shivon Zills, Beta Bloomberg, Interviewed 2016-03-10
18Mike Kuniavsky, Parc, 2016-03-22
19mturk is an web-based marketplace launched by Amazon in 2005. The mturk was originally intended

to be used for human computing tasks. Human computing tasks are micro-tasks that are very di�cult or
impossible for computers to perform, for example filtering adult content etc. Today, the mturk has grown
into a platform with hundreds of thousands of workers, both human and software supported, making it
a suitable platform for almost any type of data collection (Winter and Siddharth, 2012).

20Oliver Downs, Amplero Inc, Interviewed 2016-03-05
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”[The company needs] to have the ability to turn an idea into an algorithm and make it
work”

- Oliver Downs, PhD., Chief Scientist and CTO for Amplero,
Interviewed 2016-03-05

In order to so, you need people that not only can understand customer needs, but also
people that have the skills to transform those needs into accurate models and algorithms
as well as integrating models into attractive services or products. Hence, according to
Downs, PhD.21, interdisciplinary and well-functioning teams spanning business, mathe-
matical abstraction, mathematical modeling, software engineering and design are a key
resource for success.

Similarly, Shivon Zills, Partner & Founding Member of the investment company Bloomberg
Beta22 who has specialized in machine intelligence and data driven companies, high-
lighted the importance combining people that understand customer needs with truly
excellent User Interface designers and the right Machine Learning minds.

David Rose, CEO Ditto Labs Inc.23, and Michael Sollami, Chief Scientist Ditto Labs
Inc.,23 also highlighted the importance of human resources to success. In their opinion,
people that are talented in modeling and algorithm creation is of particular importance.
According to Rose and Sollami23 as there are o↵-the shelf solutions for Machine Learn-
ing models and algorithms the requirement on knowledge and skills have shifted from
being able to create a model to being able to build on top of open-source frameworks
and solutions. These skills are excluded the top researchers in the field, which are rela-
tively few in numbers compared to the demand. In Rose’s and Sollami’s23 opinions, the
ability to build customized models on top of commodity models is the reason for why
larger corporations are so actively recruiting top Machine Learning researchers. Another
indication of the importance of human resources in general, and Machine Learning capa-
bilities in particular, is the trend of leading MLS companies, such as Google, to release
their Machine Learning APIs and algorithms24. Rose and Sollami23, believe this is a
strategy for organizations to identify and recruit Machine Learning talents.

4.2.3 Technical Assets

In the scenario when access to data is not a di↵erentiating factor, for example if the data
is public, then technical assets becomes more important for di↵erentiation23,25. For

21Oliver Downs, Amplero Inc, Interviewed 2016-03-05
22Shivon Zills, Bloomberg Beta, Interviewed 2016-03-10
23David Rose & Michael Sollami, Ditto Labs Inc., Interviewed 2016-03-02
24Google open sourced its latest Machine Learning software library, TensorFlow, 2015-11-09 (Dean

and Monga, 2015). In 2016-01-25 Microsoft followed and announced the open source of CNTK, a deep
learning toolkit (Linn, 2016)

25Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
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smaller companies where Machine Learning is the very core of the product or service,
the know-how and innovations related to the learning model may become a key dif-
ferentiating factor26. Innovative solutions related to subjective classifiers and dynamic
validation of hypotheses are technical assets that have been brought up in interviews
as key for long-term success26,27. Another finding is that multiple learning methods
are often used, where di↵erent algorithms address di↵erent aspects of the problem28.
However, technical assets related to back-end technologies, i.e. Data System, Network
Technologies are often commodity solutions29,30,27. There may be value in how di↵erent
solutions are combined, or if it solves a specific customer need. For example, Amplero’s
customers wanted the service to be delivered as SaaS, but using conventional cloud com-
puting solutions was not an option for security reasons28. Hence, Amplero developed
proprietary technology, creating a private virtual cloud to solve a customer problem28.

Although many of the interviewed stressed the importance of technical assets for success,
they also emphasize that the customer seldom notices improvements in system perfor-
mance28,31,26. However, the customer does care about the ease of use, flexibility, and
what the product or service enables them to do26.

4.2.4 Data Driven & Innovative Over Time

Two capabilities that often were mentioned in conjunction are the ability to be innovative
over time and being data driven32,28,26. Being data driven means that the organization
has a culture and/or processes for basing its strategy and business decisions on data
insights. The capability of being innovative over time is also related to company culture
and/or internal processes, and is described by Downs28as the ability to develop and
integrate new knowledge. According to Downs28, in order to be innovative over time,
the organization must develop and manage internal processes as well as external processes
for knowledge acquisitions. Down28 further emphasized the importance of establishing
close relationships with prominent universities and research institutes for acquiring new
knowledge, either through collaborations or recruitment.

4.2.5 User Experience (UX)

Another success factor that has been stated during interviews is the importance of creat-
ing a superior User Experience (UX). UX was describes from a technology perspective in
Section User Experience (UX) technologies, and is a more holistic concept compared to
individual resources and will therefore be treated as a separate entity. The majority of
the people interviewed for this study state that the foundation of competitiveness starts

26David Rose & Michael Sollami, Ditto Labs Inc., Interviewed 2016-03-02
27Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
28Oliver Downs, Amplero Inc, Interviewed 2016-03-05
29Damon Matteo, Fulcrum Strategy, Interviewed 2016-04-05
30Matthew Shreve, Parc, Interviewed 2016-03-09
31Mike Kuniavsky, Parc, 2016-03-22
32Shivon Zills, Bloomberg Beta, Interviewed 2016-03-10
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with solving a real customer problem. According to Kuniavsky (2016) the sophistication
of technology has reached a level in which connectivity or smartness can be embedded
in almost any artifact or service, the di�culty lies in solving a real problem for the
user. Furthermore, Kuniavsky (2016) claims that Machine Learning technology has the
capacity to create value for the user through cognitive relief, reducing the burden of
making decisions. Although Machine Learning has the technical capacity of solving real
customer problems, identifying the problems and formulating relevant Machine Learning
hypotheses are the true challenges33,34,35.

Another aspect of customer experience that has been emphasized is designing how the
system learns. Examples of designs that have failed on this are applications that probe
the user for answers, resulting in cognitive burden rather than a cognitive relief36. If de-
signed poorly, there is an evident risk of a catch 22 situation, where the product or service
requires usage to reach su�cient performance level, but users will not use the product or
service because its performance is inferior or inadequate37. According to Kuniavsky36, in
order to provide cognitive relief, the job of training the system should not be on the user.

Building trust and reducing uncertainty is another aspect to user experience that is
brought up in relation to success. There are very few, if any, MLS that are 100% ac-
curate, and the user tend to judge the product or service on the things it gets wrong
rather than all the results that are accurate(Kuniavsky, 2016). A few inaccurate results
may shatter the users confidence and stop them from further consuming the product or
service(Kuniavsky, 2016).

Lastly, intuitive and appealing design36 as well as educating the user are key factors
for creating a positive user experience38. Both Downs50 and Shreve39 view data visual-
ization as a di↵erentiating factor and a source to competitive advantage. Nest, market
leader in smart thermostats, can be used as an illustrative example of the impact of
appealing design to success. The Nest thermostat was neither the first nor the most
accurate predictive thermostat, but the physical appearance and the GUI were more
aesthetically appealing compared to competing solutions 36. Downs50, Rose and Sol-
lami40 also stressed the importance of guiding the user, helping them develop the skills
required to maximize the value of the product or service.

33Hoda Eldardiry, Parc, Interviewed 2016-02-22
34Shivon Zills, Beta Bloomberg, Interviewed 2016-03-10
35Danny Bobrow, Parc, Interviewed 2016-03-09
36Mike Kuniavsky, Parc, Interviewed 2016-03-22
37Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
38Oliver Downs, Amplero Inc, Interviewed 2016-03-05
39Matthew Shreve, Parc, Interviewed 2016-03-09
40David Rose & Michael Sollami, Ditto Labs Inc., Interviewed 2016-03-02
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4.3 Control Mechanisms

This section includes the results from interviews and literature on how di↵erent control
mechanisms are used to prevent imitation, and also, what benefits and drawbacks that
are connected to each control mechanism for Machine Learning Systems (MLS). The
data collection has been structured around the control mechanisms defined in theoretical
framework (see Section Control Mechanisms).

4.3.1 IPRs

According to Sam Funnell41, IP Manager at Stratified Medical with 25 years of expe-
rience in working with IPRs in the ICT industry, there is no real di↵erence between
using IPRs for conventional software compared to Machine Learning software. However,
there are several ways that IPRs are used in MLS. IPRs are getting harder to obtain
for MLS as human skills are needed to justify the intellectual rights41. Shivon Zills,
Partner & Founding Member of the investment company Bloomberg Beta, IPRs are not
an e↵ective mechanism of control for MLS businesses, but rather the right data and
relationships 42. However, Oliver Downs, CEO of Amplero states that unique IP, like
patents or trade secrets, are employed as protection for competitive duplication, but
that continuous development and progression is more important for long-term success43.
Eran Kahana44, experienced IP lawyer at Maslon LLP and Research Fellow at Stan-
ford University Law School CodeX, stated that patents and copyright still are e↵ective
tools for protecting current state of MLS. However, as Machine Learning technologies
advances and applications becomes more autonomous, there may be legal implications
related to infringement44.

4.3.1.1 Patents

It has become increasingly di�cult for companies to use patents as means of control
for software implemented inventions41. The vast majority of the people interviewed in
this study agree on that the the commercial value of patents covering Machine Learning
technologies and software in general are questionable. Many algorithms and models are
publicly available, thus patents have receded in significance45. Relating to the hardware,
MLS typically use commodity solutions and only the really big organizations innovates
and patents hardware for MLS45. For the technology fields surrounding the Machine
Learning model, software tools are important for improving technology, collecting data
and building an ecosystem45. The tools might be patentable but the e↵ectiveness of
such patents for control is questionable45. However, patents covering hardware are still
considered to be e↵ective since infringement are easier to detect and prove45. Patents

41Sam Funnell, Stratified Medical, Interviewed 2016-04-19
42Shivon Zills, Beta Bloomberg, Interviewed 2016-03-10
43Oliver Downs, Amplero Inc, Interviewed 2016-03-05
44Eran Kahana, Mason LLP & Stanford Law, Interviewed 2016-04-04
45Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
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and design patents covering user interface features are by some of the interviewed consid-
ered e↵ective46, and Funnel47 reported that she has seen an increased presence of design
patents for on-line product and services. There are however testimonials cotradicting
the usefulness of design patents for control48

One explanation to the reduction in e↵ectiveness of patents for MLS is that software
patents are increasingly di�cult to enforce in the court47. According to Funnell47 there
are two main reasons to why enforcement is challenging. Firstly, detecting infringement
is very di�cult, especially for technology that is running in the back-end of the system.
Secondly, there is a declining rate of patents actually standing up in court. Alice v. CLS
Bank is an influential court case where the eligibility of software patents undoubtedly
was restricted (Quinn, 2015).

The underlying di�culty with patenting Machine Learning technologies and software
in general, is that they consist of mathematical models and abstract ideas, and sub-
sequently at greater risk of rejection or invalidation47. Business methods face similar
challenges47. In U.S., there is no requirement on further technical e↵ect which means
that more abstract inventions may be patentable47. According to Funnel
footrefsam1, Apple’s patent on overscroll bounce49 covers an invention that would not
fulfil the criteria of further technical e↵ect. Another explanation to low commercial value
of software patents are that they are often easy to invent around48. The risks of invent-
around and invalidation highlight another complication with using patent as means of
control, namely the trade-o↵ between exclusivity and disclosure47,50,51. As described,
inability to exercise the exclusive right may refer to multiple scenarios in MLS; invalida-
tion, invent-around or reverse-engineering and patent rejection47,50,51. Downs50 believes
that the risks associated with disclosing a Machine Learning invention has resulted in
declining use of patents.

Another factor that may hamper the ability to exercise the right for organisations ap-
plying MLS, is the costs for enforcing the right in court50. Costs associated with patents
are generally high, and patenting Machine Learning inventions and other software based
inventions may be hard to motivate unless you have substantial financial means52. How-
ever, there are other benefits with obtaining patents. For example, Rose and Sollami53

stated that patents are most useful for flagging for investment or acquisition, and in fact
Ditto Lab rarely goes through with the patents they file for. Additionally, patents may

46Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
47Sam Funnell, Stratified Medical, Interviewed 2016-04-19
48Mike Kuniavsky, Parc, Interviewed 2016-03-22
49Apple’s overscroll bounce patent covering ”List scrolling and document translation, scaling, and

rotation on a touch-screen display”(Apple Inc., 2007) has been debated in media and its validity was
attested by the US court in the lawsuit between Apple and Samsung.(Essers, 2014)

50Oliver Downs, Amplero Inc, Interviewed 2016-03-05
51Damon Matteo, Fulcrum Strategy, Interviewed 2016-04-05
52Eran Kahana, Maslon LLP; Stanford Law School, Interviewed 2016-04-04
53David Rose & Michael Sollami, Ditto Labs Inc., Interviewed 2016-03-02
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be useful as leverage in disputes54.

4.3.1.2 Copyrights

Although source code generally is considered copyrighted work, there may be impli-
cations for code generated by model as it does not fulfil the requirement of human
authorship 55. There is well known case where a monkey takes a picture when a pho-
tographer left its camera and where the photographer claims copyright. However, as
the author is not human, the court ruled that the picture not to be copyrighted work55.
According to Kahana55, the same reasoning would apply if for code created by a ma-
chine. According to Funnell56 there is a balance of fair use when it comes to copyright
for Machine Learning, especially in regard to data. Although data itself is not copy-
rightable, databases used in MLS may be considered copyrighted work (U.S. Copyright
O�ce, 1997), provided that they meet the requisite of creativity. Copyright is considered
a good protection in the sense that it is straight forward and can be applied on product
or service instructions57. However, the lack of court cases indicates that the usage of
copyright as a defensive mechanism for MLS is low56.

4.3.1.3 Trade Secrets

For a Machine Learning inventions some of the most valuable know-how is kept as
trade secrets58,54. Such know-how is rather abstract and thus often di�cult to control
through other mechanisms57. Examples on trade secrets is the know-how related to the
combination di↵erent technologies in MLS58 or the know-how of good hypotheses to solve
a specific problem59. Also, the know-how related to validation, testing and the selection
of learning rates are often protected by trade secrets (Kumar, 2016). Secrecy and trade
secrets for MLS are often controlled through Non-Disclosure Agreements56. Section
Secrecy and Section Contractual Control & Relationships further describes secrecy.

4.3.1.4 Trademarks

According to Funnel56, it is important to understand the di↵erence between branding
and technical vocabulary to obtain a strong brand from a commercial perspective, and
a strong trademark from a legal perspective. Trademarks are primarily used for brand
assets such as logo, name of product and services and elements related to the user
interface, e.g. website in MLS56,57.

54Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
55Eran Kahana, Mason LLP & Stanford Law, Interviewed 2016-04-04
56Sam Funnell, Stratified Medical, Interviewed 2016-04-19
57Oliver Downs, Amplero Inc, Interviewed 2016-03-05
58Bob Price, Interviewed 2016-03-09
59Hoda Eldardiry, Parc, Interviewed 2016-02-22
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4.3.2 Technical Control

Technical control constitutes and important control mechanism in MLS, both for internal
and external control. Internally, technology is frequently used for implementing trade
secret programs by making sure that employees only can access code or information that
is relevant for their job and position60. The importance of controlling access to infor-
mation is demonstrated by that there are a number of companies specializing in these
types of access services, eg. Github, Softology60. Technology can also be employed for
establishing external control. According to Funnell60, in the modern ITC environment
there is really no need from a usage point of view for the software provider to disclose
source code. Hence, technical barriers are used for hindering users to access the source
code to application programs or other software60. Another example of technical barrier
is the usage of cloud computing. Ditto Lab develop, train and run their Machine Learn-
ing models on private clouds, hindering the user from ever getting in contact with the
algorithms61. Also, technical barriers are used for web and data security60. According
to Funnell60 web and data security is especially important in MLS in which personal or
sensitive data is collected. An example of how technical control can be used to ensure
data privacy is Apple. In 2014, Apple specifically modified its software to ensure that it
cannot unlock customer phones and decrypt customer data (Zetter, 2016).

API and software lock-ins have in some instances been found to have a negative ef-
fect on competitive advantage in the Web 2.0 era (O’Reilly, 2005). However, standards
related to user interface features, such as Apple’s overscroll bounce feature, may create
very e↵ective lock-in e↵ects and overall control for MLS62

4.3.3 Secrecy

Secrecy as means of control for MLS is often manifested in trade secret programs or
in contracts such as Non-Disclosure-Agreements 60,63. According to Matteo63 defensive
publication can be a powerful weapon for hindering competitors from obtaining patents
in a field. Another control aspect related to defensive publication is that it contributes
to positioning the company as a technology leader and create interfaces to academia63.
Other aspects of secrecy are further described in Sections Trade Secrets and Contractual
Control & Relationships.

4.3.4 Contractual Control & Relationships

Despite the inherent risks of breach and imperfect information Funnell60 experiences
contracts to be the most e↵ective control mechanism for software-based businesses, such
as MLS. Contracts are used both internally and externally. Internally, contracts are

60Sam Funnell, Stratified Medical, Interviewed 2016-04-19
61David Rose & Michael Sollami, Ditto Labs Inc., Interviewed 2016-03-02
62Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
63Damon Matteo, Fulcrum Strategy, Interviewed 2016-04-05
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often used to control the employees64. In the ICT sector, the turnover rate on employees
is high and there is a need for firms to make sure that people do not bring confidential
material with them to their next assignment64. It is also important to ensure that new
employees do not exploit intellectual assets from a former employment in an unfair, illegal
or simply disadvantageous manner. For that reason, software engineers and programmers
may be asked to sign a contract stating that they commit to produce fresh code64.
Externally, contracts may be used to control the usage of the product or service, i.e.
through a software license. Contractual agreements are also used for securing access to
resources that the company does not posses. For MLS, contracts are commonly used
to control and secure access to data and technology64. Contracts may also be used to
extend protection of a company’s IP, i.e. through IP licensing64. However, according
to Matteo65 understanding and aligning interests is key to establish strong contractual
control. For Amplero, relationships with academia and research institutes has been very
important for knowledge acquisition as well as public recognition66.

4.3.5 Market Power

The findings from interviews suggest that having a strong brand generates control for
MLS in several ways. Firstly, having a reputation or brand signaling technology lead-
ership is a way to secure recruitment of prominent researchers and talents67. Secondly,
Machine Learning and AI are still experienced as intimidating and unsafe for many users,
and trust and reputation are key components to secure consumption64. Thirdly, a strong
brand can generate control in the form of a physiological lock-in. Customers’ purchas-
ing decision is a↵ected by which brands they are aware of, and positioning the brand
on the top of the consumers mind can therefore block the customer from identifying
substitutes64,65.

4.3.6 Business Model

Damon Matteo, CEO of Fulcrum Strategy and Advisory Board Member at the Stanford
Hoover Institute65, stated that the business model itself may be a source of sustained
competitive advantage in MLS. Management and execution are two related concepts
that have been mentioned by several of the interviewed related to sustained competitive
advantage68,64.

64Sam Funnell, Stratified Medical, Interviewed 2016-04-19
65Damon Matteo, Fulcrum Strategy, Interviewed 2016-04-05
66Oliver Downs, Amplero Inc, Interviewed 2016-03-05
67David Rose & Michael Sollami, Ditto Labs Inc., Interviewed 2016-03-02
68Industry Expert, over 40 years of experience in AI, Interviewed 2016-03-29
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4.4 Case Studies

In interviews, both Amazon and Netflix have been exemplified as companies that achieved
long-term success and where Machine Learning is a core element of their business. It can
therefore be argued that MLS have contributed to their long-term success and that a
deeper understanding of their technology and business model will give valuable insights
to potential sources of competitive advantage. This section includes a short description
of each company’s history, MLS characteristics and the business model.

4.4.1 Amazon

Amazon is considered one of the largest, if not the leading, retailer in the world,
with more than 304 million active customer accounts worldwide (Amazon, 2014)(Noren,
2013a). Amazon.com o↵ers millions of unique products either through their mobile web-
sites or apps along with local services, computing services and digital content (Amazon,
2014). Amazons business can be divided into three di↵erent parts, the Marketplace,
Prime and Amazon Web Services (AWS) (Amazon, 2014). The Marketplace refers to
the web- page where third-party sellers compete against Amazons retail category prod-
ucts (Amazon, 2014). Amazon Prime is an annual membership program that includes
unlimited free shipping of millions of items, unlimited instant streaming of movies and
TV-shows and access to hundred thousands of books to borrow and read on Kindle
devices (Amazon, 2014). AWS is a platform for on demand cloud computing services
(AmazonWebServices, 2016). Machine Learning technologies can be detected in multi-
ple elements of the Amazon business. Amazon rely on predictive analytics, i.e. Machine
Learning, to improve forecasts of customer needs that governs the entire replenishment
activity (SourceMedia, 2016; Metz, 2015). Amazon has created a large ecosystem with
interlinks between their di↵erent products and services thus, Machine Learning tech-
nologies can be detected in all the di↵erent segments.

4.4.1.1 Amazon’s History

Amazon was founded in 1994 by Je↵ Bezos and launched on on the web in 1995 (Amazon,
2016). Initially, it was a book store which rapidly grew reaching one-millionth customer
only two years after opening (Amazon, 2016). Amazon’s vision is to provide shoppers
with anything they might want to buy on-line, both products and services. In 2002,
Amazon opens up its technology platform, where developers can build applications and
tools and incorporate the features of Amazon.com into their own websites (Amazon,
2002). This would have a large impact as it did transform the whole ecosystem around
developers (Stratecery, 2016). Several years later, in 2006, user and costumer o↵erings
were enhanced by enabling small businesses to grow via Fulfillment by Amazon and
WebStore by Amazon (Amazon, 2016). In 2007, Amazon launched a new part of their
business, the wireless e-reader Kindle. This concept was developed one step further in
2011, introducing Kindle Fire, a multimedia tablet o↵ering more than 18 million movies,
TV shows, songs, books, magazines, apps and games (Amazon, 2016). Only two years
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later, Amazon releases their first original TV series, Alpha House and Betas (Amazon,
2016). In 2013, Machine Learning solutions, such as a camera-based identification and
tracking system, were implemented in the fulfillment centers (Metz, 2015).

The Amazon Prime was launched in 2005. Originally it was designed as an all-you-
can-eat free and fast shipping program (Amazon, 2014). The foundation of Prime is the
inventory retail business where a large-scale system automates much of the inventory
replenishment, inventory placement and product pricing (Amazon, 2014). Further the
worldwide network of fulfilment centers allows a precise delivery-date promise to its cus-
tomers (Amazon, 2014). This has enabled Prime Now, which is available in a selected
number of cities in the U.S., and o↵ers a free two-hour delivery on tens of thousands
of items at a low cost. In 2011, Amazon Prime was further expanded adding o↵erings
such as Prime Instant Video, a benefit where movies and TV episodes are available for
unlimited streaming (Amazon, 2014).

Amazon Web Services (AWS) is another radical idea that increasingly has grown since
its launch in 2006 (Amazon, 2014). The focus is di↵erent from the other business as the
approach is to help companies manage their IT better and faster at an attractive price
(Amazon, 2014). Initially AWS was a service infrastructure for the development team
within Amazon, however the potential of building an infrastructure service for the world
was realized and opened up for the world (Clark, 2012). In 2015, AWS announced the
launch of a Machine Learning platform, where anyone can create data driven applica-
tions that quickly can be built and validated (Miller, 2015). Today, all sizes of companies
and organizations uses AWS in every imaginable business segment reaching more than
a million active customers (Amazon, 2014).

4.4.1.2 Amazons’s MLS

Amazon’s recommendation system customizes the browsing experience to create a per-
sonalized shopping experience for each customer (Linden et al., 2003). The MLS is based
on massive amounts of data that is continuously collected (Konstan and Riedl, 2012)
and immediately responds, regardless of the number of purchases and ratings (Mangalin-
dan, 2012). Amazon’s MLS is further applied in other parts of the Amazon business,
such as the AWS platform or the fulfillment centres. The following section describes the
Amazon MLS technologies. An overview of the most distinguishing technologies for each
sub-technology in the MLS, can be found in Figure 4.5.

The core of Amazon’s Data System migrated to Linux in 2003 and 2004 and the tech-
nology architecture handles millions of back-end operations everyday as well as quires
from third party sellers (Vanghan-Nichols, 2012). It is believed that Amazon had close
to half-a-million servers running on a Red Hat Linux variant in 2012 (Vanghan-Nichols,
2012). Amazon builds its own proprietary servers and racks, and its processors are
custom-designed together with Intel as the market standard does not fulfil the require-
ments it need for its system (Kassner, 2014). Amazon applies open source technologies
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Figure 4.4: Summary of Amazon’s Machine Learning System

when using the Linux Kernel which is further applied in the AWS services using for
example Xen and MySQL (Clark, 2014). The di↵erent services for AWS further apply
di↵erent data systems, one example is Amazon Elastic MapReduce which based on the
open-source Hadoop framework (AmazonWebServices, 2016a). Security is a major con-
cern for Amazon as hundreds of thousands of people register their credit card numbers
within the data system every day (Layton, 2005). Amazon applies the Netscape Secure
Commerce Server using SSL protocol to store credit card numbers in separate databases
that are not Internet accessable (Layton, 2005).

The network-intelligence start-up DeepField estimated in 2012 that one-third of all daily
Internet usage accesses a site running on AWS which during the past years most likely
has increased looking at the growth of AWS (Burrington, 2016). Amazon contracted an
Original Design Manufacturer (ODM) to make custom networking gear as it could not
adapt the o↵-the shelf networking gear and current protocols to meet load demands of
the businesses (Kassner, 2014).

The algorithms for Amazon’s recommendation system builds on the principle of item-
to-item collaborative filtering. They are based on several simple elements such as what
the user has bought in the past, which items they have in their virtual shopping cart,
items they have rated and liked, and what other customers have viewed and purchased
(Mangalindan, 2012). These algorithms are developed by Amazon as no o↵-the-shelf
solutions are compatible with the massive data sets and scale of Amazons MLS (Linden
et al., 2003). Machine Learning algorithms are also used in other parts of Amazons
business such as the Amazon Machine Learning platform. Developers can access some
of the Machine Learning models developed by Amazon to process new data and gen-
erate predictions for their own application (AmazonWebServices, 2016). The Machine
Learning models available are binary classification, to predict a binary outcome, multiple
classifications to generate predictions for multiple classes or regression models to predict
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a numeric value (AmazonWebServices, 2016c). AWS further provides a repository of
public data sets within biology, chemistry, economics or encyclopedic available in two
formats, Amazon EBS snapshots or Amazon S3 buckets, that can be accessed for your
own applications (AmazonWebServices, 2016b).

For developers, the most valuable parts of AWS are the services and APIs built on
top of the infrastructure (Burrington, 2016) which makes it possible to create applica-
tions with capabilities such as pattern recognition and prediction (Wagner, 2015). AWS
has gained a lot of popularity which have turned Amazon into one of the top the API
providers in the world (Wagner, 2015). Using the Amazon APIs, anyone can build ap-
plications that feature for example fraud detection, content personalization or document
classification (Wagner, 2015).

Amazon uses a flowable or fluid page design unlike many sites which enables it to make
the most of real-estate on-screen69 (Cha↵ey, 2014). Amazon’s Machine Learning services
are said to be more complicated than for example Google Prediction or Microsoft Azure
ML, however they are providing visualization tools and wizards that help users with
the process of creating the models (Wagner, 2015). The Amazon User Interface (UI)
applies a reactive design, where Amazon is able to react to a customer’s engagement
with personalized attention (Prunty, 2014).

4.4.1.3 Amazon’s Business Model

This section provides an overall picture of Amazons business model. Figure 4.5 illus-
trates the model and each box is further explained with emphasis on the elements that
are relevant to this study.

Value Proposition

Amazon’s value proposition consists of several core values which are consistent through-
out their business. Initially, the vast selection of products combined with a great price
and great customer experience was the unique o↵ering that attracted 1.5 million cus-
tomers between 1995 and 1997 (Amazon, 2014). Today, in addition to cast selection,
Amazon provides a customized shopping experience facilitated by a Machine Learning
based recommendation system (Mangalindan, 2012). By allowing sellers to o↵er their
products side-by-side, Amazon has created a one-stop on-line shopping experience with
easy to access products with large availability (Amazon, 2014; Mochari, 2016). Thus, the
foremost value for Amazons customers is the vast selection along with the customized
product o↵ering where customers are able to shop everything from toilet paper to shoes
on one market place.

69Screen Real Estate refers to the amount of space available on a display for an application to provide
an output where the aim is to have as much data and as much control as possible visible on the screen
to minimize the need for hidden commands and scrolling (UsabilityFirst, 2014)
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Figure 4.5: Amazon Business Model Canvas

AWS value proposition is to o↵er organizations improved and faster IT management
to a low price (Amazon, 2014). Furthermore, the AWS o↵ers scalability and adaptabil-
ity to organizations and developers, as you only pays for what the business require at the
moment (AmazonWebServices, 2016a). Complementary services such as tools and wiz-
ards are also available to improve user experience of AWS (AmazonWebServices, 2016).
Additionally, Amazon has created an infrastructure providing complementary technolo-
gies such as data sets or APIs.

Another important value proposition is fast and reliable fulfillment with a friction-free
delivery of your purchased good or services from the marketplace or AWS. Fulfillment
by Amazon (FBA) is eliminating shipping fees and providing a timely customer service
(Amazon, 2014). This is especially important for Prime customers as a core benefit is fast
delivery of their products. As more sellers join FBA, more products become available
and sellers increase their sales and the membership value of Prime increases (Amazon,
2014). Paid Prime memberships grew more than 50% in the U.S. and 53% worldwide in
2013 (Amazon, 2014). Another important element is the shipping support where Ama-
zon was among the first companies to implement extensive use of tracking (Minsker,
2015). This enabled customers to be aware of the status of their package and Amazon
can provide information and communicate with the customer before the problem was
recognised by the buyer (Minsker, 2015).
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Taking into account all the di↵erent o↵erings from Amazon it can be concluded that
the most important for Amazon customers is the personalized shopping experience, the
convenience of the product range, fast delivery and tracking information of goods, avail-
ability, scalability, complementary technologies and tools for AWS services, low prices
and convenient IT management.

Customer Segment

The major segment for the e-commerce sales is the global consumer market, which in-
cludes all customers acquiring products or services from the Amazon web-pages where
anyone could acquire products. Another large segmentis the companies using Amazon
as a logistic partner by utilizing Amazons fulfillment centres. In the case of AWS, prac-
tically anybody with a credit card can be considered a costumer as it o↵ers on-demand,
pay-as-you-go cloud storage and compute resources, however it is mainly targeting soft-
ware developers and companies (Amazon, 2014; van Eijk, 2014). From the beginning
AWS was developed for the internal use of the development team, however, the concept
evolved and succeeded as an unmet need for companies was identified. Today AWS
is used by established organisations such as Pinterest, Dropbox and Airbnb (Amazon,
2014). Amazon’s customer segments are summarized in the left side of Figure 4.5

Customer Relationships and Channels

Amazon’s customers are self-served mainly through the retail website which can be ac-
cessed both directly on amazon.com or through mobile websites and apps (Amazon,
2014). AWS also employs a self-service direct model with delivery through APIs on a
web user interface (van Eijk, 2014). The customers can also access premium support
and there are extensive partner programs developed particular for SaaS providers (van
Eijk, 2014). The Amazon Prime o↵ering is another way to provide selected services
for an additional fee. Although Amazon’s primarily customer contact interface is their
webpage, they also maintain relationships with its customer through conferences. In
2013 they hosted a re-invent developer conference that attracted 9000 visitors (van Eijk,
2014). Amazon strategy is based on a customer-centric culture that is employed by ob-
serving customers and noticing that things can always be better (Bishop, 2013). Thus,
an extensive predictive analytics on the activity of customers on both the AWS platform
and the websites for e-commerce sales is the very fundamental base that distinguishes
Amazons relationship with its customers (van Eijk, 2014).

Revenue Stream and Cost Structures

The bottom part of the Ostwalder’s Business Model Canvas (see Figure 4.5) consists of
the cost structure and the revenue stream. In 2015, Amazon reached a business mile-
stone by generating $107 billion in revenue, surpassing $100 billion (Roettgers, 2016).
The e-commerce services mainly gain revenue by fixed fees, revenue share fees, per-unit
activity fees or some combination thereof (Amazon, 2014). Thus, Amazon is taking a
cut of every purchase simply for providing the channel and does not handle advertising
or shipping (Noren, 2013b). Overlaying with the retail model, the Prime memberships
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generates revenues in the form of annual fees and subscription for the ”all you can eat”
model cloudcomputing. Amazon takes pride in their selection, convenience and price
and use economics of scale as they main strategy where low cost structures and high vol-
umes are key factors. Furthermore, Amazon has a cost leadership strategy70 with major
warehousing facilities and processing capabilities driving economies of scale (Grundy,
2015). Other costs are marketing, technology research and development and payroll
costs (Amazon, 2014).

The AWS revenue model di↵ers from other IT service models as it has usage based rates
rather than asset based rates (ClubCloudComputing, 2016). This mean that companies
are charge hourly fees per virtual machine. Revenues from AWS increased with 69.37%
year-over-year in the last quarter of 2015, closing at $2.4 billion in total year-of-year rev-
enues (Novet, 2016). The cost structure in relation to AWS is mainly consistent in the
elements of assets such as servers and data centers (ClubCloudComputing, 2016). There
are also costs for system services, such as electrical power and telecommunications. HR
costs for people developing and managing the systems is an additional expense (Club-
CloudComputing, 2016; Amazon, 2014).

Key Activities

Amazon’s key activities include retail interface design, back-end supply-chain manage-
ment, and advanced technical innovation (Mochari, 2016). These activities can all be
connected to analytics on the large amounts of data generated from their customers. A
steady stream of automated machine-learned ”nudges” are generated continuously which
alert sellers about opportunities to avoid going out-of-stock, add selection that is selling
or sharpen their prices to be more competitive (Amazon, 2014). Delivery is the key
activity of AWS, and similarly to e-commerce activities, this activity is highly auto-
mated(ClubCloudComputing, 2016). However, oversight and resource planning are still
high e↵ort activities of AWS (ClubCloudComputing, 2016).

Amazon is highly involved in their international fulfillment service as well as their cus-
tomer services. In 2012 they filed a patent titled ”Method and system for anticipatory
package shipping” which potentially could reduce shipping, inventory and supply chain
costs (Ulano↵, 2014). This shows concretely how Amazon constantly is putting e↵ort
into optimizing their business and investing in RD activities.

Amazon invests heavily in new technology areas and business development and is known
for betting on somewhat unconventional technologies. One example is the development
of Flying robot drones to deliver products ordered from Amazon.com within 30 min-
uets (Strange, 2013). Another example is the announcement to build a ”virtual reality
experience within Amazon Video” which is a new technology segment which companies

70A cost leadership strategy is where similar or lower prices are charged compared to competition,
but where the costs are certainly lower than competitors (Grundy, 2015),thus resulting in a higher profit
margin
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such as Netflix and Hulu also are exploring (Mason, 2016). Another investment is in
voice recognition technology for the Echo device (Higginbotham, 2015). Amazon does
not always succeed in their new technology launches, an example of that is the Amazon
Fire phone launched in 2014 (Warren, 2014).

Like Google and Facebook, Amazon has developed its own equipment servers and data
centers (Kassner, 2014). This includes networking gear, networking software, racks and
processors which Amazon is developing together with Intel, to get processors even better
than available on the market (Kassner, 2014).

Key Resources

The key resources for Amazon are the people working to develop and explore new tech-
nology fields and business opportunities for Amazon to invest in (Amazon, 2014). Vital
is also the development of proprietary technologies, such as the recommendation sys-
tem, that is the foundation for many of its value propositions (Mangalindan, 2012).
The recommendation system is based on algorithms developed by Amazon, which makes
Machine Learning technologies an important resource (Mangalindan, 2012). Addition-
ally, the data is a requisite for many of the activities and Machine Learning technolo-
gies(Amazon, 2014; Konstan and Riedl, 2012). The installed base of customers, both
for AWS but also the other businesses, has become one of the most valuable assets as
it provides Amazon with constant data and continuous feedback71. Amazon has also
succeeded in establishing a trusted brand. In 2015, the Amazon figured for the first time
in the top 10 of Interbrandś ranking of the 100 most valuable brands (Sullivan, 2015).
The global network of fulfillment centers, is another resource that has seen extensive
growth, from 13 centers in 2005 to 109 in 2014 (Amazon, 2014). For AWS, hardware
is a key resource (ClubCloudComputing, 2016). However this can not solely deliver the
service, thus, extensive software and processes are also strategically important resources
for Amazon (ClubCloudComputing, 2016).

Key Partners

For the AWS business Amazon has partnered with hardware vendors, i.e. Intel to pro-
vide the hardware required for its data centers and networking(ClubCloudComputing,
2016; Kassner, 2014). In addition, Amazon has founded a tiered Partner Network called
APN where Technology partners or professional services firms gets access to various
tools and support to more e�ciently build their solutions (AmazonWebServices, 2016d).
The tiered program basically builds on the principle of the more you contribute and
engage with AWS, the more tools and support you will get access to. Technology part-
ners include Independent Software Vendors (ISVs), SaaS, PaaS, Developer Tools and
Management and Security Vendors (AmazonWebServices, 2016d). For Amazon’s retail
business, the most important partners are the sellers using Amazons channel for their
products (Noren, 2013b). If the sellers provide the ”right” items resulting in increased
sales, Amazon will benefit as well as the sellers. Amazon also has several logistics part-

71Bob Price, Interviewed 2016-03-09
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ners to help providing the capacity that it needs (Bensinger, 2016).

4.4.2 Netflix

By the end of 2015, Netflix had over 74 million streaming members and an annual rev-
enue from video streaming of over 7 billion USD (Netflix, 2016c). Netflix has through-
out the years discovered the value in incorporating recommendations to personalize the
streaming experience (Amatriain, 2013). In the end, everything is a recommendation for
Netflix, which makes its Machine Learning technologies, manifested by the Cinematch
recommendation system (Gallaugher, 2012) together with the surrounding technologies
and architectures the very core of its value propositions.

4.4.2.1 Netflix’s History

Netflix was founded in 1997 by Reed Hastings and Marc Rudoplh to o↵er online DVD
rentals (Netflix, 2016a). In 1999 the company debuted with their subscription service,
o↵ering unlimited DVD rentals for one low monthly cost. In 2000, Netflix released Cine-
match, a recommendation system using data mining and predictive analysis, i.e. Machine
Learning, to recommend content for users based on user behavioral data (Kovacs, 2015;
Reinsberg, 2009). Netflix early realized the potential in online streaming technologies,
and in 2007 they introduced streaming as a free service bundled with its DVD rental
subscription service (Kovacs, 2015). Despite having a very limited selection of streaming
content, the subscription base increased from 7,5 million in 2007 to 12 million at the
end of 2009 due to rapidly growing online television market (Kovacs, 2015). By 2011,
the market had become increasingly competitive with actors such as Amazon, Hulu and
Google threaten the position of Netflix with their own streaming services (Bushey, 2014).

Netflix realized that its current business model was vulnerable to competition since
1) they depended on licenses from original content providers, which theoretically could
be turned over to the highest bidder 2) The most popular streaming videos were sold
to syndication at basic cable channels (Bushey, 2014). Netflix overcome this issue by
analyzing television network data and their own customer data arriving at two main
insights. The first insight was that the cable channels lost viewers on their serials since
the viewers were forced to watch the show at certain dates and times. If a potential
viewer missed a couple of episodes, data showed that they would not return or even
begin to watch since they would not understand (Bushey, 2014). The second insight
was that Netflix’s own customer data revealed that their viewers enjoyed to binge-watch
series. Netflix acted on this information and in 2013 they released whole seasons of two
originally produced series (Cook, 2014).

Netflix still o↵ers physical delivery of DVD rentals, although the streaming services
have since long surpassed the DVD rental service. In 2014, the DVD rental business
constituted 14% of total business and declined with 16% compared to 2013 (Netflix,
2015). For the purpose of this study results and analysis are solely covering the core
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business of Netflix, namely providing personalized streaming content.

4.4.2.2 Netflix’s MLS

In this section the technologies constituting Netflix’s MLS are described using the system
break-down from Section Machine Learning System Break-down. A summary of the
characteristics described in this section is illustrated in Figure 4.6.

Figure 4.6: Summary of Netflix’s Machine Learning System

In order to enable real time recommendations, Netflix relies on architectures that allows
it to combine complex o✏ine batch processing with real-time data streams (Amatriain,
2013). The fundamental principle of the architectures is that processing is done at dif-
ferent layers (o✏ine, nearline, online) whereas learning, features and model evaluation
can be done at any level (Basilico, 2014). Netflix employs a mixture of open-source,
o↵-the-shelf and proprietary technology for its Data System and Network Technologies
(Netflix, 2016b; Basilico, 2014). For example, Netflix uses Amazon Web Services(AWS)
as a cloud computing platform and Hadoop for distributed computing in. Other o↵-
the-shelf technologies employed is Spark, a open-source cluster computer network for
big data processing, and HIVE which is a open-source data warehousing solution (Basil-
ico, 2014). Although the much of the technology foundation consists of open-sourced
or licensed technology, Netflix also develops technologies on top on existing solutions
to tune for Netflix use cases (Madappa, 2012). An example of such tuned technology
development is EVCache, which is a caching solution optimized for AWS but tuned for
Netflix usage (Madappa, 2012). Netflix has released EVCache, making it an open-source
development platform (Madappa, 2012). Netflix also develops proprietary technology
(Brodkin, 2014). One of Netflix’s key technologies is the proprietary Open Connect con-
tent delivery network (Brodkin, 2014). Open Connect enables Netflix to deliver content
to tens of millions of connected devices all over the world at any time (Brodkin, 2014).
Without a sophisticated content delivery network, Netflix would not have been able to
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handle data tra�c during peak hours and Open Connect is therefore considered critical
in creating a seamless user experience (Brodkin, 2014).
Netflix’s Machine Learning technologies can be described as a ranking model that can
use a wide variety of information to produce an optimal sorting of movies and shows
(Amatriain, 2013). In order to present the most relevant recommendations for content,
Netflix has constructed ranking algorithms that aim to optimize the ordering of a set of
items for a user, within a specific context and in real-time (Amatriain, 2013). Netflix
has not made its current Machine Learning algorithms and models available to the pub-
lic, which means that the exact composition of algorithms remains unknown. However,
Netflix has been public about that it is using a number of di↵erent Machine Learn-
ing approaches: from unsupervised methods such as clustering algorithms to supervised
learning methods using classifiers (Amatriain, 2013). After the Netflix Prize competition
in 2006, Netflix incorporated a number of di↵erent algorithms, all addressing di↵erent
problems or challenges (Amatriain, 2013). Examples of algorithms that are known to be
used in Cinematch after the completion of Netflix Prize in 2011 are Matrix Factorization
(MF) and Restricted Boltzmann Machines (RBM) (Amatriain, 2013). Netflix combined
these solutions with neighbouring Machine Learning methods and made adjustments to
make them operational (Amatriain, 2013). In fact, the sophistication and accuracy of
Netflix’s recommendations stems from the combination of a vast number models, rather
than specific classifiers or clusters (Paterek, 2012). In terms of training, testing and val-
idation data Netflix uses a large number of di↵erent data sources, including ratings from
members, global item popularity for ranking, search terms and queuing lists, content
metadata, social data, external data (movie reviews etc.), demographics and impression
data72 (Amatriain, 2013). Netflix believes that its Machine Learning technologies de-
pend on both its models as well as its data, meaning that large quantities of data can
not compensate for poor models or vice verse (Pilaszy, 2009). User data, such as rank-
ings, are much more valuable since this creates more accurate recommendations (Pilaszy,
2009). Also, the processes that Netflix has developed for testing the models are crucial
for the overall performance (Amatriain, 2014)

In 2012, Netflix initiated an extensive redesign e↵ort of its original REST-based API
going from a traditional one-size fits all approach to a platform for API development
(Christensen, 2013; Jacobson, 2012) building on JAVA. Before 2012, when the decision to
redesign was made, the key audiences for the API were a small group of known develop-
ers which mostly consisted on internal Netflix UI developers (Jacobson, 2012). However,
as Netflix have initiated more and more open source projects, the audiences have grown
to also include a large set of unknown developers (Jacobson, 2014; Spyker and Meshen-
berg, 2015). Up until 2014, the Netflix API was available to public, allowing external
app developers to access their data and software libraries (Jacobson, 2014; Bohn, 2013).
However, as of November 14 2014, Netflix does not allow access to third party developers
to their API program to reduce versioning (Jacobson, 2014).

72Impression or presentation data is information related to prior actions given a certain event. For
example, on what item did the user click after being recommended a certain item? (Amatriain, 2013)
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In terms of UX technologies, Netflix uses open-source software integration tools, such as
Jenkins, as well as develop their own software(Basilico, 2014). The User Interface (UI)
is a very important technology field for Netflix as it generates the user feedback that
feeds the ranking and recommendation algorithms (Amatriain, 2014). In 2015, Netflix
launched a new user interface via their web site (Ingraham, 2015). The new UI was
the result of years of research on how humans look for things to watch (Lowenshohn,
2015). The research included thousands of in person interviews, testing di↵erent designs
on smaller audiences and email surveys to millions of users (Lowenshohn, 2015). UI
design is also a vehicle for building trust and awareness of the system (Amatriain, 2013).
According to Amatriain (2013), communicating why certain content is presented and
recommended promotes trust as well as encourages users to give feedback that can be
used for improving the models (Amatriain, 2013).

4.4.2.3 Netflix’s Business Model

In this section, Netflix business model will be presented using the Business Model Canvas
(see Osterwalder and Yves (2010)), and the model is illustrated in Figure 4.7.

Figure 4.7: Netflix’s Business Model Canvas

Value Proposition & Customer Segments

Starting with value proposition, Netflix leverages several components to its value o↵er-
ing. First of all it provides online streaming to consumers (Netflix, 2016a). For a fixed
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subscription fee, Netflix’s customer may consume as much content as they want, with-
out any interruptions from commercials (Gallaugher, 2012; Bushey, 2014). The fact that
the service is free from non-Netflix advertisement has since the launch of the streaming
services been a cornerstone of Netflix’s value proposition. Originally, it di↵erentiated
Netflix from conventional television (Gallaugher, 2012). Commercial independence is
still an important peice of the value proposition as well as a vehicle for trust. This
may relate to that data privacy is becoming increasingly important for brand value and
ultimately business operations. This can be demonstrated by the impact that the Prize
I lawsuit had on Netflix’s business in 2009. Netflix was sued after having released user
data in connection with an open contest for machine-learning scientists, called the Prize
I Program (Zenor, 2014). After the lawsuit was settled in 2011, Netflix experienced a
drop in net profits with 14% in the final quarter (Zenor, 2014). Although the Privacy
Terms of Netflix service is frequently questioned, Netflix maintain that they do not sell
any of the user data to third-parties, such as advertisement firms (Popper, 2015). The
majority of research published on Netflix, including Netflix own publications, view the
personalized recommendations as the core of the service and a source of competitive
advantage (Gallaugher, 2012; Kovacs, 2015; Cook, 2014; Amatriain, 2013). The utility
of such recommendation can be described as a cognitive relief, where the customer does
not have to search through the vast amount of content in the Netflix library to find
something they may enjoy (Kovacs, 2015). Finally, Netflix o↵ers value through device
interoperability. Instead of a specific hardware, Netflix can be run on a variety of devices
and platforms(Gallaugher, 2012).

Channels

These devices and platforms serve as the company’s main channels, illustrated in Figure
4.7. In addition to Netflix’s webpage, users may also access the service though hundreds
of media streaming devices such as Apple TV, Google Chromecast, consumer electronic
products from all the larger vendors (Gallaugher, 2012).

Revenue Streams

Netflix rely solemnly on revenues generated from from streaming customers in the form
of monthly subscription fee(Netflix, 2015; Cook, 2014).

Customer Relationships

Regarding the customer relationships, Netflix almost exclusively has an online relation-
ship with their customers (Basilico, 2014). However, Netflix have managed to di↵eren-
tiate themselves from main competitors by encouraging their support sta↵ to be them-
selves (Stenovec, 2013) when chatting with customers. For example, Netflix received a
lot of positive media attention after a support chat transcript was published at Reddit
in 2013 (Stenovec, 2013). In the conversation, the Netflix representative impersonated
his favorite tv-show character when helping the customer.
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Key Activities

Looking at the key activities of Netflix, streaming and licensing digital content are two
of the main activities (Kovacs, 2015). Another key activity is the production of original
content (Kovacs, 2015). Two of Netflix’s first original productions were the tv-shows
House of Cards and Orange is the new black which by have been successful by almost
any measures (Kovacs, 2015; Shae✏er, 2015). The decision to produce those particular
shows was the result of advanced data analytics on customer data (?). Using data in-
sights to select tv-shows to produce is only one of many data-driven decisions that Netflix
have made throughout the years, making data analytics is yet another key activity of
the business. Finally, although Netflix rely on several third-party service providers for
their technology platform, they also develop their own technologies (Gallaugher, 2012).
Hence, R&D is central for the Netflix’s business model.

Key Resources

In terms of key resources, since the value proposition and revenue streams are created
from streaming content, the access to content is a key resource (Gallaugher, 2012). As
previously mentioned, Netflix have two sources of entertainment content. Firstly, ex-
clusive licenses to content produced by television and picture networks and secondly
originally produced content (Gallaugher, 2012; Cook, 2014). The system infrastructure
and Machine Learning technologies are also key resources (Kovacs, 2015; Basilico, 2014).
Key technology resources are described in Section Netflix’s MLS A premises for MLS or
any type of data analytics activity is data (Amatriain, 2013). The proprietary behav-
ioral data from approximately 50 million subscribers (Netflix, 2016a) generating billions
of unique data items (Amatriain, 2013) is another key resource of Netflix. Finally, the
Netflix brand itself is an important resource for Netflix’s business. According to find-
ings from the 2014 Harris Poll EquiTrend R�73, Netflix’s brand equity increased at the
fastest rate among the top 100 measured brands between 2012-2014 (PRNewswire, 2014).

Key Partners

Netflix’s key partners directly follow from the segments of the business model canvas al-
ready described. In order to deliver device interoperability (see Value Proposition in 4.7),
Netflix has partnered with the leading consumer electronics and mobile platform compa-
nies, such as Apple, Android, Nintendo Wii and Samsung (Gallaugher, 2012). Another
group of key partners is Media Content Production companies, such as the television
networks and movie production companies. These partnerships are crucial since they
give Netflix access to streaming content as well as original content (Gallaugher, 2012).
Lastly, as previously mentioned, Netflix system infrastructure builds to a large extent
on o↵-the-shelf technologies, making third-party IT Service Providers key partners to
Netflix’s business (Netflix, 2016b).

73Harris Poll EquiTrend is an annual brand equity study that evaluate the brand equity of more than
1,500 unique brands across 170 categories (PRNewswire, 2014).
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Cost Structure

The eighth and final segment in the Business Model Canvas is the cost structure (Oster-
walder and Yves, 2010). The cost structure is a reflection of the key partners, activities
and resources of Netflix. Before Netflix started to produce its own content, the costs
were dominated by multi-year licenses to television networks and other media content
producers (Netflix, 2015). These costs are primarily fixed by nature, meaning that they
are not tied to member usage or the size of the number base (Netflix, 2015). Since 2011,
Netflix are devoting more financial resources towards production of original program-
ming, where they are in a better position to negotiate the terms and conditions of the
contracts and thus adding flexibility to the cost structure (Netflix, 2015; Gallaugher,
2012). Another key cost item is the cost for delivering streaming content which includes
various software, infrastructure and platform licenses and services, eg. Amazon Web
Services (Netflix, 2015). Netflix also states in its annual filing Netflix (2015) that Mar-
keting and payroll (referred to as HR in 4.7) are key cost items in the cost structure.
Although Netflix spend around 10% of their revenues on technology and development,
the majority of the expenses arise from payroll or software licenses, which are included
in HR Costs and Tehnology licenses & services. Only a minor fraction of Netflix costs
are connected to tangible assets, such as hardware or real estate (Netflix, 2015).
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Chapter 5

Analysis

T
his chapter presents the analysis of the study. The analysis aims to compare and
interpret the empirical results using the theoretical framework. The analysis is
divided into three sections connecting to the research questions of the study;

Machine Learning Characteristics, Sources of Competitive Advantage and Control Mech-
anisms.

5.1 Machine Learning Characteristics

The evolution of Machine Learning teaches that the rapid di↵usion and application of
Machine Learning Technologies seen today is enabled by advances in other technology
fields. The importance of taking a system approach has also been confirmed in interviews.

Although the investigation of MLS demonstrates high interdependency of the di↵er-
ent technologies, a deeper analysis also indicates that some technologies are more vital
than others. Figure 5.1 gives an overview of the five technology categories identified
for MLS. O↵-the-shelf solutions are used in essentially all MLS. However, there are also
unique (proprietary) technologies within each system. The level of proprietary technol-
ogy indicates di↵erentiation which in turn indicates strategical importance. An overall
evaluation of the level of proprietary technology is illustrated for each technology cate-
gory in Figure 5.1. Additionally key performances or technical functions are identified
and illustrated in the figure. A more comprehensive analysis of the findings for each
technology category is presented in this section.

5.1.1 Data System

Data have been concluded to be a vital asset for MLS making the data system an
irreplaceable component. According to experts, desired performance metrics are high
speed, scalability, reliability, robustness and security. It is also important to allow for
flexibility and optimization while maintaining low cost. The relative importance of
di↵erent performance metrics vary depending on the MLS application. Findings from
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Figure 5.1: Machine Learning Characteristics

case studies and interviews indicate high usage of open-source platforms and frameworks
rather than unique and proprietary technology. It is rather the combination of data
system technologies and its interoperability with the whole system that creates superior
performance.

5.1.2 Network Technologies

Although Network Technologies are not required in theory, the trend of growing data
sets and more complex algorithms makes Network technologies a practical necessity to
meet the requirements on speed, scalability, easy governance, low costs and reliability.
Specialized cloud computing solutions and open source framework dominate the market.
However, to optimize the capabilities of the Networking Technologies, larger firms like
Amazon develops its own networking gear adapted to their specific operational needs.
However, Amazon should rather be viewed as an exception as it has developed an entire
business around cloud computing. In comparison, Netflix customizes its technologies by
developing proprietary solutions on top of existing solutions. Interviews with smaller
firms confirm that o↵-shelf solutions are mainly used for Networking Technologies, the
exception being if the system handles sensitive data. To conclude, Network technologies
primarily constitute of o↵-the shelf solutions where layers of proprietary technologies are
added for customization of system or to accommodate for specific customer needs and
performance requirements.

5.1.3 Machine Learning Technologies

Accuracy and adaptation over time are the most important performance metrics for
Machine Learning technologies. The technical challenges are essentially not to enable
the program to learn, but rather to determine how to objectify what to learn and how
to learn given the di↵erent limitations of the data. Another challenge is to compensate
for lack of data or noisy data. There are plenty of o↵-the-shelf solutions, especially for
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algorithms. Most firms, including Amazon and Netflix, combine o↵-the-shelf solutions
with their proprietary algorithms to customize and tune their models for the specific
usage.

The need for proprietary algorithms diminish with access to high quality and high vol-
umes of data. The quality of data is vital, and the type of data needed varies depending
on the problem you are trying to solve. Another important factor influencing the per-
formance of MLS is data volume. Di↵erent models require di↵erent amounts of data
to reach desired accuracy. For example, Ditto Labs Inc. uses an Embedded System
with unsupervised learning methods, where large amounts of data are necessary to make
their learning model accurate. In other cases, access to the right data is more important.

Findings indicate that validation technologies are closely interlinked with the usage of a
product or service. There are several validation technologies available o↵-the-shelf and
they may even be integrated in other parts of the MLS. Typically each MLS requires a
di↵erent set and combination of validation technologies, not only were technical solutions
are used. The validation technologies must be customized and adapted to the problem
formulation. Likewise, the hypotheses set is dependent on the initial problem where the
challenge is to create good instructions giving accurate results. Conventional technolo-
gies may be used to realize the instructions and it is often the formulation of instructions
combined with the accurate validation technologies that create superior performance.

5.1.4 API Technologies

The empirical results indicate that APIs can be a di↵erentiating factor for MLS. In-
teroperability is a significant performance measurement for APIs as applications with
di↵erent features need to work in the same system. Many APIs are available open source
where large companies like Amazon, Google, Microsoft and IBM are the main providers.
An interesting finding is that some MLS companies have refocused their business around
APIs rather than consumer products and services, taking a more upstream position in
the value chain.

5.1.5 UX Technologies

UX technologies are emphasised in interviews significant they constitute the interface
towards customers. It is not only the design of for example a website that is important
but rather what emotions, perceptions and responses you create in relation to your
product or service. UI, design such as visualization of data or how you train the customer
to use the product or service, are always customized to the specific application. Both
Netflix and Amazon have invested extensively in their UI design. A reasonable theory
is therefore that UI and the design of product and services play a significant role in
di↵erentiating from competitors.
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5.2 Sources of Competitive Advantage

Several value drivers for competitive advantage have been identified. Findings from
Sections MLS Characteristics, Sources of Competitive Advantage for MLS and Case
Studies have been deconstructed into customer utilities which are then connected to the
assets and capabilities identified as potential sources of competitive advantage. Due
to their nature, some of the resources cannot be directly linked to customer utilities,
instead they can be considered to contribute indirectly to all utilities through its impact
on other resources. Table 5.1 combines findings from interviews with the result of the
case studies of Amazon and Netflix. It should be noted that the list of resources and
in Table 5.1 is not exhaustive, but it is rather an attempt to identify the most valuable
resources based on the findings from the empirical results. For example, Intellectual
Property, and financial assets are resources that often is mentioned in Resource-based
View literature. However, since non of the interviewed in this study have mentioned IP
or financial assets as valuable resource, these are not included in the list.

5.2.1 Customer utilities and the creation of a superior User Experience

One of the main findings from the interviews is the importance of superior user expe-
rience for success. However, superior user experience is not a resource in itself, but
instead it can be viewed as the result of management and governance of several di↵erent
resources. Hence, a first step is to analyze what customer utilities that constitute the
core of a superior user experience. This is done by comparing the value propositions of
Netflix and Amazon with findings from interviews.

The core of both Amazon’s and Netflix’s value propositions are that they solve cus-
tomer problems. Reducing the costs and development e↵orts for businesses to adopt
Machine Learning technology and reducing the cognitive burden of searching for content
that you like are customer problems that are solved. Interview results also corroborates
the importance of solving a customer problem in creating a superior user experience.

Personalization or customization are key components of both Netflix’s and Amazon’s
value propositions. With vast selections of shopping items or streaming items, only pre-
senting the customers with items that appeal to them has a positive impact on user
experience as it reduces the cognitive burden of going through all items and making a
decision.

Another finding from interviews is that the cognitive relief depends to what extent the
user trusts the product, service or even the company delivering the service. If Netflix or
Amazon fail to recommend items the customer likes, or if AWS customers are uncertain
if their data is secure in the Amazon cloud, then this will likely stop them from consum-
ing the the product or service.
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Easy-to-use or seamless were identified both in interviews and case studies as another
customer utility that would add cognitive relief. For example, expressions of easy-to-use
in Netflix’s value proposition is that its streaming service is not restricted to a particular
device.

Table 5.1: Linking resources to value creation

5.2.2 Assets

In this section of the analysis, assets are linked to customer utilities to analyze how each
asset contributes to value creation. Ultimately the aim is to establish how valuable they
are for MLS repectively.

5.2.2.1 Data

Data or data access is considered a key resource for both Amazon’s and Netflix’s busi-
ness model. Also, data was often mentioned as one of the first strategically important
resources in interviews. Access to data drives success for many reasons. Firstly, there
is always a correlation between the accuracy of the machine learning model and the
amount and quality of data. If the system fails in performance, for example not recom-
mending a movie you want to see, the customer may not trust the product or service and
the general experience of using it will decrease. The amount, type and quality of data
that is required depends on the problem to be solved. For example, the core of both
Amazon’s and Netflix’s value propositions is personalized experiences. Although Netflix
and Amazon employ macro data in training their models, they would not be able to
deliver a personalized experience without access to user data. On the other hand, if the
product or service do not use Machine Learning for personalized experiences, i.e. using
Machine Learning for teaching a self-driving car to understand di↵erent road signs, then
the need for real-time user data decrease. Also, di↵erent algorithms require di↵erent
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types and amount of data. For example, deep learning require much larger data sets
than supervised learning algorithms.

Although data is an asset that is valuable for all MLS, its contribution to competi-
tive advantage depends on how rare it is. For example Netflix and Amazon have free
access to unique data sets through users interaction with their web services. In contrast,
Ditto Labs product is trained on public data which can be accessed cheaply by all its
competitors. Although the argument of rarity holds true for all resources and business
fields, the degree of scarcity of the data may be particularly powerful in Machine Learn-
ing industry due to the learning trait of the technology. Simplistically, the more unique
data set, the more unique learning, and the the better position you are in to create a
unique product or service. However, data can also be a risk for the business since it may
have a negative e↵ect on trust. Due to the business risk, companies may take technical
measures to ensure data security.

5.2.2.2 Machine Learning Technologies

A common denominator between Amazon’s and Netflix’s Machine Learning Technologies
is the usage of multiple algorithms and learning methods. Both companies use ranking
models to recommend items to its users and both companies rely on huge data sets that
consist of both macro data, such as demographic data, but also behavioral data such
as ratings. Although specific details on validation technologies have not been identified,
Netflix acknowledge that the processes that have been developed for testing its models
are crucial for the performance of the system. The main findings from the interviews
supports the findings from the case studies. Namely, the combination of learning methods
addressing specific problems generates the highest accuracy. Connecting to utilities,
high accuracy is perhaps the most important system performance metric for facilitating
trust. Since trust is a key customer utility, superior Machine Learning Technologies will
always be valuable. However, since the outcome and accuracy of an algorithm depend
to a certain degree on the data it learns from, the importance of Machine Learning
technology for competitiveness increases with decreasing rarity of data. In fact, unique
Machine Learning technology (excluding data set) becomes extremely powerful if the
data is public or constant for all actors on the market. In such scenario, formulating
the best hypotheses, having access to the superior composition of algorithms and having
the best processes and algorithms for testing the models, will have direct impact on the
value and the rarity of the outcome, and meet the attributes of a source of competitive
advantage.

5.2.2.3 User Experience Technologies

One of the main findings from interviews was the value of assets relating to the ap-
pearance and delivery of the the product or service, the User Experience technologies.
Essentially, if the user do not understand how to use product or service, or if the prod-
uct or service is unappealing or in any other way fails to solve a customer problem,
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it does not matter how superior the underlying technologies are. The success of Nest
demonstrates that appealing and intuitive design may compensate for inferior Machine
Learning technology and MLS. For this reason, UX technologies have been broken out
and analyzed independently from the system.

The value of UX technologies is supported by that the users seldom notice improve-
ments in system performance but only care about the ease-of-use and what the product
or service enables them to do. Equipping the users with the right skills to maximize the
perceived value is therefore considered crucial for long-term success. This finding can be
supported by that Amazon provides free visualization tools and wizards for its Machine
Learning services. Also, Netflix and Amazon have both been recognized for their good
customer service. Hence, the assets equipping the users with the skills required are valu-
able and potential sources of competitive advantage.

Another approach to ensure maximization of value is to make the product or service
easy to use through an appealing and intuitive user interface. Both Amazon and Netflix
have directed e↵orts in the UI design of their products and service to make them intuitive
and appealing. The motive to this appears to be two-folded. Firstly, since both Amazon
and Netflix are dependent on behavioral data for providing personalized content, creat-
ing user engagement is vital for the overall performance of the recommendation system.
Comparing to interview results, designing a seamless process for training the system was
highlighted as crucial asset for creating superior user experience. However, the case stud-
ies neither confirm nor dismiss this statement. Also, user engagement for the purpose
of training the system is only applicable on Transactional Processing MLS characterized
by real-time computing of behavioral data sets. Secondly, if designed properly, UI can
be a vehicle for trust. In addition to the technical features, the aesthetic and graphical
features of UI, such as logos and colour themes, are brand elements that the firms use
to distinguish their product or service from competitors.

Training tools and intuitive UI also contribute in solving a customer problem, because
the lack of such assets will essentially add cognitive burden, instead of reducing it.

5.2.2.4 Machine Learning System Composition

Based on interviews and case studies it has become clear that a key success factor is
the composition and design of the entire system. Analyzing Amazon’s MLS, although
employing external technology, it has developed proprietary technologies across all the
sub-technology fields. In contrast to Netflix, Amazon have invested a lot of resources
into developing and customizing the back-end of the system. Technical solutions related
to cyber security can be found both in Amazon’s MLS and from interviews. For Am-
plero, being able to provide secure cloud solutions was a pre-requisite for its customers to
engage due to the sensitivity of the data stored and communicated in the system. Com-
paring Networking Technologies and Data Systems, Netflix focuses less on hardware
technology development and has instead focused on architecture design and developing
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technology tuned for its streaming platform on top of existing technologies. Comparing
with the findings from interviews, the back-end technologies are valuable because they
provide the infrastructure for the product or service. However, most systems would use
commodity hardware and software, and the rarity is created through the design of the
architecture and the customization to meet specific customer requirements.

In terms of front-end technologies, Amazon and Netflix are both directing substan-
tial e↵orts in developing proprietary API technologies. This resonate with the findings
from interviews where most of the interviewed believed that knowledge di↵erentiation
stemmed from assets in front-end technology fields. In terms of APIs, Amazon and Net-
flix have di↵erent strategies for its technologies. Amazon’s APIs is an open platform for
machine learning developers and businesses. In contrast, Netflix withdrew public access
to its APIs in 2014 and has instead directed substantial internal development e↵orts
in order to optimize accessibility and flexibility for usage of di↵erent devices. This dif-
ference can be explained by that Amazon has turned its API into a business in itself,
generating a steady stream of valuable data.

5.2.2.5 Human Assets

Many of the key activities and key resources of Amazon and Netflix are the result of
humans applying their knowledge to already existing knowledge. For example, both
Amazon and Netflix have R&D as a key activity, resulting in the creation of key resources
like proprietary technology and IT infrastructure. The fact that one of the major costs
of both Netflix’s and Amazon’s cost structures is HR and/or payroll a�rms the linkage
between human assets and other key resources. Although it is the capabilities of humans
rather then the asset itself that translates into customer value, having access to the
right people is one of the main findings of the interviews. Partnering with leading
universities, participating in conferences, arranging competitions (i.e. Netflix Prize) and
open-source initiatives are all activities that companies engage in in order to attract and
recruit talents. In particular, prominent Machine Learning researchers and practitioners
appears to be a source to competitive advantage. Partly because there is a greater
demand than supply, but also because they have the knowledge and skills required to
build on top of commodity solutions, and thus creating Machine Learning technologies
that are both valuable and rare. Although the findings from interviews indicate that the
right Machine Learning minds are the most valuable and rare category of human assets,
there is also a need for entrepreneurs that can identify customer needs and transform
them into products and services. User Interface experts is another category of human
assets that has been singled out as important for success. Since an expert by definition
posses knowledge and skills that others do not, the knowledge they bring into the firm
will be rare. Although human assets cannot directly be linked to any customer utilities,
the linkage between human assets and other key assets indicates that their value stems
from enabling the creation of other valuable and rare assets.
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5.2.3 Capabilities

In this section of the analysis, capabilities are linked to customer utilities to analyze how
each capability contributes to value creation and ultimately determine their value and
role in competitiveness.

5.2.3.1 Data driven

To use data insights for strategic and business decisions is identified as a key success
factor in the interviews. This is corroborated by the the history and key activities of
Amazon and Netflix which repeatedly show how business decisions are driven by data
insights. Hence, to have a business strategy that is anchored in data insights enables
better management of current resources as well as identification of opportunities to
create value in the future. Based on the findings from interviews and case studies, there
is support for that being data driven is a valuable capability. However, the findings from
empirical results do not spread light on the rarity of the capability and therefore it can
neither be determined nor dismissed as a source of competitive advantage.

5.2.3.2 Innovative over time

The case studies illustrate that both Amazon and Netflix at several occasions have
demonstrated their ability to be innovative. Netflix organized a public competitions to
improve its recommendation system or to develop APIs for device independence. The
launching of AWS is in itself a testimonial to Amazon’s ability to be innovative. In terms
of knowledge acquisition, Amazon continuously acquires know-how and technology to
implement in its business, such as the robots from Kiva Systems that have significantly
improved Amazons fulfillment centres. Relating to both case studies and findings in
interviews it can thus be stated that a firm’s ability to be innovative over time is valuable
and provided that its competitor is less innovative over time, a source of competitive
advantage.

5.2.4 Other Considerations

The connection between customer utilities and capabilities are less direct compared to
assets since capabilities by definition are resources that are applied on assets. With that
being said, the weaker connection to customer utilities does not mean that they are not
sources of competitive advantage. Not all success factors, resources or utilities found in
the empirical results have been analyzed in this section. The reason for that being that
there has not been su�cient empirical support. For example, the ability to collaborate
cross-functionally was stated as a valuable capability in one interview, however, this
statement could not be corroborated from other interviews or the case studies.
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5.3 Control Mechanisms

The analysis of control mechanisms is divided into two sections. Firstly, the possibility
of competitive duplication is assessed by ranking the level of control generated by each
mechanism. Secondly, an analysis is presented of how the di↵erent control mechanisms
are used for the identified potential sources of competitive advantage in MLS.

5.3.1 Level of Control

The level of control generated by a control mechanism depends on the context of which it
is used. It is therefore important to understand the range of control for each mechanism
in MLS. The ranges are illustrated in Figure 5.2, and are based on the advantages and
disadvantages described in Control Mechanisms and specifically in the context of MLS.

Figure 5.2: Level of Control for the Control Mechanisms identified

The strength of a patent protection is determined by the scope of the patent. Many
MLS inventions are on the boarder-line of patentable subject matter, which limits the
e↵ectiveness of patents for control. Furthermore, it is important to be able to enforce
your right which is di�cult for many patents within MLS due to the hardship of proving
infringement. The e↵ectiveness of patents for protecting MLS is assessed to medium
depending on the invention and the intended use.

Although copyright is easy to obtain, it is not considered a strong mechanism for MLS
related work due to the narrow scope of the right. Hence, the range is rated to be fairly
low in 5.2.

Trade secrets i.e. secrecy can indeed generate high level of control. If you can prevent
MLS technology or know-how to be spread, it will exclusively belong to you. However, if
the knowledge is leaked the damage is complete and your protection is fully exhausted.
Consequently, using trade secrets as control mechanisms for MLS implies either very
high control or very low control.
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Trademarks provide exclusive protection, implying high level of control for MLS. How-
ever, the right is not only obtained by registration, but determined by field of use. The
strength of the brand also has high impact on the scope of protection, as they are closely
connected. Hence, the level of control using trademarks for MLS varies from medium to
high depending on the strength of the brand in the field of use.

Technical control through the usage of specifically designed software and hardware may
generate very e↵ective protection of intellectual assets in MLS. However, as technol-
ogy in MLS changes rapidly, the control granted from a technical protection service is
constantly challenged. Also, comparing to IPRs, technical protection only provides ex-
clusivity over a given asset, and does not hinders competitors from developing and using
similar assets themselves. Technical control for MLS in the form of customer lock-in
can also add to the strength, provided that the lock-in e↵ect does not compromise the
perceived value of the product or service.

Similarly to IPRs, contracts generate rights that are enforceable in a court of law and
can therefore provide high level control for MLS. Also, the terms of the contract can
be designed to meet specific needs, which enable customization and bridge weaknesses
of other control mechanisms used to control the MLS. The strength of control gener-
ated from contracts are often dependent on the strength of the relationship between
the contracting parties. Contracts that are well-designed and where the relationship of
the contracting parties is strong can generate high level of control. On the other hand,
contracts that are poorly designed and where contracting parties have low incentives to
comply may implicate relatively low level of control for MLS.

The control generated from market power has been described in interviews from a rep-
utation or brand perspective as a common manifestation of market control for MLS.
Furthermore, trust has been identified as essential for creating a superior user experi-
ence in MLS and the core value provided by brand is trust. The control generated from
financial strength has not emerged during interviews, which may be an indication of low
control e↵ectiveness. The concept of first mover advantage can be e↵ective for MLS
in many situations. Experience from solving a particular customer/technical problem,
securing exclusive access to limited data or switching costs are all reasonably e↵ective
to a certain extent for MLS. However, reputation e↵ects or first mover advantage do not
generate rights that are enforceable in court and require constant management to retain.

Although business models have been identified as a means of control, the findings from
empirical results do not provide enough insight to analyze the level of control of a busi-
ness model compared to other control mechanisms used for MLS. Therefore, the analysis
related to business model will be restricted to acknowledging that business models can
be a source of sustained competitive advantage, and be used as a mechanism of control,
particularly when other control mechanisms fall short.
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5.3.2 Control of Sources of Competitive Advantage

The underlying assumption of this study is that the most important elements to con-
trol are the most valuable and rare resources. Hence, this analysis presents how control
mechanisms and combinations thereof are applied on the potential sources of compet-
itive advantage identified in Sources of Competitive Advantage. Table 5.2 presents an
overview over the resources and what control mechanisms are used in MLS, what poten-
tially could be used and what is not applicable.

The analysis of control mechanisms is primarily based on interviews with experts within
the field (see Section Control Mechanisms). Identifying how control mechanisms are
utilized has been challenging as this information is usually kept secret. Thus, the case
studies are not included in this analysis as the information would not be su�ciently
comprehensive.

Table 5.2: Mechanisms used for controlling potential sources of competitive Advantage

5.3.2.1 Data

Data or the access to data is controlled indirectly through the use of copyright on
databases, in which data is structured to optimize access. Technical solutions for col-
lecting the data may be fulfil the criteria of patentable subject matter, however these
types of patents have not been emphasized in any of the interviews as a mechanism that
is employed. Instead, data is mainly controlled technically through the use of specially
designed software, restricting the access to data from both external threats, such as com-
petitors and users, as well internal threats such as employees. The data is also controlled
technically through the use of specifically designed hardware, such as server and network
devices. A third layer of control of data that is commonly used is contractual control to
the access of data. Through contractual agreements, the firm may secure rights to store
and use data that is required to train and run its Machine Learning models. Depending
on the data, contracting parties may be its customers but also other external entities
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that the firm has partnered with. In addition to be well-designed and build on strong
relationships, the terms of the contracts must be exclusive in the field of use to meet
the requisites of a source of sustained competitive advantage. If data is scarce, first
mover advantage can be assumed to yield some level of control. As a pioneer, you do not
have to compete for access to data in the initial stage and you are therefore in a better
position to establish control, e.g. through relationships and contracts. Although there
are inherent weaknesses with technical, copyright, contractual control and first mover
advantage, the combination of control mechanisms provides an overall strong control
position.

5.3.2.2 Machine Learning Technologies

As the control of data sets have already been accounted for, this section will analyze the
control of hypotheses sets, algorithms and validation technologies. Although algorithms
and validation technologies may be considered patentable subject matter, the findings
from the interviews indicate that patents seldom are used as means of control. The
reasons for this are mainly that detecting infringement is di�cult, the patents are gener-
ally easy to invent-around and the enforceability in court is low. However, patenting of
Machine Learning technologies do occur but mostly for larger companies that have the
financial strength to withstand a law suit. Smaller companies have also been found to
apply for patents for their Machine Learning technologies, but primarily as a mean to
attract investors rather than as a mean of control. Instead, hypotheses sets, algorithms
and validation technologies are mainly controlled through a combination of secrecy and
technical control. Secrecy, through the usage of Non-Disclosure-Agreements and trade
secrets is employed across all assets, but perhaps particularly controlling the know-how of
what questions to ask and how hypotheses can be validated. Technical control, through
the use of private cloud solutions and other technical solutions restricting access to the
learning and testing algorithms are also employed. Additionally, the intrinsic properties
of Machine Learning models themselves can be viewed as a technical barrier as even the
inventors themselves cannot explain the outcome. This ”black-box” phenomena makes
reverse-engineering almost impossible. Although not confirmed in interviews, the first
mover advantage can generate control as the model will improve with learning over time.
Although the programming code constituting the algorithms may be subject to copy-
right, there have been no court cases of copyright infringement and the findings from
interviews indicates that copyright is not considered e↵ective for protecting the crude
code. Overall, technical control mechanisms and secrecy enables e↵ective control over
Machine Learning assets.

5.3.2.3 UX Technologies

Similarly to data and Machine Learning technologies, several of control mechanism are
employed to control UX Technologies. Since many of assets are visible or publicly avail-
able, secrecy is not an option and the overall risk of imitation is high. On the other
hand, the visibility also entails that infringement is more easily detected. Starting with

78



5.3. CONTROL MECHANISMS CHAPTER 5. ANALYSIS

the control mechanisms generating legal rights, trademarks and possibly design patents
are used to create control. Trademarks can generate strong control over product and
service names, as well as elements of websites. However, the level of control achieved by
trademarks is highly dependent on the strength of the brand and less e↵ective in itself.
Design patents have been found to be used for controlling user interface features, however
whether these patents generate strong control have not been unambiguously confirmed.
Instructions, visualization elements and software are mainly protected by copyrights,
which o↵ers a very narrow scope of protection. Since the users interacts directly with
many of the assets, these assets can be assumed to constitute the big part of the brand.
Hence, lock-in e↵ects rising from strong brand loyalty, brand image or top-of-mind-logic
can be very e↵ective to retain customers, but it will not hinder imitation. Conclusively,
a comprehensive and strong control position is di�cult to achieve for UX technologies.

5.3.2.4 Machine Learning System Composition

The composition of di↵erent technologies have been identified as one of the most valuable
assets and this appears to be controlled through secrecy. Although some some assets
may be public, the know-how of how the di↵erent technologies are combined are usu-
ally protected by trade secrets. Technical control restricting users and employees from
accessing all parts of the system is also used. Furthermore, since many MLS are charac-
terized by o↵-the-shelf technologies or open-source software for Data System, Network
Technologies and APIs, license agreements becomes an important mechanism to ensure
access to valuable technology. License agreements and contracts regulating terms of use
are also employed to control usage of the product or service. Patents are used for pro-
tecting both software and hardware across all sub-technologies. However, the level of
control yielded is generally higher for hardware patents as infringement is more easily
detected. For the same reason, patents covering back-end technology are considered less
e↵ective. Another type of technical control that can be e↵ective is opening up front-end
technologies, such as APIs for the purpose of creating a standard which then drives usage
of underlying infrastructure or to generate data. Based on the findings and analysis of
MLS characteristics, it is reasonable to assume that the complexity of the system in itself
creates substantial barriers to duplication. On the other hand, a too complex system
may generate managerial and execution issues. Conclusively, the composition of MLS
can be highly controlled, but at the expense of e�ciency.

5.3.2.5 Human Assets

Human assets are mainly controlled by contracts and market power. Although contracts
have the legal capacity to regulate unlawful use of know-how, it cannot prevent valuable
employees from leaving neither can contracts control the access to them in the first
place. Hence, contracts yield relatively weak level of control over human assets. Instead,
reputation e↵ects and brand appear to be much more e↵ective in terms of attracting
talents. However, the increased turnover of employees in ICT indicates that human
assets are increasingly hard to control.
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5.3.2.6 Capabilities

The ability of a firm to be data driven and innovative over time cannot be linked directly
to any of the control mechanisms based on the findings from interviews. However,
that does not necessarily mean that they cannot be sources of sustained competitive
advantage. Firm capabilities are ultimately developed and governed by the overall model
of the business, and a reasonable conclusion is therefore that the business model can be
a mechanism of control. It may be that the challenges associated with developing and
remaining data driven and innovative over time create barriers for competitive imitation.
Additionally, the ability of being data driven and innovative over time is dependent on
the control of other assets, such as data, technology for analyzing data and human
assets.
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Chapter 6

Conclusion

T
he main customer value created by Machine Learning System (MLS) is cognitive
relief where the burden of decision-making or e↵ort is reduced. Thus, creating su-
perior user experience is a pre-requisite for competing. In order for the customer

to experience a cognitive relief, the product or service must be trustworthy, perceived as
personalized, easy-to-use and solve an actual problem. Failure of delivering these utili-
ties will add cognitive burden and impair the user experience. Data, Machine Learning
technologies, User Experience (UX) technologies, the composition of MLS, human as-
sets, the ability to be data driven and the ability to be innovative over time are the most
important resources for generating these utilities, and hence the most valuable resources
for a firm to possess.

To be sources of sustained competitive advantage the resources must also be rare and
di�cult for competitors to imitate or substitute. Although human assets are rare by
virtue, they are di�cult to control. The combined usage of IPRs, secrecy, technical, and
contractual control form a strong protection against duplication of the MLS composition,
however, o↵-the-shelf and open source technologies are commonly employed compromis-
ing rarity. UX technologies are pre-requisite for success since these are the resources that
ultimately communicates the customer utilities. In relation to other technologies in the
system, these are characterized by the highest degree of proprietorship and reasonably
unique to some extent. However, UX technologies are di�cult to control and therefore
more likely a source of competitive advantage, rather than sustained competitive advan-
tage.

Although not explicitly confirmed in interviews, it is reasonable to assume that the dif-
ficulty for a firm to develop and maintain capabilities such as innovative over time and
data driven automatically creates a certain level of rarity and barriers for duplication.
Data and ML technologies are assets for which a high level of control can be achieved,
primarily by technical, contractual and secrecy means. Provided rarity, data and ML
technologies are concluded to be strong candidates to sources of sustained competitive
advantage.
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Figure 6.1: The valuable resources identified in this study mapped against potential
rarity and control.

Figure 6.1 maps the most valuable resources and how the level of rarity and control
a↵ects a resource’s potential to be a source of sustained competitive advantage. The
resources in the top right corner meets the criteria of sustained competitive advantage,
whereas resources in the top left corner likely only are sources of competitive advantage.
Because the accuracy and performance of Machine Learning technologies depends on the
data it learns from, two main scenarios of competition have been identified;

1. data is rare

2. data is public

In the first scenario, the firm has exclusive access to data sets resulting in unique outcome
that is impossible to duplicate despite the usage of o↵-the-shelf algorithms or low level
of control over technologies. By reducing the level of control and using a higher degree of
commodity technology, the firm will likely be able to reduce costs without compromising
revenues and potentially increase profitability. In the second scenario, data cannot be a
source to sustained competitive advantage since it is not rare. In such scenario, superior
accuracy depends exclusively on the hypotheses sets, algorithms and validation technolo-
gies. Thus, the importance to control these assets increase, and this will be the starting
point for sustained competitive advantage. In this scenario, human assets will likely play
a more important role for success and e↵orts should be taken to increase the control over
these assets. In this case, costs associated with controlling data can be reduced. The
dynamic act of optimizing the level of control and rarity is illustrated by the oval shapes
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in 6.1, starting from the upper corners and moving down towards the bottom left corner.

Finally, designing sustained competitive advantage for MLS requires an understanding
of the interdependencies of the system and how di↵erent sub-technologies are a↵ected
by what problems are solved and what data sets are required. The interdependencies of
the MLS suggests a dynamic approach rather than a static, which needs to be reflected
in the business model. The business model should be dynamic and creative to mitigate
or exploit control weaknesses. It also needs to employ multiple control mechanisms to
not only prevent competitive duplication, but also enables access and development of
valuable and rare resources. In fact, such dynamic model can in itself be both an e↵ec-
tive control mechanism and source of sustained competitive advantage, provided that it
is unique and di�cult to replicate.
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Discussion

T
he technology field investigated in this study is evolving rapidly, resulting in a
constant change of market dynamics. The adoption of Machine Learning in new
industries and for new applications fuels the technology advancement, where new

innovations and ideas constantly are added which will influence future society.

The major takeaway is the impact and role of data. Although technologies develop,
the basic ingredient for all Artificial Intelligence is data. Data might be the most indis-
pensable resource for companies in future where not only access but also management
of data will be crucial. The ability to make sense of data, both externally and internally
will be crucial across all business fields as enabling technologies mature. Creating trust
by developing and promoting cyber secure solutions is increasingly important. We pre-
dict that data privacy, cyber security and ultimately trust will play a more and more
significant role for success as the usage of Machine Learning, and AI in general, increase.

Suggestions for Further Research
In order to fully determine sustainable competitive advantage, the competitive landscape
should be investigated to prove the attributes of rarity and non-substitution. Such re-
search could be further extended to investigate di↵erent business models and their impact
on sustained competitive advantage.

A more comprehensive sample could be selected to create a more extensive and general
study. Also, a narrower scope focusing on i.e. MLS start-ups or a specific application
field of MLS could allow for more in-depth insights. On the other hand, such restriction
would compromise generalization. Contrl mechanisms for ICT industry is another topic
that can be further researched. Although the abductive approached allowed for addi-
tional control mechanism to be discovered, there may be other mechanisms of control
that play a role designing sustained competitive advantage.
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Appendices

A
ppendix includes a list over the interviewed for this research as well as the template
for the interviews.

A.1 Appendix A: Interview Template

The interviews have been designed according to the research questions. Since a semi-
structured interview method was used, the template was used as a starting point and
focal point of the interviewed depended on the expertise of the interviewed. For example,
a Machine Leaning researcher was only asked questions from the ”MLS Characteristics”
section of the template. Similarly, IP experts were mainly asked questions related to
control mechanisms. Below the template for the interviews is presented.

Introduction
Short description of the purpose of the study as well as the theoretical foundation.

Short introduction of the authors and their academic background.

Clarification of how the data gathered will be used and ensure that consent is given
for publishing the information:

”Before we get started we just want to clarify how the information shared during this
interview will be used. The data will be used for our master thesis, which will be pub-
lished at Chalmers University of Technology. For that reason, please let us know if there
is anything you don’t want us to include. Otherwise we’ll assume that we can publish
the information.”
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MLS Characteristics

1. Can you give us a short description of your role?

2. What characterizes [your] Machine Learning System?

3. What di↵erent technology fields does the system constitute of?

4. What characterizes each technology field?

5. How do the di↵erent characteristics and technology fields create value for the end-
user?

Potential sources of sustained competitive advantage

1. Can you give us a short description of your company and what do you consider to
be your core business?

2. Can you give us a short description of your role?

3. Can you tell us about [your] products/services that are based on Machine Learning
technology and that has been successful?

4. In your opinion, what [make]/[made the] product(s) or service(s) successful?

5. What makes [ML companies]/[you] competitive over time?

6. What would you consider to be the most valuable assets for being successful over
time?

7. What would you consider to be the most valuable capabilities for being successful
over time?

8. How would you describe [your]/[market leaders’] position on the market?

9. How does market position influence your long-term competitiveness?

10. What would you consider to be the key ingredients to sustained competitiveness
in this industry?

11. In hindsight, is there anything you would have done di↵erently?(if applicable)

12. Looking forward, what do you think will be most important for companies to
remain competitive over time?

Control Mechanisms
Short introduction of terminology that will be used, eg. the definition employed in this
study for technical control mechanism.

1. How do [you]/[market leaders] use Intellectual Property Rights? Why/why not?
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2. What type of legal tools are most commonly employed for inventions related to
Machine Learning Systems?

3. Looking at property-based control mechanism, and specifically IPRs, how are IPRs
used today for machine learning inventions? And what are the main implications
with using IPRs to control businesses based on Machine Learning technology?

4. Are there any determining court cases that have had an impact on the deployment
of legally enforceable control mechanisms in Machine Learning based business to-
day?

5. To what extent is secrecy used to prevent imitation and to control businesses based
on Machine Learning?

6. To what extent is technical used to prevent imitation and to control businesses
based on Machine Learning?

7. To what extent is contractual control used to prevent imitation and to control
businesses based on Machine Learning?

8. To what extent is market power/reputation used to prevent imitation and to control
businesses based on Machine Learning?

9. Are there any other control mechanisms that you believe we have overlooked?

10. In hindsight, is there anything you would have done di↵erently? (if applicable)
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A.2 Appendix B: List of interviewed Persons
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