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Abstract

The plasma spraying process is used to coat surfaces which are subjected to extreme
conditions, e.g. rocket nozzles in the aerospace industry. The basic outline of the pro-
cess is to inject metal or ceramic particles into a plasma jet generated by an electric
arc. The particles are melted by the high temperature and accelerated towards the
component to be coated (the substrate) by the high fluid velocities inside the plasma
jet. When impacting on the substrate the particles solidify in a few milliseconds to
form a strongly bonded coating.

At Fraunhofer Chalmers Centre a software for simulating electrostatic rotary bell
spray painting is being developed and used in the automotive industry. In this the-
sis it has been investigated how well this software, IPS Virtual Paint, can predict a
plasma spraying process.

Two test cases were defined and simulated. Data from previous detailed simulations
of the plasma jet and its close surroundings was used to define the virtual plasma gun.
Physical testing of the two cases was performed to calibrate and validate the results
of the model. Also, a post-processing tool with the aim of calculating the coating
thickness and temperature history of the coating and substrate was developed. The
results from simulations and testing are compared and a satisfactory agreement has
been reached.

Keywords: Plasma jet, Powder particles, Coating, Heat transfer, IBOFlow
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Nomenclature

Ṁc Total mass flow of continuous phase

Ṁd Total mass flow of dispersed phase

Q̇J Effective Joule heating

γr Skewness of particle size distribution

Y Array of primitive variables

µc Viscosity of the continuous phase

~~τ Stress tensor

~A Magnetic vector

~B Magnetic field

~J q Current density

~q′ Total heat flux

~u Velocity of the continuous phase

~v Velocity of the dispersed phase

φ Electric potential

ρ Mass density

ρc Density of the continuous phase

ρd Density of the dispersed phase

σ Surface tension

τF Characteristic time scale of flow

τv Particle momentum response time

Cp Specific heat of continuous phase

Dp Particle diameter

h Convective heat transfer coeff

h Equilibrium enthalpy

kc Thermal conductivity of continuous phase

kp Thermal conductivity of particle/droplet material

p Pressure

Rmax Maximum radius of injection zone

Rmin Minimum radius of injection zone
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T Temperature

vϕ Tangential velocity in applicator

vr Radial velocity in applicator

vz Axial velocity in applicator
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1 Introduction

Applications where mechanical parts are subjected to extreme conditions, such as in the
aircraft and aerospace technology, have developed a need for high performance coatings.
When large aerodynamic, chemical, and/or thermal loads are subjected to part of a sys-
tem it could fail due to erosion, corrosion and/or abrasion of its surface, sometimes with
catastrophic effects.

Thermal spraying was introduced in the early 1900s and has evolved into a state of the
art technology for producing qualitative coatings for a great range of applications. Several
different techniques exist within the field, but the common denominator is that a solid
material is molten and accelerated, towards the target surface, by a fluid jet. It is expected
that the technique will continue to grow [8].

1.1 Purpose

The purpose of this thesis was to evaluate the possibilities of simulating thermal spraying
by use of the existing software IPS Virtual Paint, developed by Fraunhofer Chalmers
Centre, and to implement the necessary modifications to the software so that the dominant
phenomena was captured. The goal of the project has been to perform simulations on test
cases of which the results are comparable to measurements performed by Volvo Aero. Also,
suggestions for further development are included.

1.2 Limitations

The project was limited in time due to the fact that this is a master thesis project. The
work was carried out during the spring-semester of 2011 and finished in June 2011. The
physical limitations, due to limiting computing- and time-resources are stated below:

• Only plasma spraying was considered in this project since this is the process used in
the reference case (Appendix A).

• The simulations did not include the plasma torch. Hence the particles were assumed
to be fully liquid at the inlet.

• The diameters and velocities at the inlet were assumed to be known and were based
on the specifications given by the reference case.

• Simulations include only metal-alloy particles. Hence no ceramic particles.

, Applied Mechanics, Master’s Thesis 2011:07 1



1.3 Approach

For a CFD code to be industrially applicable it has to be quite fast, hence every detail of
the jet-flow and particle impact has not been modeled in this work. Focus was put on the
particle trajectories between the plasma torch and the substrate. The particle-substrate
interaction was approximated with a simple model. In short, the steps can be described
as follows:

1. The theory behind existing software was evaluated and compared to thermal spray
theory, differences were located.

2. The existing software was slightly adapted to meet the new demands.

3. The simulations on test cases were performed and the results were compared to
physical tests.

4. The most crucial areas for further development were located.

The scientific approach has been to perform an extensive study of the existing literature
within the field and through careful consideration select and model the most dominant
phenomena affecting the macro scale. An ongoing contact with the industrial partners was
kept to ensure that the project remained on track and that the most relevant results were
captured.

Below a short description of some previously performed simulations of the phenomena in
the plasma spraying process is given.

Previous simulations of the thermal spraying process include work of Choquet [5] who per-
formed detailed steady-state simulations of the plasma jet and its close surroundings with
the aim of predicting the backflow of injected particles.

Li [10] modeled the high-velocity oxygen fuel (HVOF) process including a turbulent re-
acting flow field. Trelles [21] modeled the physics inside the plasma torch using a non-
equilibrium model and an equilibrium model to compare the validity of the assumption of
local thermodynamic equilibrium.

Marchand [12] investigated the interactions between the fluctuating plasma jet and the
injected particles. In this study, a large eddy simulation (LES) was performed.

Ettouil [7] modeled the phase change for a particle inside a plasma jet. Both iron and zir-
conia particles were studied and it was found that ceramic particles have the tendency to
experience inner temperature gradients whereas metallic particles tend to have a uniform
inner temperature profile. Pasandideh-Fard [19] simulated the fluid flow, heat transfer and
phase-change of a liquid particle impacting on a flat, solid, surface.

All of the above simulations are quite detailed and as far as the author of this thesis knows,
there exist no tool to predict the macro scale of a thermal spraying process taking into
account the movement of the geometries.
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1.4 Test cases

For the purpose of calibration and validation two test cases were set up together with Volvo
Aero. The plasma setup parameters are stated in Appendix A and [5]. The motion of the
plasma gun is seen in Figures 1.1 and 1.2. The distance from the gun to the target is 120
mm and the relative velocity between the plasma gun and the plate is 1.25 m/s

Figure 1.1: Test case 1

The aim of test case 1 is to compare the thickness profiles with physical tests performed by
Volvo Aero. In a plasma spraying process the substrate is usually rotating, the gun then
has a vertical velocity which is small compared to the surface velocity of the substrate. The
vertical movement of the gun is usually 3.5 mm per rotation. When a non-axisymmetric
object is to be sprayed, however, the target will be fixed.

Test case 2 was set up to visually compare individual sweeps. Since the particles are
injected perpendicular to the plasma jet it is of interest to compare strokes in which the
particle injector is aligned with the motion of the gun and perpendicular to the motion of
the gun. Hence the gun is rotated 90◦ between the sweeps.

Figure 1.2: Test case 2

The test cases have been simulated in IPS Virtual Paint and physical testing has been
performed at Volvo Aero.
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2 Theory

The different techniques of thermal spraying can be divided into three main groups. Each
of these groups are presented in Sections 2.1, 2.2 and 2.3 where focus is on plasma spraying
since this is the process used in the reference case to this project.

2.1 Electric arc wire spraying

The general outline of a electric arc wire spraying process is shown in Figure 2.1. Two
electrically conductive wires are fed into a point where they meet and melt due to the
electric arc produced by the current passing through the wires. A stream of pressurized
air is blown into the melting point and the molten material is atomized and accelerated
towards the substrate. A stabilizing air stream surrounds the spray which prevents it
from spreading too much into the atmosphere. The main application of the so called
wire coats was originally protection against corrosion but now it is used for many other
applications [8].

Figure 2.1: Basic outline of wire spraying

4 , Applied Mechanics, Master’s Thesis 2011:07



2.2 Combustion Spraying

This is a quite common technique where particles of metals, alloys or cermets are heated
and propelled to a sonic/supersonic state in a combusting gas [10]. The ignition can be
continuous or by a spark plug, the latter is the main difference between the Detonation-gun
(D-gun, Figure 2.2) and the rest of the combustion-type heat sources.

Figure 2.2: Basic outline of the detonation gun

The velocities can be varied to a great extent by use of different nozzles, for example
the High Velocity Oxygen Fuel (HVOF) technique where a laval-type nozzle is used to
accelerate the flow to a supersonic state. The outline of HVOF is drawn in Figure 2.3,
HVOF has been widely used in the automotive, aerospace and chemical industries [10]
to produce coatings with high resistance to wear, thermal loads or corrosion as well as
coatings used as electrical insulators [2]. It is characterized by very high gas and particle
velocities and relatively low temperatures, compared to plasma spraying.

Figure 2.3: Basic outline of HVOF

2.3 Plasma Spraying

The process of plasma spraying is quite simple in its layout but the physics is rather
complex. A better understanding of the underlying phenomena is needed to develop new
coatings and to correlate the process parameters to the coating characteristics [11]. Be-
low the process is divided into Direct Current Arc Plasma Torch, Powders and Particle
injection, Plasma jet and Particle’s in-flight behaviour and Impact on substrate.

In Table 2.1 the most important dimensionless numbers are given. The typical values col-
umn indicates approximate values, particle in-flight region, in the plasma spraying process.
The values in the right column are significantly different depending on whether the particle
injection to the plasma core is studied or not.
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Dimensionless number Definition Typical Values

Fluid Reynolds number: Re =
ρcL |~u|
µc

106

L is a characteristic length of the
flow (e.g. radius of plasma jet). The
Reynolds number is an indication of the
properties of the flowfield.

Relative Reynolds number: Rer =
ρcDp |~u− ~v|

µc
50 − 100

Based on particle to fluid relative veloc-
ity.

Weber number: We =
ρcDp |~u− ~v|2

σ
< 1

Particle dynamic pressure relative to
surface tension. Indicates if the droplet
will maintain a sperical shape, deform
or break up. Low Weber numbers
correspond to spherical droplets and
breakup happens at We ∼>10.

Biot number: Bi =
hDp

kp
0.01 − 10

The ratio between the surface- and in-
ternal heat transfer coefficients.

Prandtl number: Pr =
Cpµc
kc

0.7 − 0.8

Ratio between vicous diffusion and
thermal diffusion.

Stokes number: Stv =
τv
τF

∼ 10

The ratio between the momentum re-
sponse time and a characteristic time
scale of the flow. The timescale here is
defined as the time from particle injec-
tion to impact (∼0.001). Momentum
response time is defined as

τv=
ρdD

2
p

18µc
≈ 0.01

τv is an indication of how quickly the
particles respond to changes in the flow-
field.

Loading: Z =
Ṁd

Ṁc

0.5 − 1

The ratio of mass flux of the dispersed
phase to that of the continuous phase.

Sommerfeld number: K =
√
We
√
Re 0 − 1200

Determines if a liquid particle will re-
bound, deposite or splash at the tar-
get surface. The Reynolds number used
here is defined from particle density and
viscosity [8].

Table 2.1: Dimensionless numbers
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2.3.1 Direct Current Arc Plasma Torch

Plasma torches are very flexible instruments because of their wide temperature- and service
characteristics range, the power level can differ as much as 1 - 10 000 kW [9] depending
on the process. Most torches operate on direct current (DC) but there are examples of
alternating current (AC) torches. The most essential parameters of the burner chamber
and nozzle of a DC arc plasma torch are power supply, type of plasma forming gas or gases,
mass flow rate of plasma gas, cooling, mass flow rate of cooling fluid, and nozzle geometry
[11, 16].

A plasma torch has three main components; an anode, a cathode and the plasma forming
gas. The plasma forming gas is usually a combination of two gases, e.g. Argon (Ar)
or Helium (He). The anode, which in most cases consists of copper or copper alloys
(sometimes with a tungsten insert) [9], is designed as a nozzle or tube that contains the
plasma flame. The cathode is the most critical component in the plasma torch due to the
high specific flux ratios. It is situated on the center-axis of the torch, see Figure 2.4, and
the choice of cathode shape and material is determined by the plasma-forming gas and
the specific enthalpy [9], but it usually consists of tungsten doped with thoriumdioxide
(W 2wt% ThO2). A thorough discussion of materials is given in [9].

The plasma column is formed by electrons emitted from the cathode tip that are accelerated
downstream by the electric field [11]. It should be noted that the flow inside a DC arc
plasma torch is highly three-dimensional and unsteady despite of the relatively simple
geometries and the steadyness of the boundary conditions. The three-dimensionality and
unsteadiness due to an imbalance of the drag and electromagnetic forces [21].

Figure 2.4: Basic outline of the plasma torch

When deriving equations for the plasma-flow an important assumption is made, namely
the assumption of local thermodynamic equilibrium (LTE). LTE is the most common as-
sumption in thermal plasma modeling [9] and it implies that all the chemical species (ions,
electrons, atoms and molecules) within a factional volume are in kinetic equilibrium. The
validity of this assumption should be considered before applying a specific model to a
system. Especially if strong interactions between the plasma and a stream of cold flow
exist (for instance a protective boundary layer) [21], which is the case in many industrial
applications. The equations in Table 2.2 are the thermal plasma equations including con-
servation of (1) mass, (2) momentum, (3) thermal energy, (4) electrical current and (5) the
magnetic induction equation [21] when the LTE assumption is valid.

, Applied Mechanics, Master’s Thesis 2011:07 7



i Yi Transient Advective Diffusive Reactive

1 p
∂ρ

∂t
~u · ∇ρ+ ρ∇ · ~u 0 0

2 ~u ρ
∂~u

∂t
ρ~u · ∇~u−∇p −∇ · ~~τ ~J q × ~B

3 T ρ
∂h

∂t
ρ~u · ∇h −∇ · ~q′ Dp

Dt
+ Q̇J − Q̇r

4 φ 0 0 −∇ · ~J q 0

5 ~A ρ
∂ ~A

∂t
∇φ− ~u×∇× ~A η∇2 ~A ~0

Table 2.2: Thermal plasma equations

In Table 2.2, p is the pressure, ~u velocity vector, T temperature, φ electric potential and ~A
the magnetic vector. ρ is the mass density, t time, ~~τ the stress tensor, ~J q current density,

and ~B the magnetic field. The equations in Table 2.2 will not be solved in this project
and are given for the sake of completeness. A review can be found in [21] where they are
solved using a variational multi-scale finite element method.

2.3.2 Powders and Particle injection

The extremely wide temperature range of plasma spraying makes it possible to use almost
any metallic or non-metallic material such as oxides, carbides, nitrides, borides, silicides,
metallics mixed with ceramics and even plastics, in form of powder. The selection of pow-
der depends on the desired coating characteristics [16]. The temperatures in the plasma
core can exceed 30 000 K [9] contributing to the flexibility of the process.

Wear resistance (bearings, cog wheels), thermal resistance (turbines, engine parts, rocket
nozzles), corrosion resistance (offshore equipment, bridges), electrical conductivity and re-
sistance (conductors or insulators), renovation of surfaces and worn out parts (renovation
of expensive turbine rotors and crankshafts) are some of the applications for different kinds
of materials. In the reference case in Appendix A a powder consisting of Nickel and Alu-
minium is used (Ni-5wt%Al) and the particle diameters are approximately 65µm.

Given a plasma nozzle flow the next important issue is the injection of the particles. The
time spent by a particle inside the plasma jet is referred to as the residence time. This
is an important parameter since a small difference in residence time has huge impact on
particle temperature and total heat flux. This parameter can be controlled in a number
of ways, e.g. changing the position of injection or type of injector [22], or changing the
angle and velocity of injection [11]. One or several injection tubes can be used. In the
reference case of Appendix A one injection tube perpendicular to the plasma jet is used
which is situated 5 mm downstream of the plasma gun exit. Figure 2.5 illustrates some of
the particle injection parameters.

8 , Applied Mechanics, Master’s Thesis 2011:07



Figure 2.5: Injection parameters

In Figure 2.5 L defines the position of particle injection. If L ≤ 0 the injection occurs at
the nozzle exit or just downstream of it. β is the injection angle and v is the injection
velocity. These three parameters must be optimized, in accordance with several more, for
every specific application and the industry today relies on the experience and knowledge
of the operators. In most cases, a high density gas, such as Argon or Nitrogen, is used as a
carrier gas of the particles in the injection tube [22] but the particles can also be suspended
in a liquid that is injected into the plasma [12].

In the reference case 4 standard litres per minute (slpm) of argon is used as carrier gas for
the powder particles and ṁp = 54 g/min particles is fed into the plasma jet. The powder
injector diameter is 1.8 mm which corresponds to an injection velocity of approximately
26 m/s. The density of the powder ρpowder = 0.95ρNi + 0.05ρAl = 8590 kg/m3. If the mean
radius of the particles is 30 µm then the volume

Vp = 4
3
πr3 = 1.131 · 10−13 m3

which gives the mean mass of the particles

mp = 9.715 · 10−10 kg

Hence ṁp
mp
' 9.26 · 105 particles are injected per second.

As soon as the particles are injected, in- or outside the plasma, they are affected by the
extreme temperatures and high velocity. The authors of [22] defined the residence time
tr as the time spent, by a particle, inside the hot core of the plasma. In [7] it was stated
that for Biot numbers < 0.1 (see Table 2.1) which is the case for metal alloy particles, the
lumped heat capacity method can be assumed. This assumption implies that there are no
internal temperature gradients in the particle.

, Applied Mechanics, Master’s Thesis 2011:07 9



2.3.3 Plasma jet and Particle’s in-flight behaviour

Once melted and accelerated in the torch, the particles are transported towards the sub-
strate. This is the part that will be simulated in this project and it is key to find the
dominating phenomena of the fluid-particle flow in this region.

When the particles are travelling downstream the surrounding fluid will have a higher con-
centration of air, lower temperature and lower velocity than close to the plasma gun exit.
There are many ongoing phenomena, such as particle oxidation and particle dispersion
due to turbulence, in the region between the plasma gun and the point of impact. The
oxidation of particles is not taken into account in this project and the dispersion due to
turbulence is taken into account through a random factor affecting the particle velocity
and direction upon injection, described in Section 3.1.2.

The local loading is defined as the mass flux ratio between the dispersed phase and the
continuous phase [6]. The definition can be found in Table 2.1. This is an important
parameter to consider when determining if one-way, two-way or four-way coupling should
be used to model the fluid-particle interaction. One-way coupling implies the assumption
that the continuous phase affects the dispersed phase in terms of drag force, energy trans-
fer etcetera, but the presence of the dispersed phase does not affect the fluid. Two-way
coupling implies that the dispersed phase affect the continuous phase through momentum,
mass and/or energy transfer and vice versa. Four-way coupling adds the particle-particle
interaction to the list of what should be considered.

Generally, a small loading implies that one-way coupling can be assumed for the momentum
and energy coupling, and mass coupling can be neglected. In [12] one-way coupling is
assumed and the particles are injected just outside the plasma-torch. In the case specified
in Appendix A the loading is Z ≈ 0.9. In the fluid flow solver of IPS Virtual Paint
(IBOFlow), two-way coupling is standard and no attempts to model the thermal spraying
process using one-way coupling will be made.
The definitions of averaging are stated in Table 2.3.

Type Definition

Volume average: B =
1

V

∫
V

BdV

Phase average: 〈B〉 =
1

Vc

∫
Vc

BdV

Mass average: B̃ =
1

〈ρc〉
1

Vc

∫
Vc

ρcuidV

Table 2.3: Definitions of averaging

The governing equations for the fluid flow are given in the Eulerian framework
and hence they are field equations. They are the continuity equation 2.1, the momentum
equation 2.2, and the thermal energy equation 2.4 [6]. Compared to the equations in Table
2.2 this part of the domain does not consider the magnetic fields and chemical reactions in
the same detail. The equations consider one continuous phase, hence if several species are
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present mixing models for the transport properties can be used [18]. Subscript c and d are
indications of continuous and dispersed phase and the subscript i indicates the cartesian
coordinate directions.

∂

∂t
(αc〈ρc〉) +

∂

∂xi
(αc〈ρc〉ũi) = Smass (2.1)

The last term Smass is referred to as the mass phase coupling term. If Smass = 0 in Equation
2.1 there is no mass transfer between the phases. Hence the particles are assumed not to
evaporate.

∂

∂t
(αc〈ρc〉ũi) +

∂

∂xj
(αc〈ρc〉ũiũj) = − 1

V

∑
k vi,kṁk −

∂

∂xi
〈p〉

+
∂

∂xj
〈τij〉 −

∂

∂xj
(αc〈ρcδuiδuj〉)−

1

V

∑
k Fi,k + αc〈ρc〉gi

(2.2)

Equation 2.2 is general and includes the phase coupling through the volume fraction αc and
the forces excerpted on the fluid by the dispersed phase Fi [6]. vi,k is the velocity of particle
k, ṁk the evaporation rate of droplet k, and the stress tensor according to Equation 2.3.

τij = µ(
∂ui
∂xj

+
∂uj
∂xi

) (2.3)

Since large temperature gradients is a key phenomenon in plasma spraying, the energy
equation needs to be solved in order to capture the physics of the system. Equation 2.4
below is the thermal energy equation. In [6] a thorough derivation of the energy equation
can be found. In Equation 2.4 ĩc and h̃c are the mass averaged specific internal energy and
the mass averaged enthalpy.

∂

∂t
[αc〈ρc〉̃ic] +

∂

∂xi
[αc〈ρc〉ũih̃c] = ũiαc

∂

∂xi
〈p〉︸ ︷︷ ︸

a

−
∑
n

ṁk

(
hs,k +

|vi,k − ũi|2

2
+
w

′2

k

2

)
︸ ︷︷ ︸

b

+
3πµc
V

∑
k

Dkfk |ũi − vi,k|2︸ ︷︷ ︸
c

−〈p〉 ∂
∂xi

(αd〈vi〉)︸ ︷︷ ︸
d

+
1

V

∑
k

V̇d,kps,k︸ ︷︷ ︸
e

+ 〈τij〉
[
∂

∂xj
(αd〈vi〉+ αcũi)

]
︸ ︷︷ ︸

f

+
∂

∂xi

(
keff

∂〈Tc〉
∂xi

)
︸ ︷︷ ︸

g

+
2πkc
V

∑
k

(
Nu

2

)
k

Dk(Td,k − 〈Tc〉)︸ ︷︷ ︸
h

(2.4)

The meaning of each term in the right hand side of Equation 2.4 is given in Table 2.4. The
left hand side contains the transient and convective terms.

The particles are usually treated in the Lagrangian framework. Hence they are discrete
elements free to take any position inside the domain. The particles are suspended in the
continuous phase, which is often referred to as the carrier phase, and the dynamics of them
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(a) Reversible work

(b) Energy influx due to evaporation of the dispersed phase,
ṁk is the rate of change of particle k’s mass, hs,k is the
enthalpy of the continuous phase at the surface of particle
k and w′k is the velocity of the continuous phase, w.r.t. the
particle center, at the surface of the particle k (0 if no slip
and solid boundary)

(c) Energy dissipation from the particle-fluid interaction

(d) Flow work due to motion of the dispersed phase

(e) Work rate associated with droplet expansion, V̇d,k and ps,k
are the expansion rate and pressure on surface of particle

(f) Energy dissipation due to shear stress in the continuous
phase

(g) Heat transfer through the mixture, keff = αckc + αdkd is
the effective thermal conductivity of the continuous phase

(h) Heat transfer from the dispersed phase, Nu is the Nusselt
Number

Table 2.4: Terms in Equation 2.4

is determined by Newtons second law through a set of forces acting on them. The forces in-
clude the drag, lift, gravity, buoyancy, pressure gradient, Basset and thermophoretic forces
etcetera and before neglecting any force one has to motivate why.

Also, the particles are affected by the temperature of the surrounding fluid and the so-
lutions to the governing transient heat-transfer equations are far from trivial since the
boundary layer of the particle may have strong variations in fluid properties due to the
large temperature gradients present. The Biot number is a key dimensionless number
when determining if there are large inner temperature gradients in the particle and it is
defined as the ratio between the particle’s and the plasma’s thermal conductivities, Table
2.1. A rule of thumb is that for Bi < 0.1 a uniform inner temperature distribution of the
particle can be assumed [9]. Metals can often be assumed to have a uniform temperature
distribution whereas cerams can have large inner temperature gradients. In [7] an iron and
a zirconia particle were compared and it was found that the iron particle had an almost
negligible temperature variation which allows the assumption of lumped-heat capacity, but
the ceramic particle was found to have very large temperature gradients.

2.3.4 Impact on substrate

The impact of a particle on a surface is a very complex process. In addition to fluid flow
and heat transfer the modeling includes free surfaces of the particles undergoing large de-
formations and moving liquid-solid contact lines [19]. To fully solve the impact of several
particles in a thermal spray process is not possible with the computing resources available
today; the impact of one tin particle on an inclined plane was modeled in [19] and the
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CPU time was in the order of days. Hence simplifications must be made. Many models
assume that the particle has a disk-shaped splat when impacting on the substrate, and
the diameter of the splat is estimated by the particle Reynolds number prior to the splat
[11, 8]. A governing dimensionless number is the Sommerfeld number, K, defined in Table
2.1. K < 3 corresponds to particle rebound, 3 < K < 58 to particle deposition and K > 58
to particle splashing on the target surface.

Once the particles have impinged on the substrate they bond to form the coating. The main
bonding forces are (1) Mechanical anchorage, (2) Van der Waals-type forces, (3) Chemical
reactions, i.e. covalent bonds and (4) Metallurgic processes that form microwelds [16].

The surface preparation prior to spraying has a large impact on the coating strength.
Parameters such as surface roughness and cleanness can be altered through e.g. blasting.
Also, if the coefficients of thermal expansion of the particles and the substrate differ a lot,
an interlayer can be sprayed to prevent stresses in the surface. This is especially important
to consider when spraying ceramic particles on a metal surface [16]. Interlayers are also
used to get better adherence in coatings. The powder used in the reference case in Appendix
A is normally used by Volvo Aero as an interlayer [5].

2.4 IPS Virtual Paint

IPS Virtual Paint is a software package developed by FCC including simulation set up,
fluid flow solver and particle tracer (IBOFlow), and post processing tools such as ray-
tracing and visualization [15, 13]. It is the result of an ongoing research project in which
several industrial partners1 are involved and the software is continuously updated. The
software allows the user to simulate the spray painting process from setup to solving and
post processing, all in one interface.

IBOFlow uses a finite volume discretization to solve the fluid flow around immersed bodies
which can be static or moving. It implements several immersed boundary methods such
as the hybrid method and the mirroring immersed boundary method [14]. The applica-
tions of IBOFlow include DNS-simulations of particle flow, paper forming, spray painting
etc. The particles are traced in the Lagrangian framework and two-way coupling including
all the forces mentioned in Section 2.3.3. IBOFlow also includes a solver of the energy
equation and in this project, a minor additional package was added to accurately capture
the behaviour of the fluid at temperatures where the properties of the fluid shift due to
dissociation.

2.5 Air high temperature properties

The temperature difference between the nozzle exit and the substrate is of the order of
104 K, therefore changes in the properties of the continuous phase due to dissociation and
ionization need to be considered. At temperatures above 2500 K the O2-molecules will start
to dissociate, which means that the O-atoms will start to break loose from the molecules.
At 4000 K the N2 molecules will start dissociating and above 9000 K the electrons will
start breaking loose from the atoms [1], in other words ionization will start. Nylén [18]
developed a CFD model which calculates the properties of the mixture according to mixing

1Volvo Car Corporation, GM, Saab Automobile AB, Swerea
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rules given in Table 2.5 below. In the testcase specified in Appendix A the temperature of
the continuous phase is above 13 000 K.

Cp(T ) =
∑
i

Cp,i(T )xi

H(T ) =
∑
i

Hi(T )xi

µ(T ) =
∑
i

µi(T )

1 +
∑
j 6=i

Φij
yj
yi

k(T ) =
∑
i

ki(T )

1 +
∑
j 6=i

Aij
yj
yi

Φij =
1√
8

[
1 +

(
µi
µj

) 1
2
(
Mj

Mi

) 1
4

]2 [
1 +

(
Mi

Mj

)]− 1
2

Aij = 1.065Φij

Table 2.5: Mixing rules for physical properties

Since the properties of each part of the mixture is temperature dependent a database of
Cp(T ), µ(T ) and k(T ), Tmin < T < Tmax for each component in the mixture is needed to
determine the correct properties of the mixture.

In this thesis the continuous mixture will be approximated by air and its chemical sub-
species. At high temperatures the properties of air will not remain constant. As tem-
perature increases the gas molecules will start to vibrate and eventually break loose into
dissociation. In a thermal plasma the gases are ionized and hence electrically conductive.

In [3] the properties of air at atmospheric pressure and in the temperature range 50 to 30
000 K are presented. The tables are calculated through collision integrals of several species
of nitrogen and oxygen, their ions and electrons. The tables have been used to modify
the fluid flow solver used in this work, and the data from the tables are given and briefly
discussed below.

An interpolation routine which, given the fluid temperature, interpolates in the tables has
been written in C++ and merged with IBOFlow. The routine is based on Cubic spline
interpolation [20] and it returns interpolated data in which the second derivative is conti-
nous between intervals.

The cubic spline interpolation routine approximates the function with a third order poly-
nomial resulting in a system of equations which in turn leads to a tri-diagonal matrix to be
solved. A Tri-Diagonal Matrix Algorithm (TDMA) solver was implemented in the C++
package according to the theory in [23]. All figures of this section shows the original data,
the cubic spline interpolation and Matlab’s built-in spline interpolation routine.
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2.5.1 Density

The density of air decreases with increasing temperature. The perfect-gas law is stated
in Equation 2.5. It relates pressure, density and temperature through the gas constant.
If a gas is held at constant pressure while temperature increases, ρ must decrease if R is
constant. At room temperature conditions, the density of air is ρ ∼ 1.2 [kg/m3].

p = ρRT (2.5)

The definition of the gas constant R is R = Ru
M

[4] where Ru is the universal gas constant
(same for all substances) and M is the molar mass. Hence, if the molar mass is constant,
density must decrease with increasing temperature, as can be seen in Figure 2.6. It can be
seen that for temperatures T ∼> 2500 K the ideal gas law is no longer valid, because the
O2-molecules starts to dissociate. When the molecules split up the species are less closely
packed. The ideal gas law assumes that all molecules remain intact, hence the difference.
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Figure 2.6: Density of high temperature air
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2.5.2 Viscosity

The viscosity of high temperature air increases nearly lineary up to the first point of
ionization. At temperatures above 104 K it decreases due the increase of free electrons and
the increase of collision integrals for ion-ion interaction [3]. In the figure below the tables
of [3] have been interpolated with the cubic spline interpolation routine.
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Figure 2.7: Viscosity of high temperature air

2.5.3 Thermal conductivity

In Figure 2.8 the thermal conductivity is plotted as a function of temperature. The peaks
are due to chemical reactions taking place, which release internal energy [3].
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Figure 2.8: Thermal conductivity of high temperature air
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2.5.4 Specific heat capacity

The specific heat capacity is, as implied by the unit J/kgK, the amount of heat needed to
change the temperature of a 1kg body, or fluid element, by one degree. In the figure below a
difference between Matlab’s spline and the implemented cubic spline interpolation routine
can be seen, which is due to a difference in the boundary conditions used when solving the
system of equations to find the third order polynomial describing the interpolated function.
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Figure 2.9: Specific Heat Capacity of high temperature air
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2.6 The Finite Volume Method on Conductive Heat Transfer

In this section an overview of the Finite Volume Method is given with the aim of solving the
three dimensional conductive heat transfer equation. The theory has been used to develop
the software described in Section 5.3. In Section 2.6.1 the conductive heat transfer equation
is given, in Section 2.6.2 it is discretized using the finite volume method and in Section
2.6.3 the boundary conditions are described.

2.6.1 Governing Equation

In a general solid material the conduction of heat is described by Equation 2.6. The
equation is parabolic and derived from Fouriers law and conservation of energy. There
exists several analytical solutions for certain sets of boundary conditions, one of these
analytical solutions is derived in Appendix B. It is used for validation of the coating heat
transfer solver developed in this work.

ρCp
∂T

∂t
= ∇ · (k∇T ) (2.6)

where ρ is the mass density [kg/m3], Cp is the specific heat capacity [J/kgK] and k is the
thermal conductivity [W/mK]. The thermal conductivity is in this case not assumed to be
constant since several species of materials will be present while solving the equation for
the particle impacts (Section 3.4.1). Note that no convection is present in the governing
equation, and thus the particles are assumed to solidify instantly on impact.

2.6.2 Discretization

The calculation domain is divided into small cells in which all properties are assumed to be
constant. The data is stored in the discrete locations of the cell centers and the transport
of energy is calculated as fluxes on the cell faces. This makes the scheme conservative since
the flux entering the cell is by definition equal to the flux leaving the neighbouring cell.

Figure 2.10: A finite volume cell Figure 2.11: A finite element cell

Equation 2.6 is discretized by integrating over the control volumes and in time according
to Equation 2.7. ∫

t

∫
V

ρCp
∂T

∂t
dV dt =

∫
t

∫
V

∇ (k∇T ) dV dt (2.7)

The time-integrals can be approximated with one of three methods; Implicit Euler, Explicit
Euler or a mixture of the two. In [15] a mixing constant 0 ≤ f ≤ 1 is introduced such that

t+∆t∫
t

Tdt = (fT + (1− f)T 0)∆t (2.8)
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f = 0 corresponds to the explicit scheme where only values of the old temperature will
appear on the right hand side, and hence the equation can be solved explicitly. f = 1
gives the implicit scheme where only values of the temperature at time t + ∆t appear.
This leads to a system of equations that must be solved by matrix inversion. The implicit
scheme is however unconditionally stable which enables larger timesteps. If f = 1

2
the

Crank Nicolson scheme is used. In this work the implicit approach will be used for the
time discretization.

The spatial integrals are approximated by making use of the divergence theorem which
states that the change inside of a volume is equal to the sum of fluxes over the surface
of the volume. Thus, the transport coefficients, which are stored in the cell center, must
be interpolated to the cell faces. The linear interpolation on a non uniform grid is im-
plemented in the software described in Section 5.3. The face properties are approximated
through weighting the cell-centered properties with the inverse distance to the face. In this
section however, a uniform grid will be assumed for simplicity.

The left hand side of Equation 2.7 is approximated as

ρ̄C̄p(TP − T 0
P )∆V

where ρ̄ and C̄p are the average density and specific heat capacity inside the volume. The
subscript P indicates the cell centered position and superscript 0 indicates the old value.
Hence T 0

P is the old, cell centered temperature.

The Laplace term of Equation 2.7 is approximated as

 ke
dT

dx

∣∣∣∣
e

− kw
dT

dx

∣∣∣∣
w

∆x
+

kn
dT

dy

∣∣∣∣
n

− ks
dT

dy

∣∣∣∣
s

∆y
+

kt
dT

dz

∣∣∣∣
t

− kb
dT

dz

∣∣∣∣
b

∆z

∆t∆V (2.9)

The subscripts w, e, s, n, b and t represent the cell face properties for the west, east, south,
north, bottom and top face. The upper case letters below refer to the neighbouring cell
centered properties. The derivatives are evaluated at the cell faces as

dT

dx

∣∣∣∣
w

=
TP − TE

∆x

dT

dx

∣∣∣∣
e

=
TE − TP

∆x

dT

dy

∣∣∣∣
s

=
TP − TS

∆y

dT

dy

∣∣∣∣
n

=
TN − TP

∆y

dT

dz

∣∣∣∣
b

=
TP − TB

∆z

dT

dz

∣∣∣∣
t

=
TT − TP

∆z

(2.10)
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∆V = ∆x∆y∆z ⇒
aw =

kW + kP
2∆x

Aw ae =
kE + kP

2∆x
Ae

as =
kS + kP

2∆y
As an =

kN + kP
2∆y

An

ab =
kB + kP

2∆z
Ab at =

kT + kP
2∆z

At

(2.11)

where Ax is the cell face area of face x. If

ap = ρ̄C̄p
∆V

∆t
+ aw + ae + as + an + ab + at

yhe discrete heat equation reduces to

apTp − awTw − aeTe − asTs − anTn − abTb − atTt = ρ̄C̄p
∆V

∆t
T 0
P + q̄∆V (2.12)

2.6.3 Boundary Conditions

Boundary conditions are used to close the systems of equations and in [15], the general
Robin boundary condition Equation 2.13 is given

ATγ +B
∂Tγ
∂n

= C (2.13)

where Tγ is the temperature on the boundary, A, B and C are constants determining the
type of boundary condition and its value, n is the normal direction to the boundary.

The Neumann boundary condition is obtained by setting A = 0 and B = 1, thus prescrib-
ing the flux over the boundary. The special case of C = 0 corresponds to the homogeneous
Neumann boundary condition in which the flux over the boundary is zero.

By setting A = 1 and B = 0 in Equation 2.13 a Dirichlet-type boundary condition is
obtained, prescribing the value of the temperature on the cell face. Note that no part of
the boundary contains cell-centers, but only cell-faces. The boundary is hence not part of
the solution in a Finite Volume approach, contrary to the Finite Element Method where
the data is stored in the cell nodes as illustrated by Figures 2.10 and 2.11. In the finite
volume method the boundary temperature enters the equations as ghost cells.

20 , Applied Mechanics, Master’s Thesis 2011:07



3 Method

The complexity of the underlying physics of plasma spraying has prevented the theory to
be industrially applicable. Since the aim of this project is to satisfy the need of a reliable
and relatively fast tool for predicting the coating characteristics idealization of the theory
has to be made. In this chapter this simplified model is described and an argumentation
to why this model is adequate is given.

3.1 Input data

Dr. Choquet of University West has made several detailed studies of the plasma spraying
process, one of which has been used in this work, to define an applicator used in the IPS
Virtual Paint simulations. In Figure 3.1 the axial velocity of the plasma jet is displayed,
where the velocity reaches almost 3000 m/s in the core of the plasma.

Figure 3.1: The plasma jet from Uni. West, axial velocity [5]

The simulations were performed by Dr. Isabelle Choquet using the commercial software
Ansys Fluent and the calculation domain, with diameter 50 mm and length 120 mm, con-
sists of above 4 million cells. The fluid was assumed to consist of three species: Plasma
gas (ionized argon and hydrogen), pure argon as carrier gas for the particles and air in the
surroundings. The compressible, turbulent flow equations were closed by the Boussinesq
assumption and Reynolds decomposition. The turbulent terms were modeled by the RNG
k − ε model [5].

The validity of the model should be discussed. The k − ε turbulence model is used which
limits the accuracy. The viscosity of the fluid is calculated from the ideal gas law, which
is not valid for all temperatures in the domain (seen Section 2.5). However the purpose
of this section is to explain a method to use existing detailed simulations to define an
applicator in IPS Virtual Paint.

3.1.1 Defining the air injector

IPS Virtual Paint uses paint applicators to define the spray guns. Several injection zones,
each containing the velocities of air and paint, are specified leading to a great flexibility
in simulation set-up. If the flow of paint is set to zero in an injection zone the zone will
not add any paint particles and thus defining an air-injector. Since the particles in a
plasma spraying process are injected in an angle to the plasma jet the paint flow is not

, Applied Mechanics, Master’s Thesis 2011:07 21



axisymmetric and hence several applicators has to be used to model the plasma gun; one
air-injector and one or more particle injectors (depending on whether one or more particle
injectors are used in the real plasma gun). In the reference case defined in Appendix A one
injection zone is used.

Figure 3.2: Planes to sample data from [5]

The results from the simulations done by University West were divided into a set of planes
normal to the axial direction of the plasma jet, seen in Figure 3.1. All the sampled planes
can be seen in Figure 3.2. With the aim of not having to include the different species in
the simulations in this work a plane where the concentration of species were dominated by
air was chosen to sample velocities and temperatures. Also, the temperature in the chosen
plane should be low enough so that no chemical reactions such as ionization takes place
downstream of the plane. The chosen plane is situated 70 mm downstream of the plasma
inlet and the minimum concentration of air is 66%, which can be seen in Figure 3.3. The
maximum temperature in each of the sampled planes is plotted in Figure 3.4.
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Figure 3.3: Minimum concentration of air along jet axis [5]

The data from the 70 mm downstream plane was stored and a pre processing tool was
written in Matlab to sample velocities and temperatures from the plane, divide it into a
set of injection zones, define an applicator and write it to a file that can be imported into
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IBOFlow. In IPS Virtual Paint an applicator is defined through specifying axial, radial
and tangential velocities, temperatures, volume flow of paint and standard deviations in a
set of injection zones.
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Figure 3.4: Maximum temperature in each plane along jet axis [5]

These properties were sampled in the chosen plane and exported as an .xml-file defining
the applicator which was later imported into the solver (see Section 3.2). In Figure 3.5
the data points from the chosen plane can be seen. The injection zones are defined within
the black circles in the figure and in this case 6 injection zones were defined in the plane.
The resulting data can be seen in Table 3.1.

Figure 3.5: Sampled datapoints from plane z = 70 mm downstream of the plasma inlet

The radii of the injection zones should be chosen so that the standard deviations within each
zone is minimized. The number of injection zones defined will determine how accurately
the plasma gun is modeled and the limiting factor is the mesh resolution of the fluid solver,
which has to be smaller than the smallest injection zone. The mean velocity in each polar
coordinate direction, temperature and standard deviation of the velocity was calculated
from the sampled data points in the plane, Figure 3.5, and is given in Table 3.1.
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Air Injection zone 1
Rmin 0.0000 mm
Rmax 3.1250 mm
vz 563.17 m/s
vr -0.3359 m/s
vϕ -2.7528 rad/s
T 4425.9 K
σv 0.1247

Air Injection zone 2
Rmin 3.1250 mm
Rmax 6.2500 mm
vz 374.49 m/s
vr -0.2179 m/s
vϕ -95.596 rad/s
T 3702.5 K
σv 0.2031

Air Injection zone 3
Rmin 6.2500 mm
Rmax 9.3750 mm
vz 139.98 m/s
vr 0.0606 m/s
vϕ 5.8017 rad/s
T 2432.8 K
σv 0.3389

Air Injection zone 4
Rmin 9.3750 mm
Rmax 12.500 mm
vz 34.478 m/s
vr 0.0323 m/s
vϕ 6.0982 rad/s
T 1050.3 K
σv 0.5396

Air Injection zone 5
Rmin 12.500 mm
Rmax 15.625 mm
vz 2.7609 m/s
vr 0.0220 m/s
vϕ 2.5274 rad/s
T 380.67 K
σv 0.8441

Air Injection zone 6
Rmin 15.625 mm
Rmax 26.487 mm
vz 0.0932 m/s
vr 0.0009 m/s
vϕ -0.0566 rad/s
T 300.00 K
σv 0.0000

Table 3.1: Air injector settings

3.1.2 Defining the particle injector

In a real plasma gun the particles are injected into the plasma core, in- or outside the
nozzle. In the reference case, Appendix A, the particles are injected perpendicular to the
axial direction of the plasma jet. The air injector described above was however defined in a
location downstream of this point. Therefore the particle injector has to be approximated
by studying the particles properties in the sampled plane.

When setting up the particle injector the dispersion of particles due to plasma fluctuations
were approximated by a adding a random factor to the particle velocity and direction,
the standard deviation σv in Table 3.2. In [8] the particles’ velocities along their mean
trajectories are calculated and the powder has the same size as in the reference case in Ap-
pendix A. In the axial position z = 70 mm the particle velocities are approximately 200 m/s.

In an IPS Virtual paint applicator, an injection zone is either of injector type ”paint” or
”air”. The former only injects particles and the latter only injects air. In each zone the
axial, radial, and tangential velocity (vz,vr,vϕ) are specified. In Section 3.1.1 the flow of
paint was set to zero defining a pure air applicator. In the particle injector however, the
flow of paint was specified according to Appendix A. Based on this information the particle
injector brush was defined according to Table 3.2.
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Particle injection zone
Rmin 0 mm
Rmax 6 mm
vz 200 m/s
vr 0 m/s
vϕ 0 m/s
σv 0.1

Particle properties
rp,mean 67.5 µm
γr 0.1
ρp 7810

Table 3.2: Particle injector settings

3.2 Simulations

In 3.1 the plasma gun was defined. In this section the next step in the plasma spraying
process is described, namely the fluid flow simulations and tracking of particles given the
initial conditions.

3.2.1 Calculation domain

The domain is defined by specifying a geometrical lower bound of the simulation box, initial
cellsize and number of cells in each cartesian direction. IBOFlow has a built-in meshing
application that works on a set of refinement options to adapt the mesh for the specific
simulation. The available refinement options are:

• Refine around Immersed Boundary (IB) (option 1)

- Refines a specified number of times around the IB.

• Refine box (option 2)

- Refines a specified number of times in a box specified by lower and upper bounds.

• Refine around applicator (option 3)

- Refines a specified number of times around the applicator.

• Automatic grid update (option 4)

- Boolean function, true allows IBOFlow to update the mesh as the IB:s and appli-
cators move.

• Refine Error (option 5)

- Boolean function, refines the cells where the largest relative errors appear.

In both test cases the ”automatic grid update” option was used since the applicator is not
static. When using the option that refines around the IB:s, option 1, the mesh is refined in
all directions normal to the surface of the IB. In the case of the plate it was only interesting
to resolve the flow between the plate and the applicator and hence a box-refinement, option
2, on the top surface of the plate was used.
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In Figures 3.6, 3.7 and 3.8 the domain is visualized. The number of refinement levels around
the plate is 6. The cell size of all positions has only one degree of freedom according to
Equation 3.1:

∆xN =
∆xinitial

2N
(3.1)

where N is the number of refinements. In this case, the initial cell size was ∆xinitial = 0.1
m which gives ∆x = 1.5625 mm close to the plate.

Figure 3.6: Calculation domain, x− y plane. Refined around plate and applicator

Figure 3.7: Calculation domain, x− z plane
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Figure 3.8: Calculation domain, y − z plane

In Figures 3.6 to 3.8 the plate is located in the middle of the domain. The applicator is in
its starting position and the refinements around both target and applicator are seen.
As stated in Section 3.1.1 the grid resolution close to the applicator must be at least as
fine as the thinnest injection zone to resolve the applicators radial velocity gradient. Thus
the constraint of Equation 3.2 is implied

∆x ≤ (Router −Rinner)injectionZone (3.2)

As the plasma gun moves over the plate the refinement will adapt so that the cells close to
the applicator is always refined 5 levels (∆x = ∆xinit/2

5 = 3.125mm). If a static grid was
used the whole area covered by the applicator movement would have to be refined 5 levels.
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3.2.2 Boundary Conditions

Boundary conditions are specified on the faces of the domain, and the choices of boundary
conditions are listed in Table 3.3. Also, thermal boundary conditions must be specified.
The options of thermal boundary conditions are listed in Table 3.4

Boundary Conditions Definition
Inlet Velocity Dirichlet

Inlet Pressure Velocity and pressure Dirichlet

Outlet Pressure Dirichlet

Wall Dirichlet velocity = 0

Wall Function Wall with flat plate boundary layer

Symmetry Neumann for velocity and pressure, no mass
flux through boundary

Free Neumann for velocity and pressure, mass flux
through boundary can be present

Table 3.3: Boundary conditions in IBOFlow

Thermal Boundary Conditions Definition
Inlet Dirichlet temperature

Wall Dirichlet temperature, no convection

Symmetry Neumann, no temperature gradient over
boundary

Table 3.4: Thermal Boundary conditions in IBOFlow

The boundary conditions used in the simulations of this work are given in Table 3.5. They
are applied to the boundaries of the domain seen in Figures 3.6 to 3.8. The top boundary
of the domain is given an inlet velocity of 1 m/s into the domain which stabilizes the flow
in the sense that the fluid which flows over the edges of the plate will be turned towards the
bottom boundary where the outlet is located. Also, one of the main differences between
the modeled process and the real one is that mass is added by the plasma gun in the real
process but in the simulations no mass is added. Instead a volumetric force is applied to
the cells located at the position of the plasma gun that accelerates the flow to the correct
velocity in this region.
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Face Normal Boundary condition Thermal
East X Symmetry Symmetry

West -X Symmetry Symmetry

North Y Symmetry Symmetry

South -Y Symmetry Symmetry

Top Z Inlet (vz = -1.0 m/s) Wall

Bottom -Z Outlet (p = 0.0 Pa) Symmetry

Table 3.5: Thermal Boundary conditions in IBOFlow

Also, the treatment of the immersed boundary is specified. There are several different
immersed boundary methods and a thorough description can be found in [15]. Table 3.6
lists the available immersed boundary options. In all simulations included in this work,
the mirroring immersed boundary method has been used.

IB Method Definition
First order method Distributive method, if the cell centre is in-

side the IB a Dirichlet conditions is set. This
will create a step-interface between fluid and
IB.

Mirror Mirrors the velocityfield over the normal of
the immersed boundary

Hybrid Hybrid Extrapolation/Mirroring immersed
boundary method. The extrapolation creates
a wall function from the cell-centre closest to
the IB (point 1), a fictive point outside the
previous point (point 2), and the point on
the IB

Table 3.6: Immersed boundary methods
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3.3 Solver settings

In this section the settings for solving the governing equations are described. It includes
convective scheme, time-discretization and fluid solver type.

The options and short descriptions of the available convective schemes are given in Table
3.7. Statements of accuracy refer to the Taylor series truncation error, defined in [23].

Convective Scheme Definition
First order upwind Face velocity vf = upwind cell-center velocity

vU , conservative, bounded, transportive, first
order accurate scheme.

First order downwind vf = downwind cell-center velocity vD, same
properties as first order upwind.

Second order upwind vf is calculated from two upwind cell-centers,
second order accurate.

Central differencing vf = 1
2
(vP + vNeighbour) for equidistant mesh.

The cellface velocity is always interpolated
from the two closest cell-centers.

Lax Wendroff Upwind for large face CFL numbers and cen-
tral scheme for low local courant numbers.

Hybrid Combination of central differencing and Up-
wind. Upwind in convection-dominated re-
gions and central differencing in diffusion-
dominated regions.

Table 3.7: Convective schemes in IBOFlow

The Courant Friedrichs Lewy (CFL) number is defined as CFL = u∆t
∆x

. The cell size close
to the applicator is ∆x = 3.125 mm. The explicit time discretization is conditionally stable
with an upper limit of the CFL-number (CFL ≤ 1) which, remembering that the largest
velocity in the air injector is 565 m/s, Table 3.1, would limit the timestep to 5.5 µs. A real
plasma spraying process has a timespan of several seconds or perhaps minutes, hence the
explicit time scheme would be very computationally demanding.

The implicit time discretization is however unconditionally stable and the CFL-numbers
can be larger than one. However the accuracy is decreased as the CFL-number is increased.
The time schemes available in IBOFlow are listed in Table 3.8
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Time Scheme Definition
Implicit Euler All solution variables in the discretization are

evaluated at time t = n + 1, hence a system
of equations have to be solved.

Explicit Euler All solution variables in the discretization are
evaluated at time t = n, the solution is ex-
plicitly given by the previous solution, this
scheme is first order accurate.

Crank-Nicolson Contributions of solution variables at time
t = n and t = n+ 1 are used to calculate the
solution (f = 1/2 in Equation 2.8). A system
of equations has to be solved, the scheme is
second order accurate.

Table 3.8: Convective schemes in IBOFlow

3.4 Postprocessing

The simulations of Section 3.2 results in a set of particle impacts, the information in the
output is the coordinates, volume and time of impact for each particle. In this section a
post processing tool that has been developed is described. The purpose of the tool is to
predict the heat transfer from the impacting particles through the coating and target. The
tool has not been used to produce any results regarding residual stresses in the target or
predictions of bonding strengths in the coating. It is purely developed to be an indication
of what can be done in the future.

3.4.1 splashHeat3D

The aim of this post processing tool is to predict how the heat is conducted through the
coating and into the sprayed target. The implementation is based on the theory of Section
2.6.

The particles in the reference case in Appendix A consist of Nickel with 5wt% Al. The
properties of Ni and Al are given in Table 3.9 and the assumption has been made that
the particles are fully liquid at the point of impact. Thus, no part of the particles will be
solid nor vaporized which gives the particle temperature range TNi,melt < Tparticle < TAl,vap.
Since the density of Ni is considerably higher than the density of Al, the volume fraction
and weight fraction are not equal. In Table 3.9 the properties of the coating have been
calculated for the volume fraction of Al and Ni, respectively. This way of calculating the
coating properties are perhaps not very realistic since several metallurgic processes and
oxidation are taking place. Hence, before using this theory on practical problems the real
coating characteristics should be measured or calculated in a different way.
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Ni Al Coating
vol% 83 17 —
ρ 8900 2700 7841
Cp 540 902 610
k 91 237 116
Tmelt 1728 933 1728
Tvap 3186 2792 2792

Table 3.9: Properties of coating

These coating properties are used to calculate the coefficients in the finite volume code
described in Section 5.3.

The calculation domain consists of cells above the surface of the target and cells below the
surface of the target. Initially, cells above the surface will contain air and thus have the
transport properties of air. As spray particles impact on the surface the cells above the
surface will gradually be filled with coating and hence the transport coefficients will change
to the coating properties of Table 3.9. The transport properties of each cell must therefore
be updated every time a particle impacts the cell and increases the volume fraction of
coating. The volume fraction is defined in as

α =
Vc

∆V
0 ≤ α ≤ 1 (3.3)

In Equation 3.3, Vc is the volume of coating in the cell and ∆V is the cell volume. The
transport properties of the cell are then calculated as:

Φcell = αΦcoating + (1− α)Φair (3.4)

where Φ is any property of the coating. In Figure 3.9 the calculation domain is displayed
together with the plate used in the IBOFlow-simulation.

Figure 3.9: Heat transfer calculation of test case 1
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4 Physical Testing

The tested process is Plasma Spraying and two test cases were defined according to Section
1.4. The aim of test case 1 and 2 was to compare thickness profiles (testCase1) and to
visually inspect the appearance of individual sweeps (testCase2). The gun velocity was
1.25 m/s and the spraying distance was 120 mm for all tests. Also, a third test case was
performed. However the results did not contribute with any further information and have
therefore been omitted from this report. It is instead included in Appendix C.

Figure 4.1: Setup, plasma gun disabled

The setup of the tests is presented in Figures 4.1 and 4.2. The target plate is secured to
the table and the plasma gun is attached to a robot arm. The robot arm was programmed
so that the plasma gun follows the path specified by Figures 1.1 and 1.2. In test case 1,
each step is 3.5 mm and each sweep is 115 mm.

Figure 4.2: Setup, plasma gun active
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The powder particles consist of Ni-5wt%Al and the mean radius is 33.75 µm. The par-
ticle velocities and temperatures were measured along a line perpendicular to the axis of
the plasma jet, namely at two points 70 and 120 mm downstream of the plasma nozzle
exit. The particle temperatures are approximately 2400 K and the particle velocities are
approximately 200 m/s at the center of the measured line in the first measurement po-
sition. In the second position the particle temperature had increased to 2800 K and the
velocities had decreased to 155 m/s. Hence the fluid temperature in the region between
the two measurement points must be greater than the particle temperature. The particles
are decelerated between the two positions and thus the particle velocity is larger than the
fluid velocity in this region.

Figure 4.3: Measurement position, plasma gun disabled

The measurements of particle velocity and temperature were performed when the plasma
gun was in the measurement position seen in Figures 4.3 and 4.4. The measurement device
is described by Choquet et al. in [5]

Figure 4.4: Measurement position, plasma gun activated

Below the results from the physical testing are given.
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4.1 Test Case 1

In Figures 4.5 and 4.6 the results from test case 1 are presented. The measured coating
thickness was 50-60 µm for 4 cycles (measured with a micrometer). Hence, every cycle
should contribute with approximately 12.5 - 15 µm. Note that color enhancement has
been used in the pictures for better visualization; this applies for all images of sprayed
plates.

Figure 4.5: Result, test case 1, first target

Figure 4.6: Result, test case 1, second target
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4.2 Test Case 2

The results of test case 2 are presented in Figures 4.7 and 4.8. The hypothesis prior to
testing was that the sweep width would be greater when the particles were injected per-
pendicular to the gun movement compared to aligned with the gun movement. However,
the tests proved the opposite.

In Figures 4.7 and 4.8 the gun started at the top right, sweeped across the plate, moved 60
mm to the left, rotated 90◦ and then sweeped to the top left (as described in Figure 1.2)

Figure 4.7: Result, test case 2, first target

Figure 4.8: Result, test case 2, second target

The width of the first sweep is approximately 15 mm and the width of the second sweep
is approximately 25 mm. Thus, the difference between sweeps is quite clear.
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5 Results

As stated in Section 4 the physical testing showed that the particle velocities had decreased
between the measurement points 70 and 120 mm downstream of the plasma nozzle exit
which indicates that the particles have a higher velocity than the fluid in this region. The
fluid velocity was not measured during testing and therefore the maximum inlet velocity in
the air injector was set to 200 m/s and the particles were injected with the same velocity
in the simulations. The air applicator defined in Section 3.1, that was based on tempera-
ture dependent indata, was modified to make the particles behave as in the physical testing.

The reason for the modification is that the simulations where the temperature depen-
cence was included were unstable due to the weak coupling of equations. The density
and viscosity used in the Navier-Stokes solver of IBOFlow were based on the old tempera-
ture and hence explicitly given. See Section 7 for a suggestion of how to solve this problem.

In Figure 5.1 the fluid flow is visualized, and in Figure 5.2 the particles’ trajectories are
presented. Note the vertical lines in Figure 5.2 indicate the different types of injectors.
The dark blue line represents the air-injector and the remaining are particle injectors.
The right- and leftmost injector set represent the start and end position of the applicator
movement for the sweep.

Figure 5.1: Velocity vectors of the fluid flow
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The results are presented for each of the two test cases defined in Section 1.4. The two
test cases have also been tested in a real plasma spraying process at Volvo Aero and the
results from the physical testing is used to calibrate and validate the model. In general, a
good agreement with the tests have been achieved.

Figure 5.2: Particles injected in the flow. Three particle injectors and one air injector
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5.1 Test Case 1

The results from the IBOFlow simulations are given for four different reflection settings
between 30 and 50%. The reflection determines how much of the particles that do not stick
to the target upon impact. Figures 5.3 to 5.6 show the thickness profile of test case 1.

Figure 5.3: 30% reflection Figure 5.4: 35% reflection

Figure 5.5: 40% reflection Figure 5.6: 50% reflection

In Figure 5.7 the mean thickness for 30, 35, 40 and 50% reflection is given. Note that only
one cycle has been simulated, i.e. the thickness should be one fourth of the thickness of
the physical tests.
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Figure 5.7: Mean thickness along the plate, Test Case 1

In the case of 50% reflection the thickness is approximately 12.5 µm which corresponds to
50 µm for four cycles. Hence, 40-50% of the particles are reflected. The simulation time
for one cycle of 29 sweeps is approximately 25 h.
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5.2 Test Case 2

5.2.1 Simulations

The simulations of test case 2 have been performed for three different settings of reflection.
The goal has been to fine tune the settings for the applicators, reflections and velocities so
that the results agree with the physical tests.

After performing the tests it was found that the originally designed virtual applicator of
Section 3.1.2 did not produce the desired results, hence a redesign was forced. The reason
for this was that the original hypothesis was that the sweeps would be wider whilst the
particles were injected perpendicular to the gun movement. Tests showed the opposite and
it was realized that the plasma jet must flatten the column of injected particles into an oval
shape. Therefore, an oval particle injector was designed by combining circular injection
zones as can be seen in Figure 5.8

Figure 5.8: The oval particle injector

The parameter R was set to 3.75 mm so that 4R matches the width of the sweeps (15
mm). The overlap was set to 2.5 mm so that 4R − Overlap = 12.5 mm (width of sweeps
with particle injection aligned with gun movement).
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With this particle injector the following results were retrieved; Figure 5.9 show the thick-
ness for 30% reflection and Figure 5.10 show the mean thickness for all y bins.

Figure 5.9: 30% reflection,Coating Thickness
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Figure 5.10: Mean Coating Thickness for different reflections
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5.2.2 Comparison

In Figure 5.11 a comparison between the physical testing and simulations is shown.

Figure 5.11: Measurements of physical tests and simulations.
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5.3 Coating heat transfer solver

The development of this structured grid finite volume heat transfer solver was done in
Matlab [17]. The theory of Section 2.6 has been implemented and validated against the
the analytical solution of Appendix B.

A validation case in two dimensions was set up where a hat function with T = T0 in the
center of the domain was used to initialize the field. Dirichlet boundary conditions, T = 0,
are used for all boundaries.

Figure 5.12: Initial conditions

The analytical solution is derived in Appendix B and is given by Equation 5.1, The initial
condition is visualized in Figure 5.12 and the solution after 120s is visualized in Figure
5.13.

T (x, y, t) =
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∞∑
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Figure 5.13: Temperature after 120 s.
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A grid study was performed to determine the convergence of the models spatial resolution.
Theory states that the error, which is defined in Equation 5.2, should be proportional to
the cell size squared. A timestep of ∆t = 10−3 s was used when comparing the different
meshes.

errN(t) =
||T numericalN (t)− T analytical(t)||2

||T analytical(t)||2
(5.2)

where N is the number of cells in the respective directions and ||T ||2 is the Euclidean norm

of T. Hence, if the model is correct, errN(tend) ∝
1

N2
. In Figure 5.14 the solution is plotted

at y = 0.5 after 120 s for the 1×1 m thin plate. The error after 120 s for 7 different meshes
is plotted in Figure 5.15.
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Figure 5.14: Solution for different meshes after 120 s.
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Figure 5.15: Error for different meshes after 120 s

The second order convergence is confirmed in Figure 5.15. In Table 5.1 the error is given
in numerical values, and it can be seen that it is in the order of 10−4 for the finest mesh.
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N errN(t = 120)
5 8.2466e-02
11 2.5488e-02
21 6.3194e-03
41 1.5224e-03
61 6.5938e-04
81 3.6083e-04
101 2.1787e-04

Table 5.1: Endtime error for different meshes

Also, a study of the timestep was made. The finest mesh was used to compare timesteps
and the error is still defined according to Equation 5.2. The numerical and analytical
solution after 120 s is plotted in Figure 5.16 and the error after 120 s is plotted in Figure
5.2.
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Figure 5.16: Solution for different timsteps after 120 s

10
−4

10
−2

10
0

10
2

10
4

10
−4

10
−3

10
−2

dt

E
rr

o
r

Figure 5.17: Error for different timsteps after 120 s

In Figure 5.17 it can be seen that for timesteps ∆t ∼< 1 the spatial error is dominating.
The numerical values are given in Table 5.2
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dt errN(t = 120)
1.2e+02 6.7981e-03
6.0e+01 3.9095e-03
3.0e+01 2.1834e-03
2.0e+01 1.5574e-03
1.0e+01 8.6924e-04
1.0e+00 2.7579e-04
1.0e-01 1.8781e-04
1.0e-02 2.6839e-04
1.0e-03 2.1787e-04

Table 5.2: Endtime error for different meshes

6 Summary and Conclusions

The stated purpose of this work was to evaluate the possibilities of simulating thermal
spraying using the software IPS Virtual Paint. Several simulations have been performed
with results that are comparable to the results of the physical testing. This work has in
addition developed a method to avoid the extreme computational times that simulating
the whole plasma spraying process would require. This was accomplished by use of existing
results of detailed simulations of the plasma flow and a developed method of merging the
data to the setup of IBOFlow, the fluid flow solver of IPS Virtual Paint.

6.1 Input data

The indata to the simulations were built up by sampling data from existing simulations of
the plasma jet and its close surroundings. These simulations were performed by University
West and are described in [5]. The flow in the indata simulations were assumed turbulent.
In this work the indata were imported into the visualization software Paraview where data
from a set of planes, normal to the axis of the plasma jet, were extracted. A script in Mat-
lab was written to read the data in the planes and divide each plane into a set of circular
injection zones centered in the core of the plasma jet. The mean radial, tangential, and
axial velocity, the mean temperature and the standard deviation of the velocity were then
calculated for each injection zone and written to an .xml-file defining the applicator.

This is a simple and straight-forward method of extracting information from previously
simulated plasma flow and it only needs to be done once per process since the flow upstream
of the sampled plane is assumed to be constant. The physical testing also showed that the
assumption of a steady plasma flow is quite valid since there are no visual fluctuations of
the plasma jet upstream of the sampled plane.

The main loss of information when using this method is the particle-trajectories upstream
of the sampled plane. In the reference case (Appendix A) the particles are injected in
a 90◦-angle into the plasma core 5mm outside of the plasma nozzle exit and accelerated
towards the target. In this work the particles are injected in the plane of the applicator and
the information of injection velocities and size of injection zones are based on the literature
and physical testing.
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6.2 Simulations

The literature was used to slightly adapt IBOFlow to take into account the temperature
dependence of the transport coefficients in the momentum and energy equations. However,
the temperature dependent properties made the simulations unstable and further develop-
ment needs to be done to increase stability (see Section 7).

Simulations were performed on two test cases, the first to compare thickness profiles for
several layers of spray and the second to compare individual sweeps. A model was set up
with a few vital parameters to decide. The parameters include particle reflection fraction,
width and angle of particle injector.

The particle reflection was not explicitly measured but by comparing thickness profiles of
simulations and physical tests is was realized that the particle reflection fraction is approx-
imately 50%. The physical tests showed that the sweeps where the particles are injected
perpendicular to the gun movement are 40% thinner than when the particles are injected
aligned with the gun movement. This is a significant difference and it proves that the
particle column is not circular. To model the non-circular particle column an oval parti-
cle injector was introduced in which three circular injection zones of different radii were
used. The radius of the large injection zone in the middle of the oval was specified so that
the width of sweeps with perpendicular particle injection was achieved. The two smaller
particle injection zones were given half the radius of the large, and the distance between
the centers of the zones defined the other axis of the oval. A visualization can be seen in
Figure 5.8.

Due to the lack of convergence in the temperature dependent simulations the particle
temperature history could not be traced. The physical testing showed that the surface
temperature of the particles at the spray distance 120 mm is approximately 3100 K and
this should be used as input for the coating heat transfer solver.

6.3 Physical Testing

Physical testing was performed at Volvo Aero on three test cases, two of which have been
compared to the simulations. In the third test case a curved sweep was sprayed to get
information of the sweep width with particles injected 0◦ - 90◦ relative to the gun move-
ment. However the plate was too small for this test so the radius of the curve was too
small to retrieve any information. Hence it did not provide any additional information and
was thus omitted from the results of this work. They are instead appended for the sake of
completeness. If this test is to be repeated, larger target plates should be used.

The first test was performed to gain knowledge of the thickness of sprayed details. The
simulation parameter to decide was the particle reflection fraction and it was found that
approximately 50% of the particles are reflected. This result was found by comparing
the thicknesses of the tests with the thicknesses of simulations with different settings of
the particle reflection fraction. Ideally one would measure the exact amount of particle
reflection, suggestions are given in Section 7.
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7 Future Work

In this section a list of suggested future work is given.

• All simulations were performed in the Linux interface of IBOFlow. For the model
to be industrially applicable the setup should be integrated into the graphical user
interface of IPS Virtual Paint. In the GUI it is much easier to import general geome-
tries and set up the calculation domain which is key for an efficient software tool.
Generally, more simulations on more complex geometries should be performed.

• As stated in Section 6 the temperature dependence of the fluid properties caused
instabilities in the simulations. To correctly model the forces acting on each particle
the temperature dependence of ρ and µ for the fluid should be taken into account.
And to accurately model the temperature history of each particle the thermal prop-
erties of the fluid, Cp and k, should be temperature dependent since they could differ
up to a factor of 10 between different parts of the domain. The convergence problems
are mainly due to the fact that the properties of the fluid are calculated from the old
temperature. IBOFlow uses a segregated solver, semi implicit method for pressure
linked equations consistent (SIMPLEC), which solves the pressure and momentum
equations separately and iteratively through use of a velocity correction. To make the
solver more robust the energy equation should be included in the SIMPLE iterations
so that the fluid properties are updated between iterations, i.e. the velocity field will
be based on the new temperature field instead of the old.

• More physical testing is suggested to exactly determine the uncertainty of the various
parameters. The reflection parameter could be determined by measuring the amount
of powder injected into the plasma and the amount of powder contained on the target.
The effect of oxidations would of course provide a measurement uncertainty.

• The post processing tool described in Section 3.4.1 needs further development to
be industrially applicable. It was developed with the aim of being an eye-opener
to what can be done to analyze the temperature history and solidification process
of the coating. Little time was put into making the software efficient and thus the
calculation times are too high. The porosity of the coating is suggested to be added
in the future development.
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Appendix

A Reference Case

Here the specifications of the reference case are given. These settings are used by Volvo
Aero when performing the physical testing of the two test cases in Section 1.4 and the data
have been retrieved from Choquet et al. (2007) [5].

Geometry
Nozzle internal diameter 6 mm
Ring external diameter 25 mm
Powder hose length 5 m
Powder injector diemeter 1.8 mm
Powder injector offset, jet axis 5 mm
Powder injector offset, radial 6 mm
Powder injector angle 90 ◦

Spray distance 120 mm

Table A.1: Data from reference case, geometry

Thermal Spray Parameters
Primary gas: argon 40 slpm
Secondary gas: hydrogen 13 slpm
Gun Voltage 63-75 V
Gun Current 600 A
Thermal efficiency 55 %
Carrier gas: argon 4 slpm
Powder Ni-5wt%Al
Powder feed rate 54 g/min

Table A.2: Data from reference case, thermal spray parameters

Powder size distribution
Diameter <45 45-90 90-125 >125
wt% 1.9 96.9 1.2 0

Table A.3: Data from reference case, Powder size distribution

The calculations mentioned in Section 3.1 are based on the settings given in Tables A to
A. These data has been retrieved from Choquet (2007) [5] and the aim of the detailed
calculations performed in [5] was to predict the backflow of small particles which can lead
to clogging and lump formation. The calculations have however prooved to be very handy
when specifying the setup for the simulations of this work.
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B 2D Heat Equation

The transient heat equation in two spatial dimensions is given in Equation B.1. Convection
is neglected since the aim is to solve the equation in the coating and the substrate, which
are assumed to be solid. The equations will be solved assuming separation of variables
(Fourier’s method) [24, 20].

ρCp
∂u

∂t
=

∂

∂x

(
k
∂u

∂x

)
+

∂

∂y

(
k
∂u

∂y

)
(B.1)

with boundary condidions

u(0, y, t) = u(L, y, t) = u(x, 0, t) = u(x,H, t) = 0 (B.2)

and initial condition
u(x, y, 0) = T0 û(x, y) (B.3)

where û(x, y) is an arbitrary function fulfilling the boundary conditions.

Assume that
u(x, y, t) = X(x) Y (y) T (t) (B.4)

where X(x) is a function of x, Y (y) a function of y, T (t) a function of t. Then Equation
B.1 becomes

1

κ

T ′

T
=
X ′′

X
+
Y ′′

Y
(B.5)

Since X, Y and T are independent, each term in the right hand side (RHS) must be
constant

X ′′

X
= A

Y ′′

Y
= B (B.6)

in Equation B.5 →
T ′

T
= κ(A+B) (B.7)

Equation B.6 gives the eigenvalue problems [20]

X ′′ − AX = 0 Y ′′ −BY = 0 (B.8)

which have the general solution

X(x) = a1 e
√
Ax + a2 e

−
√
Ax

Y (y) = b1 e
√
By + b2 e

−
√
By

(B.9)

Equation B.7 has the general solution

T (t) = Ceκ(A+B) t (B.10)
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Applying the boundary conditions in Equation B.2 to Equation B.9 and omitting the triv-
ial solutions → a1 + a2 = 0 and a2 e

−
√
A L = −a1 e

√
A L →

e2
√
A L = 1

Using Euler’s formula, eir = cos(r) + i sin(r), with the ansatz A = (ηi)2 for a real number
η →
cos(2ηL) + i sin(2ηL) = 1 ↔ η = nπ

L

→
A = −(nπ

L
)2 and hence

√
A = inπ

L
. Analogous for the constant B and using a different

version of Euler’s formula stated in [20] →

u(x, y, t) =
∞∑
n=1

∞∑
m=1

βn,m sin
(nπ
L
x
)

sin
(mπ
H
y
)
e−κ((nπ

L
)2+(mπ

H
)2)t (B.11)

βn,m is determined through the initial condition B.3 →

∞∑
n=1

∞∑
m=1

βn,m sin
(nπ
L
x
)

sin
(mπ
H
y
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0

2

H

∫ H

0
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x
)

sin
(mπ
H
y
)
dydx (B.12)

The initial condition is given by a hat function û(x, y) = ϕ(x) θ(y) which linearly increases
from 0 on the boundary to 1 in the center as

ϕ(x) =



2x
L

x ∈
[
0 L

2

[
1 x = L

2

2(1− x
L

) x ∈
]
L
2
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2

[
1 y = H

2

2(1− y
H

) y ∈
]
H
2
H
] (B.13)

Performing the integral calculus on the continous and piecewise differentiable Equation
B.12 through integration by parts on the intervals 0 < x < L

2
, L

2
< x < L, 0 < y < H

2
and

H
2
< y < H →

βn,m = T0
64

n2m2π4
sin
(nπ

2

)
sin
(mπ

2

)
(B.14)

Hence, the analytical solution of the 2D heat equation with Diriclet boundary condition
and a hat function initial condition is Equation B.11 with βn,m according to Equation B.14.
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C Test Case 3

The results of this test did not provide any additional information beyond the two prior test
cases. The target plates are seen in Figures C.1 and C.2. The aim of this test was to get a
better understanding of the shape of the particle column. As the particles are injected in
a 90◦ angle to the plasma jet this test would visualize the full range from particle injection
aligned with the gun movement, to perpendicular to the gun movement. The tests showed
that the targets were too small and if, in the future, this test case were to be repeated, it
is recommended to use a larger target plate and a wider curve of the gun movement.

Figure C.1: Test case 3, first target

After spraying the first plate an attempt to capture more of the impacts was made. The
gun movement was changed so that the curve would start slightly later but as can be seen
in Figure C.2 the consequence of the change was that only part of the sweep after the bend
was captured.

Figure C.2: Test case 3, second target
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