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Abstract

With the increasing requirement of multimedia content, internet service providers

have to spread more optical fiber in the network, build more data-centers and stor-

age area networks, and offer high capacity wireless solutions. In long-haul fiber

optical links, coherent transceivers are used, which provide high data rates for many

users. In contrast, short-haul connections, known as intensity-modulation direct-

detection (IM/DD) systems, often use noncoherent low-cost transceivers. Such sys-

tems are very sensitive to the transmitted optical power, both peak and average

optical powers are strictly limited for safety and power-consumption considerations,

and nonnegativity constraints are imposed on the transmitted optical signal.

In this report, new methods for power-efficient intersymbol interference-free trans-

mission over the bandlimited IM/DD channel are proposed. A new bias signal is

found and added to the transmitted signal to make it nonnegative. The new bias is

time-varying and provides a more power-efficient transmission than the previously

considered constant bias. In order to further improve the power efficiency, two ap-

proaches of designing new Nyquist and root-Nyquist pulses are presented. The first

method lies in forming the pulse in the time domain, while pulse shaping in the

frequency domain is used as an alternative approach. Analytical expressions for

the asymptotic power efficiency and symbol error rate of the proposed schemes are

derived and evaluated. At a spectral efficiency of 1 b/s/Hz and using on-off key-

ing modulation, the proposed schemes outperform the squared-sinc pulse shaping,

which is the previously most power-efficient known format, by 0.628 dB in asymp-

totic power efficiency.

Keywords: Fiber-optical communications, free-space optical communications, di-

rect detection, intensity modulation, strictly bandlimited signaling.
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1 Introduction

Nowadays modern world requires a massive data transportation to satisfy a large

number of users, who demand more multimedia content such as video and voice.

This requires higher data transfer rate capabilities than ever. To satisfy this huge

demand, internet service providers have to spread optical fiber deeper in the network,

build more data-centers and storage area networks, and offer high capacity wireless

solutions.

1.1 Optical communications

Optical communication dates since antiquity, mentioned by Homer in Iliad, when

the Greeks used fire signaling to send messages while conquering Troy, approxi-

mately 1200 BC. The very early precedent of the modern optical communication

was created by Alexander Graham Bell and Charles Sumner Tainter in 1880, called

Photophone (Bouchet et al. 2010). The idea was to replace electrical wires with

beams of light and on June 3, 1880, the first wireless optical phone conversation

took place. Soon, the electromagnetic radiation was discovered by Hertz and many

scientists and researchers focused their work on it. In the late 1950s, the laser was

discovered (Agrawal 2005) and the today’s optical communication was born. The

first reliable optical guide environment was silica-glass fibers, proposed in (Kao and

Hockham 1966).

Today’s links using optical carriers vary from transoceanic distances to several me-

ters. The long-haul optical connections provide the backbone for various types of

networks worldwide, at high data rates. Such links are using coherent transceivers,

where the information is encoded on both amplitude and phase of the transmit-

ted signal, in both polarizations. As opposed to long-haul optical links, where

1



2 Chapter 1 Introduction

the deploying costs are shared among many users, the short-haul optical links

are more cost sensitive. Examples of such connections are optical interconnec-

tions in high-performance computing centers, data-centers, storage area networks

(Randel et al. 2008, Molin et al. 2011), and diffuse indoor wireless optical links

(Hranilovic 2005b, Barry 1994). To reduce the overall costs of such transmissions,

low-complexity and cheap optical hardware, e.g., noncoherent transceivers, are often

used. These include vertical-cavity surface-emitting lasers (VCSELs), laser diodes,

or light-emitting diodes (LEDs) used at the transmitter (denoted as Light source in

Fig. 1.1-top), and photodetectors at the receiver (shown as Photodetector in Fig.

1.1-top) (Barry 1994, Ch. 1), (Westbergh et al. 2009). Usually for additional cost re-

ductions, multimode fibers are employed. Due to their larger cores, compared to the

single-mode fibers, a higher tolerance to alignment impairments in the connectors

can be achieved, which reduces the installation costs.

In contrast to coherent systems, in a noncoherent optical link, only the intensity of

the optical transmitted signal carries the useful information. Such optical connec-

tions are known as intesity-modulation direct-detection (IM/DD) systems.

1.2 Intensity-Modulation Direct-Detection Systems

In an IM/DD system, intensity modulation is obtained by varying the bias current

of the light source at the transmitter, e.g., VCSEL or LED, which produces an

optical waveform. This is observed at the receiver by direct detection, i.e., the

photodetector will produce an electrical current proportional to the received optical

power. The IM/DD systems can be used with optical amplifiers, for long-haul and

metropolitan links, and without amplifiers for short-range connections.

A practical IM/DD system without amplification can be modeled as a baseband ad-

ditive white Gaussian noise (AWGN) channel, shown in the bottom part of Fig. 1.1,

imposing certain restrictions on the transmitted signal (Barry 1994, Ch. 5). First,

the transmitted signal must be nonnegative, since only the intensity of the transmit-
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Modulator Demodulator
Data Estimate

of data

Modulator Demodulator
Data Estimate

of data
AWGN
channel

Light source Photodetector

Optical link

x+(t) ≥ 0

tt

Figure 1.1. Passband transceiver of an IM/DD system without amplification
(top). The clipping effect on the negative parts of the transmitted waveform
(middle). The equivalent baseband model with nonnegativity constraint on the
transmitted signal x+(t) (bottom).

ted optical waveform conveys information through the channel. Any negative part of

the transmitted signal will be clipped, causing distortions (see Fig. 1.1). Second, due

to safety regulations and power-consumption purposes, the average and peak optical

powers have to be within certain limitations (Barry 1994, Ch. 5), (Hranilovic 2005b,

Ch. 2).

In addition to the previous constraints, in this thesis only bandlimited intersym-

bol interference (ISI) free transmissions are studied. Bandlimitted transmission is

considered to avoid distortions caused by low-cost optoelectronic devices and multi-

path distortion in indoor wireless optical links (Barry 1994). Moreover, it prevents

interchannel interference in wavelength-division multiplexing transmission schemes.

Additionally by considering only ISI-free transmissions, the receiver does not require

equalization, which is necessary when ISI is allowed. Therefore, low-complex and

low-cost receivers can be designed for such a transmission.

Such a system was investigated for the first time in (Hranilovic 2005a). Pulse am-

plitude modulation (PAM) schemes were designed using bandlimited ISI-free non-

negative Nyquist pulses, such as the squared-sinc (S2) pulse, at half the Nyquist

rate. It was also shown that nonnegative bandlimited ISI-free root-Nyquist pulses
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do not exist. As an extension, new nonnegative Nyquist pulses were introduced in

(Hranilovic 2007), which provide a trade-off between the required optical power and

the required bandwidth, that spans from half the Nyquist rate to the Nyquist rate.

A new modulation scheme for the bandlimited ISI-free IM/DD systems was proposed

in (Tavan et al. 2012), where a direct-current (DC) bias signal is added to the

transmitted waveform in order to make the signal nonnegative. This approach has

benefits in terms of bandwidth, by enabling transmissions below half the Nyquist

rate, and it also allows the use of root-Nyquist pulses. At the moment, there is still

no modulation scheme having a better power efficiency at half the Nyquist rate than

the scheme proposed in (Hranilovic 2005a), which uses the S2 pulse.

1.3 Contributions

In this report, design of bandlimited ISI-free IM/DD systems is investigated by

presenting a new, more power-efficient signaling scheme, and two methods to obtain

new pulses shapes, which further increase the optical power efficiency. The new

scheme consists of a new bias signal, which is time-varying, different from the one

previously proposed. The design of new pulse shapes, in the first method, is done

in the time domain, and in the second approach, new pulses are obtained in the

frequency domain. For the first time, the presented modulation schemes are more

power-efficient than the previously best known signaling, which is based on S2 pulse,

at a bandwidth equal to half the Nyquist rate.

1.4 Organization

The remainder of the report is organized as follows. Chapter 2 presents the system

model. In Chapter 3, the proposed bias signal is presented and the considered

performance measure, i.e., asymptotic power efficiency, is introduced. In Chapter 4,
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the study optimizes the power efficiency by considering different pulse shapes. First,

known pulses from the literature are investigated, then new methods for designing

new pulses are proposed. In Chapter 5, the performance of proposed methods are

evaluated. Finally, in Chapter 6, conclusions on the contributions are provided.



2 System Model

In this section, an IM/DD system is introduced, along with the imposed conditions

from Sec. 1 on the transmitted signal. An IM/DD system without amplification

can be modeled as a baseband AWGN channel, imposing certain restrictions on

the transmitted signal (Barry 1994, Ch. 5). Fig. 2.1 shows the model of a IM/DD

system, including a transmitter, a channel, and a receiver.

The transmitted nonnegative intensity is constructed as a modified PAM signal

x+(t) = A(f(t) +

∞
∑

k=−∞
akp(t− kT )), (2.1)

where A is a positive power scaling factor, ak is the k
th transmitted symbol uniformly

draw from a finite one-dimensional constellation C , T is the symbol time, and p(t)

is an arbitrary pulse shape of bandwidth B ≤ 1/T . The nonnegativity constraint is

satisfied by adding a proper signal bias f(t) to the transmitted PAM signal.

The received signal is

y(t) = x+(t) + n(t), (2.2)

where n(t) is zero mean AWGN with double-sided power spectral density N0/2.

At the receiver, the exact same bias, f(t), which is added at the transmitter, is sub-

tracted from the received signal y(t), making the rest of the receiver a conventional

PAM demodulator.

Transmitter Receiver

Pulse shaping Receive filter
Input
symbols

Bias
adder

Bias
substractor

kT

Output
symbols

Decision

Baseband
channel

ak âkp(t)
y(t)

n(t)

x(t) x+(t) ≥ 0

f(t)f(t)

g(t)

Figure 2.1. Baseband IM/DD system model
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2.1 Average and Peak Optical Power 7

2.1 Average and Peak Optical Power

According to (Barry 1994, Ch. 5), (Hranilovic 2007, Ch. 2), the average optical

power is computed as the average amplitude of x+(t)

Popt =
1

T

∫ T

0

E{x+(t)}dt, (2.3)

where E{·} denotes statistical expectation.

The peak optical power is

Pmax = max(x+(t))

= max

(

A(f(t) +

∞
∑

k=−∞
akp(t− kT ))

)

,
(2.4)

for all sequences ..., a−1, a0, a1, a2, ..., and for all t ∈ R, where R denotes the set of

real numbers.

For safety and power-consumption considerations, the average and peak optical

powers have to be within certain limitations.

2.2 ISI-free and Bandwidth Constraints

To fulfill the bandwidth restriction on x+(t), the pulse shape p(t), used at the trans-

mitter is always bandlimited, B ≤ 1/T . The ISI-free condition is achieved by

considering two scenarios. One when the receiver’s filter g(t) is flat in the band

of interest and it is called sampling receiver, and the matched-filter (MF) receiver,

where the receive filter g(t) is matched to the transmitter’s pulse shape p(t).

To fulfill the ISI-free condition in the first case, the pulse p(t) has to satisfy the
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Nyquist criterion (Proakis and Salehi 2008, Eq. (9.2-12))

p(nT ) =











1 n = 0

0 n 6= 0

, (2.5)

or its Fourier transform P (f) must satisfy the Nyquist criterion in the frequency

domain (Proakis and Salehi 2008, Eq. (9.2-13))

∞
∑

m=−∞
P (f +m/T ) = T. (2.6)

In the MF receiver scenario, the receive filter is matched to the transmitter filter.

In order to meet the ISI-free constraint at the output signal after the MF, a root-

Nyquist pulse P
RN
(t) can be used at the transmitter, which can be obtained from a

Nyquist pulse by applying (Proakis and Salehi 2008, Eq. (9.2-29))

P (f) = P
RN
(f) =

√

|P
N
(f)|e−j2πft0 , (2.7)

where P
N
(f) is the frequency response of the Nyquist pulse, j =

√
−1 is the imagi-

nary quantity, and t0 is a delay to allow nonsymmetric pulses and to ensure physical

realizability of the filter. Considering an ideal channel, i.e., a channel with a nor-

malized flat response in the band of interest, to match the receive filter to the

transmitter’s filter, its frequency response is G(f) = P ∗(f), where (·)∗ denotes the

complex conjugate.



3 The Bias

In this section, the proposed bias signal is introduced, which guarantees the non-

negativity of the transmitted signal. The procedure of finding a power-efficient

modulation scheme can be formulated as an optimization problem, where the op-

tical power efficiency is maximized by finding the optimal bias signal f(t), as well

as the design of an optimal constellation C , and the pulse shape p(t). However, in

this thesis, previously known constellations are used and the focus is on the design

of f(t) and p(t).

3.1 The Bias Expression

To fulfill the nonnegativity constraint, the bias signal is added to the PAM signal in

(2.1). The bias signal f(t) can be any waveform, as long as it is strictly bandlimited

and achieves the nonnegativity of the transmitted signal.

For all t ∈ R and all sequences . . . , a−1, a0, a1, a2, . . ., (2.1) can be rewritten as

x+(t) = A

(

f(t) +

∞
∑

k=−∞
(ak − L) p(t− kT ) + L

∞
∑

k=−∞
p(t− kT )

)

, (3.1)

where L = (c + c)/2 is the midpoint of the constellation, c = maxc∈C c, and

c = minc∈C c.

According to (Tavan et al. 2012, Corollary 2), for a bandlimited B ≤ 1/T pulse p(t)

∞
∑

k=−∞
p(t− kT ) =

P (0)

T
, (3.2)

which is a constant independent of t.

9



10 Chapter 3 The bias

Using (3.2), (3.1) can be rewritten as

x+(t) = A

(

f(t) +

∞
∑

k=−∞
(ak − L) p(t− kT ) +

LP (0)

T

)

. (3.3)

In the right hand side of (3.3), the last term is constant and the required bias f(t)

depends only on the summation term. The worst case scenario is when all the terms

in the summation are minimum (the most negative value of each term), requiring

the largest bias. The term can be at its minimum in two cases. First, when (ak−L)

is maximum, i.e., (c − L), and p(t − kT ) < 0, or when (ak − L) is minimum, i.e.,

(c − L), and p(t − kT ) > 0. Both cases are the same because (c − L) = −(c − L).

Thus (3.3) can be bounded as

x+(t) ≥ A

(

f(t) + (c− L)

∞
∑

k=−∞
|p(t− kT )|+ LP (0)

T

)

, (3.4)

for any t.

The choice of f(t) depends only on the summation
∑∞

k=−∞ |p(t− kT )|, which is a

time-varying, periodic function with period equal to T . Therefore, the choice of

f(t) is also a time-varying, periodic function with the period equal to T/z, where

z ∈ N 6=0 can be any nonzero natural number. According to (Phillips et al. 2008,

p. 171), a periodic function with the period equal to T/z can be decomposed into

its Fourier series

f(t) = µ0 +

∞
∑

k=1

µk cos

(

2πkzt

T
+ φk

)

, (3.5)

where µ0 is a constant and µk and φk are the amplitude and the phase, respectively,

of the kth cosine component.

The bias signal has to be a waveform which is strictly bandlimited, B ≤ 1/T ,

to satisfy the condition imposed in Sec. 1. Therefore, the optimum form of f(t),
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0 2 4 6 8 10 12 14 16 18 20 22
−0.5

0

0.5

1

1.5

 

 
x(t)
µ1 cos(2πt/T )
x(t) + µ1 cos(2πt/T )
µ0 for µ1 = 0
µ0 for µ1 = −0.08

t/T

x
(t
)

Figure 3.1. A PAM signal, x(t), using C = {0, 1} and the RC pulse with α = 0.5
is plotted. The required DC bias in (Tavan et al. 2012) is µ0 = −min x(t) = 0.241
for µ1 = 0; using the optimal cosine bias, µ1 = −0.08 and φ = 0, the required
DC bias becomes µ0 = 0.182.

considered here is

f(t) = µ0 + µ1 cos

(

2πt

T
+ φ

)

, (3.6)

where to satisfy the bandwidth limitation only the first term of the summation in

(3.5) is considered and z = 1. For the sake of notation simplicity φ = φ1. For any

given µ1 and φ, the DC component µ0 can be chosen to ensure x+(t) ≥ 0.

From the average optical power perspective, the cosine component of the bias does

not require extra power since its integral is zero in (2.3). The extra power is con-

sumed only by the DC bias. However, compared to (Tavan et al. 2012), the trans-

mission is more power-efficient because less DC bias is required after adding the

cosine term.

By replacing (3.6) in (2.1), the transmitted signal becomes

x+(t) = A

(

µ0 + µ1 cos

(

2πt

T
+ φ

)

+

∞
∑

k=−∞
akp(t− kT )

)

, (3.7)

where setting µ1 = 0, (3.7) becomes the same as (Tavan et al. 2012, Eq. (1)).
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The effect of the bias on the transmitted signal is plotted in Fig. 3.1, where a PAM

signal is formed using the raised-cosine (RC) pulse with the roll-off factor α = 0.5,

(see Sec. 4.1), and C = {0, 1}. The required DC bias in (Tavan et al. 2012), µ0, for

µ1 = 0, is decreased by adding the cosine term to the transmitted signal.

The cost of adding the time-variable bias is an increased bandwidth. Without

adding f(t), the required bandwidth is equal to the bandwidth of the pulse p(t), i.e.,

B ≤ 1/T , whereas after adding the bias, the required bandwidth becomes B = 1/T .

It must be noted that the receiver does not need any extra synchronization for the

time-varying bias, since the cosine term has the same period as the symbol clock.

3.2 Bias Coefficients

In the previous section, the optimal form of the bias was proposed. In this section,

the bias parameters µ0, µ1, and φ are optimized to maximize the optical power

efficiency.

From (3.4) and (3.6), the optimal value of µ0 as a function of µ1 and φ can be

written as

µ0 = max
0≤t<T

(

(c− L)

∞
∑

k=−∞
|p(t− kT )| − µ1 cos

(

2πt

T
+ φ

)

)

− LP (0)

T
. (3.8)

As mentioned earlier, the cosine component of the bias does not have any effect on

the optical power. However, any choice of µ1 and φ affects the optimal value of µ0.

Hence, µ0 is minimized, which maximizes the optical power efficiency over µ1 and φ

µ0 = min
0≤φ<2π
µ1∈R

max
0≤t<T

(

(c− L)

∞
∑

k=−∞
|p(t− kT )| − µ1 cos

(

2πt

T
+ φ

))

− LP (0)

T
.

(3.9)

From (3.9, it can be seen that the DC bias µ0, depends on the constellation C ,
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v′(t)
µ1 cos(2πt/T )
v′(t) − µ1 cos(2πt/T )
µ0 for µ1 = 0
µ0 for µ1 = −0.082

t/T

v
′ (
t)

Figure 3.2. The function v′(t) for the RC pulse p(t), with α = 0.5 and C = {0, 1}
is shown. The DC bias µ0 is decreased from 0.25 to 0.187 by using the cosine
bias (µ1 = −0.082, φ = 0).

the pulse shape p(t), the amplitude µ1, and the phase φ of the variable bias and

not on the instantaneous transmitted symbols. Solving this equation analytically is

impossible, but using a numerical computing software it can be easily solved.

For notational simplicity, let v(t) = (c− L)
∑∞

k=−∞ |p(t− kT )| and v′(t) = v(t) −
LP (0)/T , both can be encountered in (3.9).

Fig. 3.2 shows v′(t), for a RC pulse with α = 0.5, and using C = {0, 1}, as a function
of time t, and the required DC bias, first for µ1 = 0 (Tavan et al. 2012), and in the

second case for the optimal pair (µ1, φ). The values of µ0 and µ1 are different from

the ones shown in Fig. 3.1, because in Fig. 3.2, the worst-case scenario is considered,

while in the example in Fig. 3.1 this was not the case.
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3.3 Power Efficiency

The average optical power can be computed by substituting (3.7) in (2.3), which

yields

Popt =
1

T

∫ T

0

A

(

µ0 + µ1 cos

(

2πt

T
+ φ

)

+ E{ak}
∞
∑

k=−∞
p(t− kT )

)

dt

= A (µ0 + E{ak}p̄) ,
(3.10)

where

p̄ =
1

T

∫ T

0

p(t)dt =
P (0)

T
. (3.11)

By substituting the bias expression in (2.4), the peak optical power can be computed

as

Pmax = max

(

A

(

µ0 + µ1 cos

(

2πt

T
+ φ

)

+

∞
∑

k=−∞
(ak − L) p(t− kT ) +

LP (0)

T

)

)

,

(3.12)

for all t. Replacing the expression of µ0 and considering the worst case scenario as

in (3.4), Pmax becomes

Pmax = A

(

max
0≤t<T

(

v(t)− µ1 cos

(

2πt

T
+ φ

))

+ max
0≤t<T

(

v(t) + µ1 cos

(

2πt

T
+ φ

))

)

.

(3.13)

Theorem 1. The peak optical power, Pmax, of the transmitted signal x+(t) defined

in (3.7) is bounded by

2A max
0≤t<T

v(t) ≤ Pmax ≤ 2A( max
0≤t<T

v(t) + |µ1|). (3.14)

Proof. Both inequalities can be easily proven by starting from the fundamental



3.3 Power Efficiency 15

inequality

max(f(t) + g(t)) ≤ max(f(t)) + max(g(t)). (3.15)

The first inequality can be proved by replacing f(t) = v(t)− µ1 cos(2πt/T + φ) and

g(t) = v(t)+µ1 cos(2πt/T +φ) in (3.15). The second inequality can be proved using

max(v(t)± µ1 cos(2πt/T + φ)) ≤ max(v(t)) + max(±µ1 cos(2πt/T + φ))

= max(v(t)) + |µ1| .
(3.16)

The lower bound in (3.14) is the peak optical power required in (Tavan et al. 2012)

and can be obtained by setting µ1 = 0 in (3.13).

In contrast to the average optical power, the peak optical power does not depend

on the DC bias, µ0, whereas it only depends on the cosine bias parameters, µ1 and

φ. Minimizing the average optical power by minimizing the DC bias in (3.9) does

not guarantee the minimum peak optical power. A trade-off between average and

peak optical power can be obtained by optimizing (3.9) and (3.13) over µ0, µ1 and

φ at the same time. However, the objective in this report is to minimize the average

optical power.

Fig. 3.3 shows the trade-off between Pmax and Popt and their corresponding minimum

values computed for the RC pulse with α = 0.5 (left) and for the R(RC) pulse (see

Sec. 4.1) with α = 1 (right) using C = {0, 1}. In the first case, the minimum average

optical power is obtained when µ1 = −0.08, while the minimum peak optical power

is obtained when −0.05 ≤ µ1 ≤ 0.05. If the minimum peak optical power is desired,

there is no reason to set µ1 6= −0.05; at the this point, keeping Pmax minimum,

Popt is also minimum. In the flat region of the curve (red part), Pmax is at its lower

bound in Theorem 1, where the sum of the two maximization in (3.13) is equal to

2max v(t). For the figure in the right, the minimum values for both average and

peak optical powers are achieved for µ1 = 0.137.

The achievable optical power gains of the proposed method are computed in terms
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Figure 3.3. The peak optical power is plotted as a function of the average optical
power for the RC pulse with α = 0.5 (left) and for the R(RC) pulse with α = 1
(right) and C = {0, 1}.

of the asymptotic power efficiency (APE), defined as

APE =
P ref
opt

Popt

, (3.17)

where P ref
opt is the average optical power required by the benchmark signaling (Hranilovic

2005a), based on the S2 pulse using C = {0, 1} and a sampling receiver, as in

(Barry 1994, Ch. 5), (Kahn and Barry 1997), and Popt is the average optical power

required by the proposed method. The S2 pulse does not require any bias signal

and offers the most power-efficient signaling at the same bandwidth as the proposed

signaling, B = 1/T , which leads to a fair comparison.

3.4 M -PAM Analysis

In the previous sections, the relations are valid for any choice of one-dimensional

constellation, while in this section, the APE is calculated for any M-ary PAM (M-

PAM) constellation. According to (Tavan et al. 2012, Theorem 3), the performance

of a constellation C does not change if all the constellation points are shifted with

a constant offset. Without loss of generality, in this thesis the constellation C is

chosen to be a nonnegative M-PAM constellation defined as C = {0, 1, 2, ...,M−1},
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with the parameters c = 0, c = M − 1, L = E{ak} = (M − 1)/2, and ∆a = 1, where

∆a is the minimum distance of the constellation.

The scaling factor A can be computed as a function of the symbol error rate Pe, in

both sampling and MF receiver scenarios.

3.4.1 Sampling Receiver

In this case, using the same principles as in (Tavan et al. 2012), the parameter A

becomes

A =
2

∆a p(0)
Q−1

(

Pe

M

2(M − 1)

)

√

N0B, (3.18)

where M is the cardinality of the constellation, B is the required bandwidth, and

Q(·) is the Gaussian Q-function defined as

Q(x) =
1

2π

∫ ∞

x

exp

(−x2

2

)

dx, (3.19)

and Q(·)−1 means its inverse.

Replacing (3.18) in (3.10), the average optical transmitted power becomes

Popt = Q−1

(

Pe

M

2(M − 1)

)

√

N0B
2µ0 + (M − 1)p̄

p(0)
. (3.20)

The average optical power required by the benchmark signaling, using (3.20), is

P ref
opt = Q−1 (Pe)

√

N0Bref, (3.21)

where Bref = 1/T .

Substituting (3.20) and (3.21) in (3.17) and taking the limit Pe → 0, since the

interest is in the asymptotical power efficiency, the APE expression in the case of
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sampling receiver is

APE =

√

Bref

B

p(0)

2µ0 + (M − 1)p̄
. (3.22)

3.4.2 Matched Filter Receiver

The APE for the MF receiver can be computed by taking similar steps as in the

sampling receiver case. In this case, A becomes (Tavan et al. 2012)

A = Q−1

(

Pe

M

2(M − 1)

)

1

∆a

√

2N0

Ep

, (3.23)

where Ep =
∫∞
−∞ p(t)2dt (Tavan et al. 2012).

Using (3.23), the average optical power becomes

Popt = Q−1

(

Pe

M

2(M − 1)

)

√

2N0

Ep

(

µ0 +
(M − 1)p̄

2

)

. (3.24)

After substituting (3.21) and (3.24) in (3.17) and letting Pe → 0, the APE becomes

APE =
√

2BrefEp

1

2µ0 + (M − 1)p̄
. (3.25)



4 Pulse Design

In the previous section, the optimal optical power efficiency, i.e., APE, was found by

optimizing only the bias signal f(t). In this section, the optimization is reformulated

by simultaneous optimization of the pulse shape p(t) and the bias signal f(t). The

APE can be maximized by choosing the pulse shape p(t), the cosine-bias coefficients

µ1 and φ, and the DC bias µ0, while keeping the rest of the systems parameters such

as the constellation C constant.

For convenience, the operator R(·) is defined, which converts a Nyquist pulse into

its corresponding root-Nyquist pulse using (2.7), with both input and output being

in the time domain, as

p
RN
(t) = R(p

N
(t)) = F

−1(
√

|F (p
N
(t))|), (4.1)

where F (·) denotes the Fourier transform, F (·)−1 means its inverse, p
N
(t) is the

initial Nyquist pulse, and p
RN
(t) is the resultant root-Nyquist pulse.

The following sections present different choices of the pulse shape p(t), used in the

optimization process to find the scheme with the maximum achievable APE. In

Sec. 4.1, pulses already known in the literature are introduced, and in Sec. 4.2 and

4.3 new pulses are designed, first by combining pulses in the time domain, and then

the pulses are numerically constructed in the frequency domain.

19
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4.1 Known Pulses

In this thesis, the most common Nyquist pulses known in the literature are analyzed,

such as the well-known RC pulse (Proakis and Salehi 2008, Eq. (9.2-27))

RC(t) =















π
4
sinc

(

t
T

)

t = ± T
2α

sinc
(

t
T

) cos(παt

T
)

1−( 2αt

T
)
2 otherwise

, (4.2)

where sinc(x) = sin(πx)/πx and the excess bandwidth is controlled by the roll-off

factor α ∈ [0, 1]. For α > 0, the tails of the pulse decay as 1/ |t3|.

The next studied pulse is the “better than Nyquist” (BTN) pulse (Beaulieu et al.

2001)

BTN(t) = sinc

(

t

T

) 2παt
T ln 2

sin(παt
T
) + 2 cos(παt

T
)− 1

( παt
T ln 2

)2 + 1
, (4.3)

which has a slower decaying rate, 1/t2, compared to the RC pulse.

The parametric linear (PL) pulse of the first-order, presented in (Beaulieu and

Damen 2004), is

PL(t) = sinc

(

t

T

)

sinc

(

αt

T

)

, (4.4)

which also decays as 1/t2 and is less sensitive to timing jitter than the RC pulse.

The first-order Xia pulse defined in (Xia 1997, Tan and Beaulieu 2004) is

Xia(t) =











π
2
sinc

(

t
T

)

t = − T
2α

sinc
(

t
T

) cos(παt

T
)

2αt

T
+1

otherwise

. (4.5)

It is ISI-free with or without matched filtering, satisfying both the Nyquist and

root-Nyquist criteria at the same time. One of the main differences between Xia

and the rest of the pulses is nonsymmetry in time domain. The Xia pulse has more

energy for t < 0 than for t > 0 in the time domain.

None of the pulses presented above are nonnegative. They have a bandwidth equal
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to B = (1 + α)/2T , and for α = 0 they all result in the sinc pulse, which is an

impractical waveform, since the summation in (3.9) diverges, requiring an infinite

DC bias µ0.

The S2 pulse, proposed in (Hranilovic 2005a) is nonnegative, ISI-free, and strictly

bandlimited, defined as

S2(t) = sinc2
(

t

T

)

, (4.6)

which satisfies the conditions by being a squared-Nyquist pulse and has a bandwidth

B = 1/T . The S2 pulse is positive at any time t, hence does not require any bias

signal.

In this study, the performance of each pulse with both sampling and MF receivers

is analyzed. The R(·) operator is used to obtain root-Nyquist pulses, except the

Xia pulse, which does not require any transformation since it is a Nyquist and a

root-Nyquist pulse at the same time. As a side note, the well known root-raised

cosine pulse is obtained by applying the R(·) operator on the RC pulse. From now

on, in this thesis, when the performance of a pulse with the MF receiver is analyzed,

the pulse is referred to as R(pulse), otherwise the R(·) notation is dropped. This

implies that (4.1) is also applied, except the Xia pulse.

4.2 Composite Pulses

In this section, new pulses denoted as “composite pulses” are designed by linear

combinations of the pulses introduced in the previous section. A composite pulse

is the result of adding different Nyquist pulses in the time domain. The added

pulses are required to have the same symbol time T . Therefore the outcome of the

addition is a Nyquist pulse with the same symbol time. The employed pulses can

be combined with different coefficients and different roll-off factors. For complexity
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reasons, in this study only two pulses are combined to form a composite pulse

p(t, α) = i1p1(t, α1) + i2p2(t, α2), (4.7)

where i1, i2 ∈ R are the combining coefficients, α1, α2 ∈ [0, 1] are the roll-off factors,

and p1, p2 are two arbitrary Nyquist pulses mentioned in Sec. 4.1, respectively. The

roll-off factor of the obtained composite pulse p(t, α) is α = max{α1, α2}.

By optimizing among the (i1, i2, α1, α2) parameters in (4.7), better pulses can be

obtained, which are at least as good as the best pulse in the summation. A composite

pulse can be used along with a sampling receiver. Moreover, its corresponding root-

Nyquist pulse can be obtained using the R(·) operator and employed with an MF

receiver.

4.3 Frequency-Shaped Pulses

In Sec. 5.2, new composite pulses are obtained in the time domain, while in this

section, new pulses are constructed by optimizing them in the frequency domain.

A Nyquist pulse in the frequency domain, P (f), has to satisfy (2.6). Accordingly,

it can be designed as

P (f) =







































Q(f) 0 ≤ f < 1
2T

T
2

f = 1
2T

T −Q( 1
T
− f) 1

2T
< f < 1

T

0 f ≥ 1
T

, (4.8)

where Q(f) is a real-valued function with T/2 ≤ Q(f) ≤ T . Hence, it is enough to

know Q(f) in order to design a Nyquist pulse. To maximize the APE, new pulses

are obtained by optimizing the Q(f) function using the Nelder-Mead algorithm
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Figure 4.1. The Fourier transform P (f) vs. frequency f of several pulses
obtained during a low resolution grid search of Q(f). The red curve achieves the
maximum APE out of this set of curves.

described in (Nelder and Mead 1965). The algorithm starts from an initial discrete

shape of Q(f), with N equally spaced points from 0 to 1/2T , and tries to converge

to the optimum shape, such that the objective function, APE, is maximized.

In order to maximize the efficiency of the optimization, the input curve to the

algorithm is chosen close to the optimal solution. Therefore, the starting values

of Q(f) are determined using a grid search. For computation complexity reasons

during the grid search, the frequency spectrum from 0 to 1/2T of Q(f) is discretized

only into 6 equally spaced points. Two points are fixed, Q(0) = T , Q(1/2T ) = T/2,

and the remaining four points Q(i/10T ) i ∈ {1, 2, 3, 4} are varied within the interval

[T/2, T ]. The optimized pulse with the best APE is given as an input to the Nelder-

Mead optimization algorithm, after it is upsampled to N points.

The upsampling of Q(f) is acquired using piecewise cubic Hermite interpolation

(PCHI). Hence, the first derivative of P (f) is continuous and consequently the ob-

tained pulse shapes decay with at least 1/ |t3| in the time domain.
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Figure 4.2. The optimization process of the curve with highest APE from Fig. 4.1
(red curve). Several intermediate steps are shown along the achieved APE values
at each step. Between 256 and 3318 iterations, the changes in the APE and the
shape are very small, which is the reason why no such curves are plotted.

Even though a grid search is performed before applying the Nelder-Mead algorithm,

there is no guarantee that the output of the optimization reaches global maximum.

The APE expression is not necessarily concave, and the algorithm can be trapped

in one of the local maxima.

In Fig. 4.1, an example of a low-resolution grid search is shown along the curve

having the maximum APE out of the presented set of curves. Fig. 4.2 shows the

second stage of the APE optimization, which is a continuation of the result of the

grid search from Fig. 4.1. The best curve from the grid search is upsampled to

N = 12 and input to the Nelder-Mead algorithm.



5 Results

In this section, the achievable performance gains of the proposed methods are in-

vestigated. In Sec. 5.1, the variable-bias signaling method is applied to previously

known pulses, while in Sec. 5.2 and 5.3, further gains are achieved by designing

new pulses specifically for the variable-bias signaling. For the sake of simplicity and

without loss of generality, results obtained using C = {0, 1} are presented.

5.1 Known Pulses

In Fig. 5.1, the APE of the R(RC) pulse is presented as a function of the roll-off

factor α and the amplitude of the variable bias µ1. As mentioned in Sec. 3.1, the

bandwidth of the variable bias is equal to 1/T , therefore the required bandwidth B

is equal to 1/T , except for µ1 = 0, where B = (1 + α)/2T . Using the variable bias,

the maximum APE = 0.454 dB is reached at (α = 1, µ1 = 0.137, φ = 0, µ0 =

0.136), where 0.679 dB is gained in APE compared to pure DC bias with maximum

APE = −0.225 dB at (α = 0.715, µ1 = 0, φ = 0, µ0 = 0.244), at a cost of an

increased bandwidth. The variable bias, µ1, decreases the required DC bias µ0 and

therefore less optical power (3.10) is required.

Fig. 5.2 shows the APE versus excess bandwidth α, for the pulses defined in Sec. 4.1,

used with sampling or MF receiver. For any α, the APE is optimized over µ0, µ1,

and φ. In general, the APE increases with α and achieves its maximum at α = 1,

except for R(PL) and R(BTN), where the APE reaches its maximum at α = 0.992

and α = 0.976, respectively. At α = 0, each pulse becomes a sinc pulse, reaching

the minimum APE, since the sinc pulse requires an infinite DC bias µ0.

All the pulses, apart from Xia, are symmetric around the origin in the time domain,

which is the reason why the optimum phase of the bias is φ = 0. The Xia pulse

25
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Figure 5.1. APE as a function of µ1 and the roll-off factor α, for the R(RC)
pulse. By setting µ1 = 0, the added bias becomes a pure DC bias and the obtained
APE curve agrees with (Tavan et al. 2012). The dashed curve is obtained using
the variable bias and for every value of α, the optimum µ1 was used, µopt

1 (α).
The improvement of the variable bias over the DC bias is 0.679 dB, reaching the
maximum APE at α = 1.

requires an optimum phase φ 6= 0, except for α = 0, where Xia becomes a pure sinc

pulse.

In Fig. 5.2, it can also be observed that the MF receiver is more efficient than the

sampling receiver for all α and all pulses. If only the DC bias µ0 is used, µ1 = 0,

the sampling receiver has a better performance (Tavan et al. 2012), and if no bias

is used, µ0 = µ1 = 0, then there is no root-Nyquist pulse that can be used with an

MF receiver (Hranilovic 2005a).

Theorem 2. For α = 1, the R(Xia) pulse is a shifted version of the R(RC) pulse

by T/4.

Proof. According to (Anderson 2005, Eq. (2.2-11)) the expression of the R(RC)
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Figure 5.2. APE versus the roll-off factor α, for different pulses in both scenarios,
using a sampling receiver and using an MF receiver, respectively. The best APE
is obtained by R(RC) and R(Xia) at α = 1 and is equal to 0.454 dB. The curve
corresponding to the RC pulse with an MF receiver, i.e., R(RC), is the same
curve as the µ1 = µopt

1 (α) (dashed) curve in Fig. 5.1.

pulse in the time domain is

R(RC(t)) =















α√
2

((

1 + 2
π

)

sin
(

π
4α

)

+
(

1− 2
π

)

cos
(

π
4α

))

t = ± T
4α

sin(π(1−α)t
T

)+ 4αt

T
cos(π(1+α)t

T
)

πt

T

(

1−( 4αt

T
)
2
) otherwise

, (5.1)

which for α = 1 becomes

R(RC(t)) =















1 t = ±T
4

4 cos( 2πt

T
)

π
(

1−( 4t
T
)
2
) otherwise

. (5.2)

On the other hand, the time expression of the R(Xia) pulse is (Tan and Beaulieu

2004, Eq. (3))

R(Xia(t)) =











1 t = − T
2α

sin(πt

T
)

πt

T

cos(παt

T
)

2αt

T
+1

otherwise

. (5.3)
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Setting α = 1 and replacing t with t = t− T/4 in (5.3) yields

R(Xia(t− T/4)) =



















1 t− T
4
= −T

2

sin

(

π(t−T

4 )
T

)

π(t−T

4 )
T

cos

(

π(t−T

4 )
T

)

2(t−T

4 )
T

+1

otherwise

=



















1 t = −T
4

1
2
sin

(

2π(t−T

4 )
T

)

π
(

2( t

T
)
2− 1

8

) otherwise

=















1 t = −T
4

4 cos( 2πt

T
)

π
(

1−( 4t
T
)
2
) otherwise

,

(5.4)

which agrees with (5.2).

Fig. 5.3 compares the maximum APE values obtained by the pulses shown in Fig. 5.2.

The best APE is obtained simultaneously by R(RC) and R(Xia), due to the result

of Theorem 2. For φ = π/2 radians in case of using the Xia pulse, the same APE
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Table 5.1. The achievable APE (dB) of the proposed signaling method for
various pulses and their correspondent bias coefficients. The highlighted cells
have the best APE.

f(t) RC PL BTN Xia

Sampling

receiver
µ0

−0.277

µ0 = 0.033

0

µ0 = 0

−0.039

µ0 = 0.005

−1.893

µ0 = 0.273

µ0+µ1cos(
2πt
T
+φ)

−0.257

µ0 = 0.031

µ1 = 0.011

0

µ0 = 0

µ1 = 0

−0.032

µ0 = 0.004

µ1 = 0.004

−1.051

µ0 = 0.137

µ1 = 0.136

φ = 0 φ = π/2

Matched

filter

receiver

µ0
−0.388

µ0 = 0.273

−0.771

µ0 = 0.345

−0.905

µ0 = 0.371

−0.388

µ0 = 0.273

µ0+µ1cos(
2πt
T
+φ)

0.454

µ0 = 0.137

µ1 = 0.136

0.171

µ0 = 0.180

µ1 = 0.166

0.010

µ0 = 0.205

µ1 = 0.169

0.454

µ0 = 0.137

µ1 = 0.136

φ = 0 φ = π/2

as for the R(RC) pulse is obtained.

Tab. 5.1 compares the best obtained APE for different pulses using the DC and

variable bias signal, at B = 1/T . All the results are obtained for α = 1, except PL,

α = 0.992, and BTN, α = 0.976, both using MF receiver and variable bias.

5.2 Composite Pulses

In this section, the achievable APEs of the composite pulses presented in Sec. 4.2

are analyzed. The composite pulses are obtained by performing a grid search over

the parameters in (4.7). The grid search varies −1 ≤ i1, i2 ≤ 1, which are the

combining coefficients, with a step size of 1/191 and 0 ≤ α1, α2 ≤ 1, which are the

roll-off factors of the first and second pulse, with a step size of 1/21. The quartets

(i1, i2, α1, α2) which achieve the maximum APEs are shown in Tab. 5.2.

In Fig. 5.4, the achievable APEs obtained using the results from Tab. 5.2 and an
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Figure 5.4. Maximum APE gains of pulses obtained as a summation of two
known pluses.

Table 5.2. Composite Pulses Table

Pulse i1 α1 i2 α2 APE (dB)

R(BTN+BTN) 0.4013 1 0.5987 0.4 0.419

R(PL+BTN) 3.5551 1 −2.5551 1 0.457

R(PL+PL) 0.4029 1 0.5971 0.45 0.461

R(BTN+RC) 0.0753 1 0.9247 0.8 0.539

R(PL+RC) 0.3958 0.4 0.6042 1 0.546

R(RC+RC) 0.3582 1 0.6418 0.65 0.591

MF receiver are compared against the best pulse from Sec. 5.1, the R(RC) pulse.

In general, the composite pulses formed by using the RC pulse have higher APEs,

where R(RC+RC) gives the best performance. As expected, the composite pulses

containing RC can at least have the same APE as R(RC).
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5.3 Frequency-Shaped Pulses

In this section, a numerically optimized pulse in the frequency domain from Sec. 4.3

is compared with the best pulses from the previous sections. The frequency-shaped

pulse is obtained by the procedure described in Sec. 4.3, starting with a grid search

on the discrete points ofQ(f) in the frequency domain. The step size is T/390 for the

frequency point at Q(1/10T ), 19T/5100 for the second frequency point at Q(1/5T ),

and 29T/5100 for the last two frequency points at Q(3/10T ) and Q(4/10T ). A

non-equal computational effort is used for the different frequency points because

the APE quantity seems to be more sensitive to the changes in Q(f) in its first half

of the frequency domain [0, 1/4T ], than changes in its second half [1/4T, 1/2T ].

The shape of Q(f) which offers the maximum APE is further optimized using the

Nelder-Mead algorithm to further increase the APE gain. The discrete frequency

shape of Q(f) is upsampled using PCHI from the 6 points obtained during the grid

search to N points, and then used as initial values of the Nelder-Mead algorithm.
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Figure 5.5. Several pulses are compared in the time domain. The decaying rate
is visible in the top left subfigure and the main lobe is shown in the top right
subfigure. The numerically optimized pulse, which provides the best performance,
has the biggest side lobe and the best decaying rate.
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Figure 5.6. The achievable APE of the pulses shown in Fig. 5.5. The frequency-
shaped pulse outperforms the other pulses by having an APE gain of 0.628 dB
compared to S2 pulse, the best previously known.

The algorithm does not put any constraints on the number of input parameters.

However, increasing the frequency resolution results in a longer convergence time

of the algorithm. If Q(f) is discretized into N points, the algorithm will vary

only N − 2 points, leaving fixed the first and last points. The simulations were

performed varying N from 7 to 130 points, achieving the best result for N = 17,

shown in Fig. 5.5.

The fact that the best result is obtained for N = 17 does not match the common

sense, higher the resolution, the better the result. Intuitively, increasing the fre-

quency resolution N increases the chances of getting stuck into a local maximum.

As mention in Sec. 4.3, the objective function is not concave and contains many local

maxima. This work does not claim that the proposed pulse is globally optimal, but

is the best out of this analysis. It must be noted that N = 17 is optimal in this

study. However, in general the optimum value of N depends on initialization of the

Nelder-Mead optimization.

In Fig. 5.5, the numerically optimized pulse in the frequency domain is compared
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Figure 5.7. Pulses from Fig. 5.5 are analyzed in terms of BER as a function of
SNR.

in the time domain with the S2 pulse and the best pulses previously obtained. The

frequency-shaped pulse has the largest main lobe, almost of the same amplitude

as the R(RC+RC) pulse. Comparing the decaying rate, the numerically optimized

pulse in the frequency domain has noticeable smaller side lobes at t = 4000 T com-

pared to the rest of the pulses.

The achievable APE gains for the pulses of Fig. 5.5 are shown in Fig. 5.6. The S2

pulse (the best previously known pulse) is outperfomed by means of the proposed

variable-bias signaling and using an MF receiver. The frequency-shaped pulse has

the best performance due to its better decaying rate, followed by the composite

pulse.

Fig. 5.7 presents a different analysis by comparing the bit error rate (BER) as

a function of the required signal-to-noise ratio (SNR) in terms of average optical

power defined as in (Kahn and Barry 1997, Eq. (5))

SNR =
P 2
opt

N0Rb

, (5.5)
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where Rb = 1/T is the bit rate.

The evaluated pulses preserve the same order as in Fig. 5.6 in terms of the perfor-

mance. A gain of 1.26 dB is achieved between the proposed signaling method using

the frequency shaped pulse and the best previously known scheme, which uses the

S2 pulse.



6 Conclusion and Future Work

This thesis presents a new modulation format for IM/DD systems by designing

a new bias signal and new bandlimited ISI-free pulses. The proposed bias signal

is optimal for bandlimited transmission B ≤ 1/T , consisting of a DC bias and a

cosine term, being more power-efficient than the previously proposed pure DC bias.

Moreover, new designs of Nyquist and root-Nyquist pulses are introduced, which

further improve the power efficiency. The proposed method enables for the first

time the power-efficient use of root-Nyquist pulses and the matched filter design

at half the Nyquist rate. The evaluation of the new modulation formats is done

by computing the asymptotic power efficiency, which shows gains up to 0.628 dB

compared to the best previously known signaling method, which corresponds to 1.26

dB in terms of SNR.

6.1 Future Work

The results of this thesis point to several interesting directions for future work:

• Employing a different optimization algorithm than the one described in (Nelder

and Mead 1965) in order to improve the final result.

• Design of composite pulses by combining more than two pulses.

• Analysis of the system performance in case of relaxing the nonnegativity con-

straint and employing error correction codes.

• The strict bandwidth limitation can be relaxed and the distorting effect of

bandlimited hardware can be analyzed and mitigated using error correction

codes.

• Analysis of other channel types, different from AWGN, which give good ap-

proximations for different applications.

35
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