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Abstract

Decreasing the nitrogen oxide emission is one of the great challenges for the automotive industry today. To include
a selective catalytic reaction, SCR, reactor is a popular way to reduce the nitrogen oxide in exhaust gases. For the
SCR reactor to work ammonia, often in the form of a urea-water solution spray, needs to be injected into the system.
This thesis concerns the simulation of a coaxial air assisted urea spray using computational fluid dynamics. The aim
is to propose a model which accurately simulates the urea spray that then can be used in simulations of complete
exhaust gas after treatment systems.

The liquid jet breakup, primary atomization, was examined and categorized and the relevance of drop breakup,
secondary atomization, investigated. In the simulations the Reynolds Average Navier-Stokes modeling with the
Euler-Lagrangian multiphase framework was used. The urea-water solution was injected as drops with a drop size
distribution measured 50mm from the spray nozzle. The effect of various particle forces was examined and the two
turbulence models Realizable k − ε and k − ω SST was compared. The drop velocity, drop size distribution and
spray cone angel from the simulations were validated with experimental data, Dahlander and de Benito[1].

The breakup of the liquid jet is likely to produce the final drop size distribution and the subsequent drop breakup
seems to be of subordinate importance. The influential particle forces in the simulations are the drag force for
deformed particles, the buoyancy force and forces due to turbulence. Of the two turbulence modes the k− ω SST is
the most accurate while the Realizable k − ε consistently over estimates the drop velocity.

Keywords: CFD, Coaxial air assisted spray, Euler-Lagrangian multiphase, SCR
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Nomenclature
Subscripts

c Continuous phase
d Dispersed phase
g Gas
p Particle, e.g. drop, droplet, solid particle, bubble
l Liquid jet

Symbols

BT Heat transfer number
Cd Drag coefficient [-]
CFL Courant number
CL,S Saffman lift force coefficient [-]
d Diameter [m]
d32 Sauter mean diameter [m]
E Aspect ratio [-]
Fi,Drag Drag force, see equation 2.14, [N]
Fi,Pressure and Shear Pressure and shear force, see equation 2.15, [N]
Fi,Added mass Added mass force, see equation 2.16, [N]
Fi,History History force, see equation 2.17, [N]
FMagnus Magnus lift force, see equation 2.18, [N]
FSaffman Saffman lift force, see equation 2.19, [N]
g Gravity [m/s2]
h Energy [J]
hc Chemical energy [J]
hm Kinetic energy [J]
hT Thermal energy [J]
I Turbulent intensity [-]
Ir Turbulent relative intensity [-]
k Turbulent kinetic energy [m2/s2]
l Turbulent length scale [m]
L Hydraulic diameter [m], length of liquid jet
m Mass [kg], mass flux ratio
M Momentum flux ratio
P Pressure [Pa]
SP Source term
St Stokes number
T Temperature [K, C]
u Velocity of the continuous phase [m/s]
u Velocity vector of the continuous phase [m/s]
u′ Fluctuating component of the velocity of the continuous phase [m/s]
urel Relative velocity between the dispersed and continuous phase, u− v [m/s]
−ρ〈u′iu′j〉 Reynolds stress
v Velocity of the dispersed phase [m/s]
v Velocity vector of the dispersed phase [m/s]
V Volume [m3]

Greek symbols

µ Dynamic viscosity [Ns/m2]
ρ Density [kg/m3]
σ Surface tension [N/m]
Φ Potetial energy [J]
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ε Rate of energy dissipation [m2/s3]
ω specific dissipation rate [1/s]
ν Viscosity [m2/s]
νt Turbulent viscosity [m2/s]
τd Time scale of the dispersed phase
τc Time scale of the continuous phase

Dimensionless numbers

Re Reynolds number, the ratio of inerta and viscous forces ρcuL
µc

[-]
Rejet Jet Reynolds number, the ratio of inertia and viscous forces of the jet ρluldjet

µl
[-]

Rep Particle Reynolds number, the ratio of inertia and viscous forces of the particle ρcureldp
µc

[-]

Wep Particle Weber number, the ratio of inertia and surface tension forces ρcu
2
reldp
σ [-]

Wejet Liquid jet Weber number, the ratio of inertia and surface tension forces of the jet ρgu
2
reldl
σ [-]

Oh Ohnesorge number, the ratio of drop viscous forces to surface tension forces µp√
ρpdpσ

[-]
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1 Introduction
A great challenge for the automotive industry today is the increasing demand, both by legislation and customers, to
reduce emissions from diesel engines. One of the major pollutants in exhaust gas from diesel engines is nitrogen
oxides, NOx, due to their harmful nature to both human health and environment. Nitrogen oxides contribute for
instance to smog, acid rain and the destruction of the ozone layer [2, pp. 579-581]. A selective catalytic reaction,
SCR, reactor in the exhaust after treatment system has been introduced to reduce nitrogen oxides in the exhaust gas.
In the SCR reactor the nitrogen oxides react with ammonia injected into the exhaust gas to create water and gaseous
nitrogen as described by the reaction in equation (1.1). Equation (1.1) is unbalanced since NOX represent both NO
and NO2.

NH3 +NOX → N2 +H2O (1.1)

The efficiency of the reaction is dependent on how homogeneously the ammonia and exhaust gas are mixed
when entering the reactor; hence the ammonia injection system is crucial. One popular way to inject ammonia into
the exhaust gas is to inject urea, NH2 − CO − NH2, and water solution (AdBlue). The urea will decompose
to ammonia and isocyanic acid according to equation (1.2a). The isocyanic acid will also convert into ammonia
through hydrolyzation in the gas at sufficient temperature or on the SCR catalyst as shown in equation (1.2b), [3].

NH2 − CO −NH2(s)→ NH3(g) +HNCO(g) (1.2a)

HNCO(g) +H2O(g)→ NH3(g) + CO2(g) (1.2b)

There exist different types of sprays for urea injection, the one investigated in this master thesis, using com-
putational fluid dynamics, CFD, is a coaxial air assisted spray. In this type of spray the AdBlue is injected as a
liquid through a circular orifice and high velocity air is injected through an annulus orifice surrounding the AdBlue
injection orifice. The high velocity air has the purpose of breaking the AdBlue liquid into small drops.

The spray is a crucial part of the SCR system and therefore important to model accurately as any errors in the
spray profile will result in additional errors further down in the system. In order to use simulations to evaluate,
improve and/or develop the exhaust gas after treatment system, it is critical that the spray is modeled accurately. To
validate the results from the simulations they will be compared to experimental results obtained by Dahlander and
de Benito [1].

1.1 Purpose
The purpose of this study is to investigate why and how different CFD models affect the results of simulations of urea
spray differently. The aim is to discover a model that accuratley describes the air assisted urea spray. Investigations
were performed when the AdBlue was injected as droplets with a given size distribution from the spray nozzle
manufacturer and [1]. The effect of liquid jet breakup and drop breakup on the system were also examined. The
results will then be validated by experimental data provided in [1].

1.2 Limitations
This thesis will only investigate the spray and not the reactions in the SCR reactor. The simulation setup will be
created to resemble the conditions in Dahlander and de Benito experimental study, [1] to enable comparison. This
means that the airflow around the spray nozzle will be at room temperature, hence not resemble temperature or flow
in an exhaust after treatment system.

Further to match the experimental study, the geometry of the spray will be significantly simplified compared to a
real truck exhaust gas after treatment system. The geometry will solely consist of the spray nozzle and a cylindrical
control volume. Hence the simulations will be limited and some problems faced in a exhaust gas after treatment
system in a real case scenario, e.g. pressure losses over the SCR reactor, will not be included in the simulations.
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1.3 Report outline
The report is divided into six chapters where the first contained background and an introduction to the thesis. The
second chapter will be a summary of the theory needed to understand the decisions made within the project and the
conclusions drawn from the results. The different simulations that were run will be described and the models and
methods that were used and why they were chosen will be explained in chapter three. In chapter four and five the
results from the simulations will be presented and discussed. In the last chapter the conclusions and a recommended
method will be presented and the areas where further studies are needed acknowledged.

2 Theory
In this chapter the theory necessary for this thesis will be presented. The theory concerning the flow modeling will
be presented in section 2.1 and the theory about the numerical aspects of the thesis such as discretization schemes
and Courant number will be presented in section 2.2. Theory about convergence will be presented in section 2.3 and
for the multiphase modeling in section 2.4. Finally the breakup theory will be presented in section 2.5

2.1 Flow modeling
In order to calculate the properties of a flow, mathematical expressions are needed to describe its behavior, i.e. the
governing equations. The governing equations are mathematical statements of the conservation laws, i.e. there is no
creation or destruction of mass, Newton’s second law and the first law of thermodynamics. The governing equations
will be stated without derivations, the reader is referred to any textbook in computational fluid dynamics such as
[4] or [5] for information about the derivations. The equations for the conservation of mass and the momentum
equation, for an incompressible Newtonian flow, are shown in equation (2.1a) and (2.1b).

∂ui
∂xi

= 0 (2.1a)

∂ui
∂t

+ uj
∂ui
∂xj

= −1

ρ

∂P

∂xi
+ ν

∂

∂xj

(
∂ui
∂xj

+
∂uj
∂xi

)
+ gi (2.1b)

Equation (2.1a) is called the continuity equation. The first and second terms in equation (2.1b), also referred to
as the Navier-Stokes equation, describes the accumulation and transport by convection of momentum respectively.
The third term is a momentum source term due to pressure gradients, the fourth describes the molecular diffusion of
momentum and the fifth term is the gravity vector. The energy equation can be expressed as equation (2.2)

h = hm + hT + hc + Φ (2.2)

Where hm is the kinetic energy, hT is the thermal energy, hc is the chemical energy and Φ is the potential energy.
The transport equation for total energy is presented as equation (2.3).

∂h

∂t
= − ∂

∂xj

[
huj − keff

∂T

∂xi
+
∑
n

mnhn(−Dn
∂Cn
∂xj

)− τkjuk
]

+ Sh (2.3)

In equation (2.3) the first and second terms are accumulation and convection of energy. The third term is the
conduction of heat, the fourth is energy due to chemical reactions and the fifth is dissipation of energy. The final term
is a general source term, representing for instance cooling of the system. In addition there exist equations for the
balancing of species and for each of the different energies in equation (2.3), e.g. the kinetic energy. These equations
are not included, instead the reader is referred to [4] or [5] for additional information.

The Navier-Stokes equation can only be solved analytically in very few cases. To solve the equation otherwise the
domain has to be discretized into small computational cells, see section 2.2.1. This allows the governing equations,
which are partial differential equations, to be integrated over the cell to create algebraic expressions, see section
2.2.2. There are many different approaches to solve the governing equations once the domain is discretized. One
approach is to solve the now algebraic governing equations for all entities in every computational cell; referred to as
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the Direct Numerical Solution, DNS, method. As no modeling is required in DNS, this is the most exact method but
also the most computationally expensive, as it requires a very fine computational grid in order to resolve the smallest
scales of the flow. A less computational demanding method is the Large Eddy Simulations, LES, which calculates
the larger structures of the flow as in DNS, while the smallest scales are modeled. This makes the LES model less
accurate and computational expensive as the smaller scales are not resolved. Another way of filtering the flow is in
time domain, which is done in the Reynolds Averaged Navier-Stokes, RANS, method. A RANS simulation is much
computationally cheaper and less accurate than LES, because all turbulent structures are modeled.

The DNS and LES models are too computational expensive for most engineering problems and will therefore
not be investigated further, instead the RANS method will be described in more detail in section 2.1.1

2.1.1 Turbulence modeling
The basis of the RANS models is to separate the mean and turbulent fluctuating of the flow properties. This procedure
is known as the Reynolds decomposition, which for an entity β is given by equation (2.4).

βi = 〈Bi〉+ β′i (2.4)

The separation is performed by integrating the entity over time. The time step needs to be long enough to average
out all turbulent fluctuations but short enough not to change any eventual transient properties of the mean flow. This
integration for entity β is shown in equation (2.5)

〈Bi〉 =
1

∆t

∆t∫
0

βidt (2.5)

If the Navier-Stokes equation, (2.1b), is subjected to Reynolds decomposition the result is the so called Reynolds
Average Navier-Stokes, RANS, equation shown in (2.6), [6, pp. 34-43]

∂〈Ui〉
∂t

+ 〈Uj〉
∂〈Ui〉
∂xj

+
∂〈u′iu′j〉
∂xj

= −1

ρ

∂〈P 〉
∂xi

+ ν
∂2〈Ui〉
∂x2

j

(2.6)

The only term in equation (2.6) that differs from the Navier-Stokes equations, (2.1b), is the correlation ∂〈u′iu′j〉/∂xj .
This term is called the Reynolds stress tensor, which has six independent unknown quantities, and is a time average
momentum transfer rate due to turbulence. This means that for a three dimensional flow there is ten unknown enti-
ties, the Reynolds stress tensor, the velocity components and the pressure but only four equations, the Navier-Stokes
equations and the mass conservation; hence the system is not closed and has to be modeled. [6, pp. 39-59].

One common way to close the RANS equations is based on the Boussinesq approximation shown in equation
(2.7).

−〈u′iu′j〉 = νt

(
∂〈Ui〉
∂xj

+
∂〈Uj〉
∂xi

)
− 2

3
kδij (2.7)

Where the scalar νt is the turbulent viscosity and the k is the turbulence kinetic energy defined by

k =
1

2

(
〈u′21 〉+ 〈u′22 〉+ 〈u′23 〉

)
=

1

2
〈u′iu′i〉 (2.8)

The Boussinesq approximation has several limitations. The turbulent structures are assumed isotropic, i.e. in-
dependent of direction, which is only valid for turbulent structures on the Kolmogorov scale. Another assumption
in the Boussinesq approximation is that turbulent structures behave like molecules, i.e. transfer momentum rapidly,
and the local stress and strain are in equilibrium. This implies that models based on the Boussinesq approximation
perform badly for highly asymmetric flows, such as swirls, [6, pp. 44, 110 122-123], but the approximation provides
the Reynolds stress tensor to be modeled using turbulent viscosity.

Two common models, both based on the Boussinesq approximation are the k − ε and the k − ω models. In the
k − ε model the turbulent viscosity is expressed as νt = Cµk

2/ε and in the k − ω as νt = k/ω. In the expression
ε is the energy dissipation rate and ω is the specific dissipation rate, which is to be understood as the inverse of the
time scale during which the dissipation occurs, [6, pp. 122-133]. For the equations used to model k, ε and ω the
reader is referred to [6]. The expressions for νt affect how the models behave and perform in different situations.
A major differences is that k − ω is more accurate in regions with low turbulence. Both k and ε approaches zero
with decreasing turbulence. In order for the k-ε model to be accurate the decrease of k and ε must be at a correct

3



rate, while in the k − ω model no such restrictions are encountered [5, 118]. Another difference of great interest is
in the performance of how well the models predict free shear flows, such as axisymmetric jets, and wakes behind
any particles in the flow. In both these situations, according to [6, pp. 136-147] the k − ω outperforms the k − ε
significantly.

There are several different versions of the two turbulence models, the most relevant to this thesis are the Re-
alizable k − ε and k − ω SST models. In the normal k − ε model the normal stresses, 〈u′iu′i〉, can take negative
values for large mean strain rates, see equation (2.7). As the normal stresses by definition are a sum of squares, this
value cannot be negative. The Realizable k− ε model handles this problem changing one of the constants within the
model by making it a function, which prevents the normal stresses to be negative. In addition to the normal stress
accommodation the Realizable k − ε modifies the rate of the energy dissipation equation. These adjustmets of the
standard k − ε model makes the Realizable k − ε model better suited for modeling of axisymmetric jets, [5, 117].

The k−ω SST model is a hybrid model, where the k−ω model is used in low turbulence regions and the k− ε
model is used in the regions with fully developed turbulence. In the k−ω SST model the equations for k and ω, are
identical to the k − ω model but ε is calculated as ε = kω, i.e. the ε equation is transformed into a ω equation. The
k− ω: SST model is more beneficial than the ordinary k− ω model as it is more general and gives better values for
free shear layers, zero and adverse pressure gradients [4, pp. 90-92].

2.2 Numerical properties

2.2.1 Grid
A necessary step in CFD is to create a computational grid, also called mesh, consisting of computational cells.
Creating a computational grid enables the differential governing equations, see section 2.1, to be integrated over
the computational cells resulting in linear algebraic expressions. This implies that with sufficient computational
power, all systems can be solved. Generally, a denser grid results in more accurate solutions but also increases the
computational cost.

Important aspects to consider when generating a mesh are: aspect ratio, ratio between two adjacent cells and
skewness. Aspect ratio is the ratio between the long and short side of a cell and should be close to one. A rule of
thumb is that the aspect ratio should be below five. This criterion may be relaxed when the cells are aligned with
the flow and the stream-wise gradients are small. The size ratio between two adjacent cells should be below two,
because very different sizes of adjacent cells will increase the numerical error. Skewness is a measure of how skewed
cells are, the maximum skewness should be kept below 0.95, with an average below 0.33, [5, p. 72]

2.2.2 Discretization schemes
Discretization schemes are used to calculate the governing equations presented in section 2.1. For clarification
the theory about convectional discretization schemes and for the temporal discretization schemes are presented in
separately in section 2.2.2.1 and 2.2.2.2 respectively.

2.2.2.1 Convectional discretization scheme

The value of the various entities are calculated in the center of each cell. To acquire the face value of the cells, which
are used to calculate the transport of entities between cells, discretization schemes are used. Hence the choice of
discretization scheme must be related to the flow of interest. For a highly convective flow the nodes upstream of
the face value should have more influence on the face value than the down-stream nodes. Two such discretization
schemes are the first and second order upwind discretization scheme. The ability for the scheme to account for the
direction of the flow is called transportiveness, which is desirable as the accuracy of the solution increases. In the
first order upwind scheme the face value is taken to be the same as the node value in the neighboring upstream cell.
This means than for a entity β, for a flow from left to right in figure 2.1, the first order upwind scheme would give
the the β value

βr = βi (2.9)

The first order upwind scheme is bounded, i.e. the face value can be neither higher nor lower than the node
points used to calculate it. This is desirable as enhances stability is obtained [4, pp. 143 -145].

In the second order upwind scheme the face value is determined by the two neighboring upstream cells. If the
face value of β should be calculated at face r in figure 2.1, the second order upwind scheme assumes that the gradient
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Figure 2.1: The dots represent cell nodes and the vertical lines cell faces. The cell faces for each cell are denoted
l for the face left of the node and r for the face right of the node, hence the same cell boundary have different
denotations based on the cell considered. The cell boundary for cell i is shown in the figure. The distance between
the nodes, and consequently the faces, is assumed to be uniform and denoted ∆x.

between face r and node i is equal to the gradient between node i and i−1. According to these assumtions the value
of β is calculated by:

βr =
βi − βi−1xr
xi − xi−1

+ βi (2.10)

The second order upwind scheme is more accurate but also more unstable than the first order upwind scheme.
The second order upwind scheme is, in contrast to the first order upwind scheme, unbounded, [5, pp. 49-51].

A major disadvantage with the first order upwind scheme is that high numerical diffusion is generated. This
arises because the cell face value is solely determined by the adjacent upstream node, which will overestimate the
transport of entities. The overestimation is especially noticeable when the grid is not aligned with the flow, since the
value of an entity is constant in a cell.

One way to enhance stability of a simulation is to use part of the old solution, i, together with the new solution,
i + 1, to calculate i + 2. Using this technique allows smaller steps and reduces the risk of divergence, but more
iterations are needed to reach the correct solution. To decide the proportion of new and old solution under-relaxation
factors are used. If the under-relaxation factors are chosen to 1 only the new solution is used; if chosen to be 0.5
both solutions are used in equal amounts. If the under-relaxation factors are too low the computational time will be
unnecessary long and the risk of false convergence high.

2.2.2.2 Temporal discretization scheme

As for the convective discretization schemes there are several different discretization schemes for the time inte-
gration. The forward and backward Euler integration method with uniform time step generate the explicit and the
implicit differential scheme respectively [7, pp. 64-69]. In the explicit scheme the solution at time t+ ∆t is solely a
function of the solution at present time, t, therefore the solution at time t+∆t can be calculated directly. This makes
the explicit solver fast and easy to implement, [8, pp. 95-96]. The explicit method is only conditionally bounded;
the time step should be chosen so that the Courant number (denoted CFL in equation) (2.11), is below one, i.e. a
flow particle should travel a shorter distance during a time step than the length of the cell, [7, pp. 64-69].

The implicit scheme uses backward Euler integration, which means that the solution at time t+ ∆t is a function
of both the solution at the present time t and the next time step t+ ∆t. The solution at time t+ ∆t is a function of
both known and unknown variables therefore the solver has to sub-iterate within each time step to find the correct
solution. The implicit solver is unconditionally stable meaning that the solver is, in theory, stable for all choices of
time step. However, due to nonlinearities in the governing equations the time step should not be too large. A rule
of thumb is that the Courant number, equation (2.11) should initially be five and then increased, [5, p.70] [8, pp.
95-96].

CFL = u
∆t

∆x
(2.11)
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2.3 Convergence criteria
There are several indicators of interest used to judge whether a solution has converged or not. In this thesis the
primary indicators are residuals, monitors and grid independence. In Starccm+ the residuals in each cell correspond
to what degree the discretization equation is satisfied; low correspondence implies large residuals. In order to
obtain the residuals for the entire domain the root mean square of the entity is calculated and normalized. When
the simulation approaches the correct solution the aberrant of the discretization equation decrease together with the
residuals. The normalizing factor in Starccm+ is the largest domain residual of the first five iterations; hence the
estimation of the initial solution has a significant impact on the residuals of the system. If the estimated initial
solution is close to the true solution the residuals will not decrease as much as if the initial solution guess is poor
[9]. This implies that residuals alone are not a sufficient convergence criteria but the residuals can indicate that
the solution has convereged. If the residuals decrease to a stable sufficiently low value, and do not increase, this
indicates that the solution has converged.

Monitors can be used to check convergence. If for instance the outlet pressure is constant for a number of
iterations it is a strong indication that the solution has converged. The final test for convergence is grid independence.
Grid indendence means that identical simulations gives the same result with a finer computational grid.

2.4 Multiphase modeling
There are different methods for modeling multiphase flows. Two common approaches with information about in-
dividual particles in descending order of accuracy are: the direct numerical solution, DNS, and the Lagrangian-
Eulerian framework. In the DNS approach only the interphase between the dispersed and continuous phases is
modeled. DNS is very accurate but also very computationally heavy. According to [10, p. 261], DNS computations
of a flow with Reynolds numbers in the magnitude of 10 000 can take several weeks. Due to the computational cost
DNS is not applicable, with few exceptions, for industrial use.

Within the Lagrangian-Eulerian framework there are two different approaches to handle particles, either as indi-
viduals or as bundles. If the particles are treated individually the simulation is more accurate but more computational
expensive than if the particles are bundled together in so called parcels. When parcels are used the dynamic prop-
erties of the particles, e.g. size and velocity, are identical within the parcel. In the Lagrangian-Eulerian framework
each particle-, or parcels interaction with the continuous phase and the interactions between particles or parcels are
modeled [10, pp. 235-240] [5, pp. 190-194]. This means that information, such as velocity, position and size of
each particle or parcel is known. The forces acting on the particle are presented in section 2.4.1. These forces appear
in the governing equations, see section 2.1, as source terms. The Lagrangian-Eulerian framework requires that the
computational cell of the continuous phase is larger than the size of the particle. This is because the fluid velocity
used to calculate the momentum and mass coupling between the phases need to be the undisturbed velocity, i.e. the
velocity of the continuous phase in absence of particles, [5, pp. 190-191].

2.4.1 Fluid particle interaction
Newton’s second law states that the rate of momentum change of a particle is equal to the sum of forces acting on
the particle, expressed in equation (2.12).

Fi = mp
dvp,i
dt

(2.12)

Where mp is the particle mass and vp,i is the particle velocity. The force acting on the particle can be divided
into body forces, which act on the particle mass, and surface forces, which is caused by pressure and shear stresses
acting on the surface of the particle. These forces can then be further bisected, see equation (2.13), [5, pp. 579-581].

Fi =Fi,Drag + Fi,Pressure and Shear + Fi,Added mass + Fi,History + Fi,Buoyancy + Fi,Lift+

Fi,Thermophoretic + Fi,Turbulent + Fi,Brownian
(2.13)

The forces in (2.13) are briefly described below, for further information the reader is referred to [10, pp. 67-103]
and [11]. The drag force Fi,Drag act on a particle when the particle and continuous phase have different velocities.
The drag force can be expressed accordingly
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Fi,Drag =
1

2
ρcCDA | ui − vi | (ui − vi) (2.14)

Where CD is the drag force coefficient, which is dependent on the flow and particles of interest. The choice
of drag force coefficients in this thesis is described in section 3.4.4.1. The pressure and shear force is present if
pressure- and shear gradients exist over the particle. The force in an undisturbed flow is then given by

Fi,Pressure and Shear = Vp

(
− −∂p

∂xi
+
∂τi,k
∂xk

)
(2.15)

When a particle is accelerated through a fluid the fluid close to the particle will accelerate at the expense of
the particle. This effect is called added mass, and is equivalent to adding mass to the particle. This force can be
expressed as

Fi,Added mass =
ρcVp

2

D

Dt

(
vp,i − dui

)
(2.16)

Where D/Dt is the substantial operator. The history force Fi,History accounts for the time delay in the devel-
opment of boundary layers around the particle as the relative velocity between the particle and the continuous phase
change over time. The history force can be expressed as

Fi,History =
3

2
d2
p

√
πρcµc

∫ t

0

d
dt′ (up,i − vi)√

t− t′
dt′ (2.17)

Where t′ is the limit when the time step ∆t′ approaches zero, N is the number of time steps. The time integral
needed to solve the history force requires extensive computational time.[5, p. 186].

The buoyancy force, Fi,buoyancy , is due to the density difference between the particle and the continuous phase.
This force is calculated by multiplying the density difference of the phases with the particle volume and gravitational
acceleration vector. The lift force can be divided into two parts: the Magnus- and Saffman lift force. Where the
Magnus lift force, Fi,Magnus is due to rotation of the particle and the Saffman lift force, Fi,Saffman, is caused by
the pressure distribution on the particle due to a velocity gradient. The Magnus lift force can be expressed by the
use of a lift coefficient CM

Fi,Magnus =
1

2
CMagρcA | v − u | (v − u) (2.18)

The Saffman lift force can be calculated by equation (2.19), [12]

Fi,Saffman = 1.61CL,S
√
µcρcd

2
p | ui − vi |

√
du

dy
sign

(
du

dy

)
(2.19)

Where CL,S is the Saffman lift coefficient, which is chosen with respect to the system modeled. The section
describing the modeling of CL,S in this thesis is described in section 3.4.4.2

2.5 Breakup
When a liquid jet is injected surrounded by a co-current high speed gaseous annular jet the liquid jet will under
certain conditions break into drops. The liquid jet breakup, called primary atomization, and the rules that governs it
is described in section 2.5.1. After the jet has broken up there is a possibility that the drops will fragment into smaller
droplets. The drop breakup, or secondary atomization, is explained in section 2.5.2. The primary- and secondary
atomization determine the final drop size distribution, and to some extent the spray cone angle. To characterize if,
where and how the breakup of the jet and drops occur are vital in modeling a spray system.
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2.5.1 Liquid jet breakup- drop and spray formation
Disintegration of a liquid jet emanating from a nozzle into ambient motionless gas is fundamentally different from
when a coaxial high speed gas stream surrounds the liquid jet. In stagnant gas a liquid jet breaks up due to combina-
tions of initial disturbances of the liquid, aerodynamic forces, surface tension and liquid inertia [13]. In the presence
of a high velocity gas stream the liquid jet breakup is, however, mainly caused by the transferal of kinetic energy
from the high speed gas to the low speed liquid jet [14].

There are different parameters that affect the breakup of the jet [15], such as the turbulent energy of the liquid
jet and the ambient pressure. The most influential parameter that determines the jet breakup is the relative velocity
of the gas and liquid. Eddies within and close to the surface of the liquid jet will affect the surface structure as
the eddies contain radial velocity components. When the turbulent energy increases so does the energy within the
eddies. At sufficiently high turbulent energy the radial velocity component of the eddies will be high enough to
overcome the surface tension and create drops even with a relative velocity of zero. The ambient pressure has some
influence; higher pressure results in smaller wavelengths of the surface disturbances. The pressure effect is small
compared to the turbulent energy of the liquid [15].

When a low velocity liquid jet is surrounded by a co-current high velocity gas, kinetic energy is transferred
from the gas to the liquid creating surface disturbances. As the relative velocity between the phases increases the
wavelengths of the surface disturbances decrease and ligaments are created [14]. If the relative velocity is increased
further the aerodynamic forces overpower the surface tension forces. This causes the ligaments to be accelerated
by the air-stream, which decreases the ligament diameter until the ligaments are sheared of the liquid jet and then
broken into drops. The drops have an average diameter of∼ 0.4 of the spherical equivalent diameter of the ligament.
However, there is a large spread in drop sizes generated by the ligament breakup [16]. The ligaments are quite equally
distributed around the liquid jet and the ligament sizes, hence the drop sizes, are strongly dependent on the relative
velocity. A larger relative velocity generates smaller ligaments and drops [16]. A schematic figure of the liquid jet
breakup is shown in figure 2.2

Figure 2.2: A schematic figure of the liquid jet breakup, [14] [17].

Depending on the dominant forces acting on the liquid jet, the breakup of the jet is different. Various breakup
regimes can be categorized by the liquid jet Weber number and gas Reynolds number according to table 2.1, [15].
The jet Weber number is defined as ρgu2

reldl/σ where dl is the diameter of the liquid jet. Additional parameters
influence the breakup regimes, e.g the Reynolds number of the liquid jet and Ohnesorge number, [14]. These
parameters will not have a significant effect in the range of liquid jet Weber number treated in this thesis and are
omitted.
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Table 2.1: Breakup regimes for a round liquid jet as a function of the jet Weber- and Reynolds number.

Breakup regime Limits
Axisymmetric Rayleigh Wejet < 15
Nonaxisymmetric Rayleigh 15 < Wejet <25
Membrane breakup 25< Wejet < 70
Fiber-type breakup 70 < Wejet
Superpulsating Rejet√

Wejet
< 100

In the axisymmetric Rayleigh regime, the breakup is due to hydrodynamic instabilities; the surface energy of the
circular jet is not the lowest energy state for the liquid[13]. This means that the liquid stream, due to surface tension,
will strive to minimize the surface area. The breakup is initiated by perturbations on the liquid surface, which grows
axisymmetrical and after a long enough distance the jet disintegrates into drops with diameter sizes in the same order
as the liquid orifice [11, pp. 332-333]. As the relative velocity increases asymmetric disturbances are the primary
cause of breakup, this is the Nonaxisymmetric Rayleigh breakup regime.

In the membrane breakup regime waves are formed on the liquid jet surface and are drawn out to sheets as the
waves are amplified by the strain imposed by the gas flow. When the aerodynamic forces exerted on the liquid
sheets and the Rayleigh instabilities become larger than the surface tension forces the rims of the sheets break up
into drops. The liquid sheets are then blown up like bags and fragment into smaller drops [14].

If the Weber number is increased further the jet enters the fiber breakup region. In this region liquid fibers are
created and sheared of the liquid jet. These fibers then further fragment to form drops. In this region the surface
tension is likely to have a negligible effect on the drop size. Instead the stream-wise eddies in the surrounding gas
shear layer may be influential to the drop size. [14] [13].

In the superpulsating region the liquid jet disintegrates rapidly. The liquid jet can be transformed into a liquid
sheet, which is then stretched into a membrane with thicker rims. This liquid membrane then bursts into drops of
various sizes where the larger drops originate from the thicker rim. The formation and breakup of liquid sheets give
the superpulsating breakup region a pulsating behavior where the drops come in chunks rather than being uniformly
distributed in time. [15] [13].

2.5.2 Drop breakup
In several situations drops can rupture and create smaller droplets, e.g. collisions with other drops or walls, but in
this thesis only particle breakup due to aerodynamic forces are considered. When a drop is subjected to a disruptive
flow, the flow tend to deform the drop, while surface tension and viscous forces of the drop strive to resist the
deformation. If the disrupting forces, induced by the surrounding flow, are sufficiently large the drop will start to
deform. If the aerodynamic forces are larger still the resisting forces are unable to keep the drop intact and the drop
will fragment [18] [11, pp. 339-342].

The breakup processes are different for various flows and drops since the breakup is dependent on the interactions
and properties of the phases. The different breakup regimes are presented in table 2.2 as a function of the particle
Weber number and the breakup processes are shown in figure 2.3 [18]. The particel Weber number is defined as
ρcu

2
reldp/σ, where dp is the drop diameter. The limits for the different breakup regimes are not clear, as indicated

in table 2.2 and should be understood as indications.

Table 2.2: Drop breakup regimes.

Breakup regime Limits
Vibrational Wep < 11
Bag 11 < Wep <35
Multimode 35< Wep < 80
Sheet thinning 80< Wep < 350
Catastrophic 350 < Wep
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Figure 2.3: Breakup procedure for a Newtonian drop. The breakup regimes are from top to bottom: vibrational,
bag, multimode, sheet thinning and catastrophic breakup [18]

If the aerodynamic forces are strong enough to deform the drop but not to cause fragmentation the drop may start
to oscillate. The particle oscillations may be stable or unstable depending on the flow conditions. If the oscillations
are unstable the drop will eventually break into a few fragments in approximately the size of the original.This
is vibrational breakup[18]. Vibrational breakup can, as can be seen in table 2.2, occur at very low Weber number,
hence low relative velocity. This breakup regime is not necessarily observed experimentally. The vibrational breakup
proceeds slower than the other breakup modes and does not generate small fragment sizes, therefore this breakup
regime is often ignored and the bag breakup is instead considered the first breakup regime. The Weber number at
which bag breakup initiates is then considered to be the critical Weber number, i.e. where the breakup of drops starts
[18].

Bag breakup consists of four stages of which the first is deformation, where the drop flattens from the original
spherical shape. In the second stage a pressure difference over the drop causes an indent, which blows up the drop
into a bag with a thick rim. The wall of the bag continuously thins out until rupture, which is stage three. The
rupture creates a large number of small fragments, with diameters of ∼ 4 % of the original drop diameter. In the
fourth stage the rim breaks into a small number of larger fragments, with diameters of ∼ 30 % of the original drop
diameter, containing ∼ 60 - 75 % of the original drop volume [11] [18].

A popular theory is that multimode breakup occurs when the effect of the pressure difference over the drop
and rapid deformation, which favors sheet thinning of the drop is comparable. In the multimode breakup regime
a bag similar to that in the bag breakup regime is formed, the difference is that the center of the drop is blown
downstream slower, resulting in a plume, as seen in figure 2.3. First the bag shatters into small droplets followed by
the fragmentation of the plume and rim into larger drops. Another possibility for the higher Weber numbers is that
the center of the drop is blown downstream slower than the rest of the drop, i.e. a plume is formed but not a bag; the
breakup then occurs by continuously stripping small drops from the plume [18].

The first step in sheet thinning is that the particle deforms. Then the inertia of the continuous phase forces
the outer edge of the deformed particle to bend towards the flow direction, creating a liquid sheet. The liquid
sheet then breaks to ligaments, which subsequently breaks into small drops. The breakup procedure continues until
either the drop has ruptured completely or until the drop has accelerated to a speed where the aerodynamic forces
become negligible. If the drop has not ruptured completely, extensive amounts of small droplets and a larger drop
originating for the original core are formed [18]. In the catastrophic breakup regime the main reason for the breakup
is the growth of unstable waves at the leading edge of the drop. The waves grow rapidly and after sufficient time
penetrate the drop causing fragmentation. In the early stages of the catastrophic breakup stripping occur at a large
portion of the drop surface, opposed to the sheet thinning breakup where liquid is stripped only from the outer edge.
After the initial stripping process in the catastrophic breakup mode the drop core is fragmented into large drops
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which subsequently are subjected to stripping breakup [18].

3 Simulations
The simulations in this thesis were made in the program Starccm+ and in this chapter the methodology of and
reasoning behind the simulations are described. There were a number of cases of interest to simulate, shown in table
3.1.

Table 3.1: The simulated cases in the thesis.

Case Air flow [liter/min] AdBlue flow [g/s]
1 10 0.5
2 10 1.5
3 15 0.5
4 15 1.5

The geometry of the injector was supplied by the spray manufacturer. The domain used in the simulations are
shown in 3.1. The first step was to create computational grids, see section 3.1. In order to evaluate the quality
of the grids single phase simulations were run with different turbulence models, described in section 3.2. These
results were then used to choose the grids used throughout the thesis, see section 3.3. In section 3.4 the multiphase
simulations are explained, in section 3.5 the breakup of the liquid jet and drops is presented and in section 3.6 the
criterias for when a simulation had convergence is explained.

Figure 3.1: The geometry in the simulations, excluding the wall enclosing the system for clarity. The AdBlue
injection orifice is 1mm in diameter and the surrounding annulus air injection orifice has an inner diameter of 1.6mm
and an outer diameter of 1.9mm. The boundary to the left of the spray is a low velocity inley. The inlet velocity is
chosen to be 0.5 m/s to not affect the solution. The boundary to the right is a pressure outlet with no back presure.

3.1 Grid generation
As described in section 2.3 a strong indication that the solution has converged is that two different computational
grids give the same results, i.e. the solution is grid independent. To confirm grid independence multiple grids were
used in the thesis. Multiphase simulation were planned to be transient using the Eulerian-Lagrangian multiphase
framework. This presented contradictory requirements on the grids. The dimensions of the spray nozzle given in
figure 3.1 and the airflow in table 3.1 generate a speed of two or three hundred m/s for the exiting high speed gas
jet. A very fine cell resolution close to the nozzle were required to capture the nature of the flow. But as described
in section 2.4 the Eulerian-Lagrangian framework required the cells to be much larger than the particles and that the
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particle volume fraction was small. To follow the recommendations by the Courrant number, see section 2.2.2.2, a
coarser grid was preferable as a larger time step could be used. Both of these criteria of a fine and coarse grid could
not simultaneously be met, hence a compromise was made.

Grids can be divided into two categories structured and unstructured. The structured grid, in 3D, consists of hex-
ahedral elements. Unstructured grids are built by various bodies, such as prisms, pyramids and polyhedral elements.
Structured grids are generally faster, require less memory [5, p. 71] and are more accurate than unstructured grids
[19, pp. 250-252]. Some drawbacks with structured grids are that they may be impossible to create for complex
geometries, and if the flow is directed towards a corner of the hexahedral element numerical diffusion is generated
[5, p74]. The geometry in the simulations were fairly simple therefore a structured grid was possible to generate. A
swirl was expected a short distance from the nozzle. This could cause problems as the structured grids would not be
aligned with the flow. Some models in Starccm+ needed in the compleat exhaust gas system requier a pollyhedral
mesh, why the behaviour of pullyhedral unstructured grids were of interest. Based on these rationales four grids, two
structured and two unstructured, were created. The cell sizes were made small at the air jet inlet and were gradually
increased with the distance from the spray nozzle. Important features of the grids are given in table 3.2. The main
difference between grid one and four were that in grid one the cells were cubes while in grid four cuboidals, with the
sides in the streamwise direction three times longer than the other sides. This was done to investigate the possibility
to reduce the number of cells and foremost reduce the Courrant number in the later transient simulations by a factor
of three. Note that grid three were considerably coarser than the rest, in order to examine if a coarser grid would be
possible to use. These four grids were used in the single phase simulations descried in section 3.2.

Table 3.2: Information about the four initial grids used in single phase simulations. S and U represents structured
and unstructured grids respectively.

Grid S/U Number Maximum Average Average aspect
of cells skewness skewness ratio

angle [◦] angle [◦]
1 S 560 000 77.5 1.9 0.98
2 U 500 000 72.3 27.3 0.93
3 U 330 000 68.6 17.9 0.94
4 S 490 000 85.9 7.7 0.91

3.2 Single phase simulation
Work conducted by Oom [20] showed that the use of the turbulence model Realizable k − ε, described in 2.1.1,
tended to over predict the particle velocity. To investigate if the simulations was dependent of the turbulence model
another turbulence model, k − ω SST, was used in addition to the Realizable k − ε model. The k − ω SST model is
described in detail in section 2.1.1. The k − ω SST was chosen as, according to theory, this model would be more
accurate, see section 2.1.1.

3.2.1 Pressure velocity coupling
The pressure and velocity have a coupled interaction in the momentum equation, (2.1b). The momentum equation is,
through velocity, coupled with the continuity equation, (2.1a), where no pressure term is present. One way to solve
the equations is in an uncoupled iterative manner where an initial guess of the pressure and velocity is used in the
momentum equation. Since the initial guess is likely to be incorrect the continuity equation will be unsatisfied. The
pressure and velocity are then corrected and the rest of the governing equations are solved. The loop is then repeated
until convergence is reached. This iterative method is called the segregated solver [9]. Another way to solve the
equations is to solve both the coupled momentum and continuity equation simultaneously in a matrix form, called
the coupled solver. The coupled solver is more accurate, better suited for compressible flow and more computational
expensive than the segregated solver. The segregated solver can, however, be used for incompressible flows. Since
the velocity is as high as 300 m/s the coupled solver might be necessary. To determine the necessity of the coupled
solver both solvers were tested.
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3.2.2 Convectional discretization scheme
The area of interest was strongly convectional therefore an upwind scheme was chosen, see section 2.2.2. In the
beginning of the simulations the first order upwind scheme was used to get an approximate solution, then the second
order was used in order to achieve higher accuracy.

3.2.3 Boundary conditions
The most critical boundary condition was the annulus shaped airflow inlet, a badly chosen condition could signifi-
cantly alter the results. In order to specify the turbulence of the air the turbulent intensity and length scale were used.
k and ε or ω could then be calculated from these values. The turbulent intensity and length scale was determined
according to the recommendation in [5, p. 138], by equations (3.1).

I = 0.16Re−
1
8 (3.1a)

l = 0.07L (3.1b)

Where I is the turbulent intensity, Re is the Reynolds number, l is the turbulent length scale and L is the hy-
draulic diameter.

The domain boundary behind the spray nozzle, the leftmost boundary in figure 3.1 henceforth called inlet,
was specified as a velocity inlet to prevent any dead zones.The inlet velocity was set low to affect the simulations
minimally. This prevented any particle in the multiphase simulations to become stationary in the domain. For the
inlet the turbulent intensity and length scale were determined by equations (3.1). But as equations (3.1) are strictly
valid for high Reynolds numbers these values were not expected to be good approximations but since the inlet were
far from the area of interest the effect on the solution was small. The boundary conditions for the single phase
simulations are shown in table 3.3 and 3.4. The results of the single phase simulations are shown in table 4.1.

Table 3.3: Boundary conditions for the single phase simulations for the walls and outlet.

Surface Boundary type Condition

AdBlue injection
orifice Wall No slip
Nozzle walls Wall No slip
Boundary Wall Wall No slip
Outlet Pressure outlet No back pressure

Table 3.4: Boundary conditions for the single phase simulations for the different inlets.

Surface Boundary type Condition Turbulent Turbulent
intensity length scale [m]

Inlet Velocity inlet 1 m/s 0.049 0.0126
Air injection
annulus Massflow inlet 10 liters/min 0.0615 1.05e-5
Air injection
annulus Massflow inlet 15 liters/min 0.058 1.05e-5

To determine how far into the system the turbulent boundary conditions of the annulus air inlet affect the solution
the life time of the large turbulent eddies was multiplied by the average velocity magnitude. This returned an estimate
of the distance traveled by large turbulent structures before dying. Large eddies were used in this calculation because
they have longer lifetime than smaller eddies hence travels further. See equation (3.2)

Distance = τlU =
k

ε
U (3.2)
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Where τl is the lifetime of the large turbulent eddies and U is the average velocity magnitude. To estimate k and
ε the following relations, from [5, 138] were used

k =
3

2
(UI)2 (3.3a)

ε = C3/4
µ

k3/2

l
= 0.093/4 k

3/2

l
(3.3b)

These relations showed that eddies created at the inlet would survive approximately 0.85 mm and 1.1 mm with
an air flow of 10 liters/min and 15 liters/min respectively. Calculations showed that the approximate boundary
conditions would not affect the solution far into the domain and therefore more exact boundary condition were not
necessary.

3.3 Selection of grids and turbulence models
Based on the results from the simulations with the four grids, described in section 3.1, which are presented in
section 4.1 the segregated solver was concluded sufficient as the results between the coupled and segregated solver
did not deviate significantly. Based on the results in table 4.1 the main grid was chosen to be a structured grid
with the stream wise side three times longer than the other. In addition two complementary grids were created: an
unstructured, polyhedral grid and a control grid, identical to the main grid except that all cell surface sizes were 10
% smaller. The control grid were used to investigate if a finer grid would give different results. The unstructured
grid was used since some models in the simulations of a complete exhaust gas after treatment system in Starccm+
require a polyhedral grid. Information about the three grids are shown in table 3.5

Table 3.5: Information about the final three grids, S and U represents structured and unstructured grids respectively.

Grid S/U Number Maximum Average Average aspect
of cells skewness skewness ratio

angle [◦] angle [◦]
Main S 495 000 72.1 2.2 0.98
Control S 810 000 64 2.2 0.98
Unstructured U 510 000 72.3 27.3 0.93

In order to continue investigating the difference between the Realizable k − ε and k − ω SST both models were
used in the multiphase simulations. Single phase simulations were then made with the three grids and the results are
shown in table 4.2.

3.4 Multiphase simulation

3.4.1 Phase coupling
To determine how the phases are coupled the flow can be classified as one-, two- or four way coupled. One way-
coupling means that the influence of the particles on the continuous phase and the interactions between the particles
are negligible, only the influence of the continuous phase on the particles are important. In this case there is no
need to include the particles in the simulation, the particle tracks can be added in the post processing. In two-
way coupling the interactions between the phases are no longer negligible and the particles must be included in
the simulations but the particle-particle interaction is insignificant. In four-way coupling the particle-particle and
particle-fluid interactions are influential [5, pp. 183-184]. The drops were expected to evaporate in the system which
implied that the flow was two way mass coupled since mass would be transfered between the phases. The case
with the smallest volume fraction was when 0.5g/s AdBlue and 15 liters/min air was injected and the largest volume
fraction was encountered for 1.5g/s AdBlue flow and 10 liters/min air flow. With the material properties in table 3.6
this implies that the volume fraction was in the range of ∼3∗10−5 and ∼1.4∗10−4. These volume fractions gives a
average density of the particles and air of ∼3.2kg/m3 and ∼6.8kg/m3 respectively. As the density of air is 1.2kg/m3

the introduction of particles has an effect on the average density of the flow which implied that the flow was two-way
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coupled. To investigate if the flow were four-way coupled a simulation where collision were included was made to
determine the importance of particle-particle interactions.

To judge how close the particles folow the motion of the flow, one approach is to consider the ratio between the
timescales of the dispersed and continuous phases, i.e. the Stokes number. The Stokes number is defined as the ratio
between the particle response time and a relevant timescale for the continuous flow as shown in equation (3.4).

St =
τd
τc

(3.4)

If the Stokes number is much less than one, the particle response time is much shorter than a characteristic
timescale of the flow. Therefore the particles have plenty of time to adjust to the motion of the continuous flow, i.e.
the particles follow the flow pattern of the continuous flow closely. By the same reasoning, if the Stokes number is
larger than one the particles will not follow the flow closely and if the Stokes number is much larger than one the
motion of the particles are virtually unaffected by the continuous flow pattern [10, pp. 25-26].

The analytical expression for the particle response time, τd, is only valid for low Reynolds number flows. Since
high Reynolds number flows were examined the analytical expression was invalid. Instead τd were estimated as
dv/dt = 1

τd
urel by evaluating equation (2.13). To estimate τd the only particle force taken into account was the

drag force, as expected to be dominant. The derivation of τd is shown in equation (3.5).

mp
dv
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pπ

4
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=
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8

ρf
ρp
CD

urel
dp
→ τd =

4ρpdp
3ρfCDurel

(3.5)

Using the mean particle diameters and relative velocities presented in table 3.7, the material properties in table
3.6 and the CD presented in section 3.4.4 τd was estimated to be ∼ 3 ∗ 10−4. The time scale for the continuous flow
was chosen for large turbulent structures, i.e. τc = k/ε. The value,τc ∼ 2 ∗ 10−5, was obtained from single phase
simulations 3 millimeter downstream of the spray nozzle. The estimates of τd and τc gave a Stokes number of ∼15
implying that the particle will not follow the flow closely but will be affected by the motion of the continuous phase.

3.4.2 Drop size distribution
In the simulations the AdBlue was injected as drops with a drop size distribution experimentally determined 50mm
from the spray nozzle. In the experimental study [1], used to confirm the simulations, the equipment could only
detect particles up to a size of ∼ 100 µm. The spray manufacturer’s equipment could detect particles of sizes up to
1mm. Consequently the drop sizes provided by the spray manufacturer and the drops size distribution detected in
the study [1] did not match. The injection rate of AdBlue was also slightly different, the experimental study [1] had
∼ 5 % lower AdBlue injection rate than the spray manufacturer. The drop size distribution of the drops detected
50mm from the spray nozzle in [1] was calculated for each case and used in the simulations. The different drop size
distributions are shown in figure 3.2.
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(a) The cumulative drop size when the air is injected 10
liters/min and the AdBlue is injected 0.5 g/s or 0.457g/s.

(b) The cumulative drop size when the air is injected 10 liters/min
and the AdBlue is injected 1.5 g/s or 1.37g/s.

(c) The cumulative drop size when the air is injected 15
liters/min and the AdBlue is injected 0.5 g/s or 0.457g/s

(d) The cumulative drop size when the air is injected 15
liters/min and the AdBlue is injected 1.5 g/s or 1.37g/s

Figure 3.2: The drop size distribution from the nozzle manufacturer and [1].

As can be seen in figure 3.2 the differences between the drop size distributions were in some cases very large.
Larger drops than measured were present in the experiment conducted in [1], therefore additional simulations with
the drop size provided by the spray producer were made to investigate the effect of the larger drops.

3.4.3 Multiphase conditions
The amount of AdBlue injected was about 0.5g/s or 1.5g/s, which with AdBlue injection orifice diameter of 1mm
and AdBlue density in table 3.6, resulted in a AdBlue injection velocity of 0.58m/s or 1.74 m/s respectively. A vortex
formed close to the spray nozzle is seen in figure 4.1. If the drops would be injected at the orifice they would be
subjected to a counter flow. Since the inertia of the drops was small the drops would be decelerated and subsequently
followed the air backwards, collided with the spray nozzle head and then spread out through the entire domain. This
behavior was not observed in experiments, [1], where the AdBlue was injected as a liquid jet. To avoid the drops
being caught in the vortex, the drops were injected behind the vortex in the simulations. Properties of the multiple
multiphase cases are presented in table 3.7 and material properties in table 3.6. The surface tension in 3.6 were
for the AdBlue injection condition, i.e. 30oC. The air jet sourounding the drops were 60oC at the injection, which
means that the temperature of the drops could increase. When the drops started to evaporate the temperature of the
drops were expected to decrease. The surface tension is dependent on temperature, within the temperature range
0-60oC the surface tension of water is in the range 7.6-6.6N/m [21]. If the temperature of the drops increased the
surface tension decrease, which increases the Weber number for the drops. If the temperature of the drops decrease
the surface tension increase and the Weber number decrease. This implies that the deformation of the particles and,
consequently, the drag force increase with increased drop temperature.
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Table 3.6: Material properties for the air and AdBlue drops at the injection temperatures 60oC for the air and 30oC
for the AdBlue. The surface tension of the AdBlue was taken to be that of water as the surface tension of AdBlue
is -to the author’s knowledge- unknown. The value of the AdBlue viscosity (at 20oC) and the surface tension were
taken from [21] the other values from [22].

Component Density [kg/m3] Surface tension [N/m] Viscosity [Pa∗s]

Air 1.05 - 2∗10−5

AdBlue 1100 0.071 1.37∗10−3

The relative velocity in table 3.7 was taken as the velocity of the air in the single phase simulations at the
location of drop injection at ∼ 3mm downstream from the spray nozzle, since the injection velocity if the drops was
negligible. The mass mean diameter was used as the average diameter.

Table 3.7: Important features of the multiphase simulations using values from the study conducted by [1] at
Chalmers is found in subtable 3.7a and the values provided by the spray manufacturer in subtable 3.7b. The temper-
ature of the air jet and the AdBlue was 333K and 303K respectively in all cases, the surrounding air was set to room
temperature to match the experiments in [1].

(a) Chalmers

Air flow AdBlue flow urel dmean dmax Rep, Rep, Wep, Wep,
[Liters/min] [g/s] [m/s] [µm] [µm] dmean dmax dmean dmax

10 0.458 ∼ 100 33 102 200 617 5.5 17
10 1.37 ∼ 100 36 102 218 620 6 17
15 0.458 ∼ 150 26 102 236 926 9.8 38.3
15 1.37 ∼ 150 34 102 309 926 12.8 38.3

(b) Spray manufacturer

Air flow AdBlue flow urel dmean dmax Rep, Rep, Wep, Wep,
[Liters/min] [g/s] [m/s] [µm] [µm] dmean dmax dmean dmax

10 0.5 ∼ 100 40 206 240 1250 6.7 34
10 1.5 ∼ 100 114 350 684 2120 19.3 58
15 0.5 ∼ 150 28 206 252 1870 10.6 77
15 1.5 ∼ 150 64 350 576 3170 24.3 130

3.4.4 Particle fluid interaction
All forces presented in equation (2.13) affect the particles but only forces with a profound effect are desired in the
simulations to reduce the computational cost. In the following section the selection of forces is described.

Drag force- was expected to be the single most important force and was included in the simulation, the selec-
tion of the drag coefficient is described in section 3.4.4.1.

Forces due to pressure and shear gradients- did not affect the motion of particles if the density ratio between
the continuous and dispersed phase was small [10, p. 68-69]. As the spray had a density ratio of ∼ 10−3 between
air and Adblue the pressure and shear force was safely neglected.
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Virtual mass force- depended on the density ratio, see equation (2.16), since the density ratio was∼ 10−3 the
force was neglected.

History force- became less influential with increasing density and size of the particles. A large density dif-
ference was a strong indication that the history force could be neglected but not sufficient as other factors such as
velocity fluctuations of the continuous phase affected the magnitude of the history force [11, p. 264-265]. Another
factor to consider was that the history force would always act in the same direction as the much larger drag force
reducing its impact. Based on these arguments and the supporting conclusions that the history force was negligible
in similar situations in [3] the history force was excluded from the simulations.

Buoyancy force- was dependent on the density difference between the phases. The density difference was in
the order of 1000 therefore expected to be influential and included in the simulation.

Saffman lift force- was in simulations performed on urea sprays in [3] only a few percent of the drag force
indicating it could be neglected. The Saffman lift force was always perpendicular to the drag force, i.e the Saffman
lift force acted mainly in the radial spray direction. The spray angle in the simulations was important and could
potentially be affected by the Saffman lift, hence the force was included in the simulation. The selection of the
Saffman lift coefficient is described in section 3.4.4.2

Magnus lift force- was neglected because the Saffman lift force was expected to be one order of magnitude
larger and overshadow any effect of the Magnus lift force [3].

Brownian force- was caused by molecular collisions and was only important for submicron particles and was
therefore excluded from the simulation.

Thermophoretic force- was important only for tiny particles and in the existence of large temperature gradi-
ents. The lack of large temperature gradients, few micro particles and conclusions in [3] the force was exempted.

Turbulence influence- importance was estimated by the relative turbulence intensity, Ir, defined in equation
(3.6), [10, p. 80].

Ir =

√
u′2

|ui − vi|
(3.6)

Equation (3.6) can, when the k − ε and k − ω turbulence models are used, be rewritten to equation (3.7) since
the fluctuation component is

√
2k/3, [6, pp. 44-45].

Ir =

√
2k

3u2
rel

(3.7)

With increasing turbulent kinetic energy and/or decreasing relative velocity the turbulence intensity increased,
see equation (3.7). The turbulence affected the particles in areas of high turbulent kinetic energy, close to the spray
nozzle, and/or low relative velocity, further downstream. The high Stokes number of the particles may indicate that
the turbulence have a minor effect on the particles as the particles do not follow the flow very closely. There were
however a large number of small particles present with low Stokes number for which the forces due to turbulence
would be important. Based on this the turbulence influence was included in the simulations. To include turbulent
influences Starccm+ used a random walk routine. This was done by adding an eddy velocity fluctuation to the fluid
velocity acting on the particle. The eddy velocity fluctuation was assumed to be a normally distributed random
number with zero mean and standard deviation given by equation (3.8), [9].

ue =

√
2k

3
(3.8)

The eddy velocity fluctuation calculated for a particle remained constant until the interaction with that eddy
ended. The particle then entered another eddy and a new random eddy velocity fluctuation was calculated. The
interaction time between the particle and the eddy was determined by the smallest of, either the eddy lifetime or, if
the relative velocity was non-zero, the time taken for the particle to cross the eddy [9]. This rather simple turbulence
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interaction method was computationally cheap but had some shortcomings. Two assumptions built in the random
walk routine were: the eddy fluctuating velocity was constant throughout the interaction and the turbulence was
isotropic.

The following forces were included in the simulations:

Fi = Fi,Drag + Fi,Buoyancy + Fi,Saffman lift force + Fi,Turbulent (3.9)

But, as seen in section 4.2.1.3, the Saffman lift force had negligible influence on the results and was later excluded
from the simulations.

3.4.4.1 Drag force coefficient

A common drag coefficient correlation, acquired from [11, p. 112], is presented in equation (3.10).

CD, solid sphere =
24

Rep

(
1 + 0.2Re0.63

p

)
(3.10)

This correlation is valid for a perfect solid sphere in the region 20 ≤ Rep ≤ 260. To capture the behavior of
a liquid drop some alterations to the CD correlation was considered. Three aspects were examined: deformation,
internal circulation, and evaporation. As the drops were accelerated by the fluid the particle Reynolds number
decreased and could fall below the limit of 20 for the correlation in equation (3.10). To accurately describe the drag
force of the particles with low relative velocity a second correlation shown in equation (3.11), also from [11, p. 112],
was used for the particles with Reynolds numbers below 20.

CD, low particle Reynolds =
24

Rep

(
1 + 0.13Re0.82−log10(Rep)

p

)
(3.11)

3.4.4.1.1 Effects of internal circulation: Internal circulation is created by the viscous shear stress exerted by
the continuous phase upon the drop interface, i.e. the continuous phase forces the fluid close to the drop surface to
move in a co-current motion to then recirculate back into the middle of the particle. The internal circulation would
decrease the relative velocity between the phases and consequently the drag force. As viscous shear stress was the
source of internal circulation the viscosity of the different phases were important. If the viscosity of the particle was
much larger than the continuous phase the internal circulation would be small and vice versa. Internal circulation
could under some circumstances reduce the drag coefficient of a fluid particle to one third of the drag coefficient
of an equivalent solid sphere [3]. According to [23] the correlation between the drag force for a fluid particle with
internal circulation and a solid spherical particle can be described as equation (3.12).

FDrag, internal circulation =

(
2 + 3µd

µc

3 + 3µd

µc

)(
1− 0.03

µc
µd
Re0.65

p

)
× FDrag, solid sphere (3.12)

Equation (3.12) was evaluated with the values in table 3.6 and 3.7 for the drops at the injection point. The largest
deviation between a solid sphere and liquid drop was below 5 % in all cases calculated with the mean diameter.
For the most extreme case the deviation using the maximum diameters was ∼ 9 %, implying the internal circulation
would be important. The particles were expected to accelerate fast, i.e. the particle Reynolds number would decrease
over a short distance, resulting in a negligible effect of internal circulation even for the largest particles. The viscosity
ratio used in (3.12) depended on the temperature variation and the amount of water in the AdBlue drops. Extensive
changes in the temperature of the phases and water concentration in the drops alter the viscosity ratio but neither of
these scenarios were expected due to low temperatures in the domain. The effect of the internal circulation on the
drag force was therefore omitted as internal circulation were insignificant a short distance from the nozzle.

3.4.4.1.2 Effects of evaporation: Low temperatures in the system implied slow evaporation rates, also shown
by simulation made by Oom [20], therefor the evaporation effect on the drag force was not considered.

3.4.4.1.3 Effects of deformation: If a relative velocity existed between a drop and the continuous phase the drop
would be subjected to an inertial force, which would attempt to deform the drop, while surface tension and viscous
forces would strive to maintain a spherical shape. Deformation of the drops would change the projected area and
consequently increase the drag force up to ∼ 3 times the equivalent undeformed drop [11]. An adjustment in the
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drag coefficient for deformation, suggested in [23], expressed in terms of the Weber and particle Reynolds number
is shown in equation (3.13).

CD, deformed sphere = CD, solid sphere

(
1 + 0.06Re−0.12

p We1.4
p

)
(3.13)

This correlation is valid in the range 20 ≤ Rep ≤ 200. The deformation of a drop expressed by aspect ratio, E,
can be estimated by a function using the particle Weber number as in equation (3.14), [24]

E = 1− 0.7 tanh(0.07Wep) (3.14)

Equation (3.14) is valid for Wep < Wecrit. The aspect ratio evaluated for a drop at the injection point, see table
3.7, was∼ 0.6, which implied that the deformation effect was likely to be crucial. The drag coefficient for the higher
particle Reynolds number, equation (3.10), was therefore corrected for particle deformation using equation (3.13).
The aspect ratio for a drop at the upper limit of the lower particle Reynolds number drag coefficient, equation (3.11),
i.e. Rep = 20, became ∼ 0.997. This implied that the deformation would be unimportant for the lower particle
Reynolds number drag force coefficient. The final drag force coefficients are presented in equation (3.15)

CD =
24

Rep

(
1 + 0.13Re0.82−log10(Rep)

p

)
Rep ≤ 20 (3.15a)

CD =
24

Rep

(
1 + 0.2Re0.63

p

)(
1 + 0.06Re−0.12

p We1.4
p

)
20 < Rep (3.15b)

An alternative approach to account for drop deformation was the Taylor Analogy Breakup, TAB, model in
Starccm+. In order to calculate the drop distortion the TAB model used an analogy between distortion of particles
and a damped spring system. The driving force for the distortion was the interaction between the continuous phase
and the particle. The restoring force was the surface tension and inertial damping [25]. The distortion y was
calculated by equation (3.16). When y equaled zero the particle was considered a sphere and when y equaled one
the drop was disk shaped [25].

ÿ + Cd
µp
ρpr2

ẏ =
CF ρgu

2
rel

Cbρdr2
(3.16)

The TAB distortion model interpolated between the drag coefficient of a sphere and a disk using y. For additional
information about the TAB model the reader is referred to [25] and [26].

The disadvantages with the TAB model were that phenomenas such as evaporation and internal circulation were
difficult to add to the drag coefficient should they be important. The correlation for the drag force coefficient
presented in equation (3.15) was used instead of the TAB model because of the possibility to easily adjust for
physical phenomenas with potential influences. However, to compare the results from the two approaches the TAB
model was used once. The drag coefficients were limited to particle Reynolds numbers below 200. In table 3.7
considerably higher particle Reynolds number are listed but the drops were expected to accelerate fast, violating the
particle Reynolds number criterion only a short distance. The extent of the violation was later established from the
simulations.

3.4.4.2 Saffman lift force coefficient

The Saffman lift force coefficients proposed in [12] and [27] are shown in equation (3.17).

CL,S = (1− 0.3314
√
ψ)exp

(
−Rep

10

)
+ 0.3314

√
ψ Rep ≤ 40 (3.17a)

CL,S = 0.0524
√
ψRep Rep ≥ 40 (3.17b)

The correlations were developed based on numerical results and are valid for spherical particles with particle
Reynolds number up to 100 [12] and ψ is given by

ψ =
dp

2urel

∣∣∣∂u
∂n

∣∣∣ (3.17c)

Where ∂u/∂n is the velocity derivative in the direction normal to the particle movement, i.e. approximately in radial
direction of the spray. Once again the particle Reynolds numbers in the simulations were above the upper limit for
the Saffman lift force coefficient correlation, but the Reynolds numbers were expected to decrease rapidly as the
particles were accelerated by the flow.
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3.4.5 Boundary and initial conditions
The boundary conditions for the flow were identical to the single phase simulations described in section 3.2.3 with
the addition that if a drop hit any wall the drop escaped the domain. The drops were injected through point injectors
with a temperature of 30oC and axial velocities of 0.58m/s and 1.74 m/s for AdBlue injection rates of 0.5g/s and
1.5g/s respectively. To inject the drops at one point poorly described the system, since the AdBlue injection orifice
had a diameter of 1mm. Rather a number of points spread out within the high speed gas jet were used. The number
of injection points, the distance from the nozzle and the area of the radial spread of the injection points were varied
to investigate the effects on the results. The number of parcels injected were ∼ 500 000 parcels per second. This
number was a reasonable to use as in a complete exhaust gas after treatment system simulation a larger number
would have been too computational heavy. For a summary of the cases tested see table 3.8. To save computational
time the solutions from the single phase simulations were used as initial conditions for the multiphase simulations.

3.4.6 Discretization scheme
In the multiphase simulations the second order upwind scheme was used throughout the simulations due to the higher
accuracy than the first order upwind scheme, see section 2.2.2.1. The chosen temporal discretization scheme was the
implicit method as it was unconditionally bounded, see section 2.2.2.2. The unconditionally bounded discretization
scheme enabled a larger time step than otherwise would have been possible.

The time step for the spray was chosen to 1∗10−4 seconds, which was too large to meet the Courant criteria,
see equation (2.11). Given the size of the cells close to the high velocity air inlet the Courant numbers were ∼
200, ∼ 222, and ∼ 400 for the main, control and unstructured grid respectively for an air flow of 15 liters/min.
With an air flow of 10 liters/min the Courant numbers were two thirds of the 15 liters/min values. The Courant
numbers decreased rapidly as the air speed decreased and the cell size increase. For the air flow 15 liters/min, 10mm
downstream of the spray nozzle the Courant number was below 15 for all grids.

3.4.7 Multiphase cases
To determine how many injectors needed each of the air and AdBlue injection speeds presented in table 3.7a were
simulated with 9, 13, 17 and 25 injectors with the main grid. Drop size distributions from the Chalmers experiment
were used to enable data comparison. In the simulations 500 000 parcels/s were used, 50 per time step, these had to
be spread out on the injectors. The drop size distribution from the spray manufacturer were presented in a table with
around 30 drop diameters and the mass percent for each interval was provided. Intervals with large mass percentiles
were split until 50 intervals with∼2% of the mass in each interval was obtained. The 50 drop sizes were then spread
out on the different injectors. This was done to ensure an even mix of drop sizes over the injection area. The size
distribution from the experimental study [1] was created by calculating 50 intervals of drop sizes from the detected
particles 50mm from the spray nozzle. The simulations were made according to the base case in table 3.8

To save computational time the effect of various parameters, such as adding the Saffman lift force, were only
tested for the case with air flow 15 liters/min and AdBlue flow 1.46 g/s. The simulations in table 3.8 were compared
with the base case to evaluate the parameters’ effect on the solution. The different parameters tested are presented
in table 3.8 and the results of the simulations in section 4.2.
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Table 3.8: The various simulations used to evaluate the effect of different parameters on the results. Detailed drag
law implied that the coefficient presented in equation (3.15) was used. Spherical drag law used the drag force
coefficient without deformation, i.e. equation (3.10) and (3.11). dinjection was the diameter of the injection area
and ∆z was the axial distance from the spray nozzle where the drops were injected. All cases had the air flow 15
liters/min, AdBlue flow 1.46 g/s and drop size distribution from Chalmers. The grid used in the simulations was the
main grid and the turbulence model was the k − ω SST model.

Case Particle forces dinjection [mm] ∆ z [mm]

Base case Detailed drag law, buoyancy force, turbu-
lent dispersion

1.4 3

Case 1 Base case 1 0
Case 2 Base case 1 3
Case 3 Base case 1.6 3
Case 4 Base case 2 3
Case 5 Base case 2.4 3
Case 6 Base case + Saffman lift force 1.4 3
Case 7 Base case + particle collisions 1.4 3
Case 8 TAB drag law, buoyancy force, turbulent

dispersion
1.4 3

Case 9 Spherical drag force, buoyancy force, tur-
bulent dispersion

1.4 3

The cases in 3.7a were simulated with 25 injectors with all three grids and both the Realizable k − ε and k − ω
SST turbulence models under base case conditions. The results of these simulations are shown in section 4.2. To
determine if the results were affected by including the larger drops detected by the spray manufacturer the cases in
table 3.7b were simulated with 25 injectors with the main grid and the same settings as the base case in 3.8. The
results from these simulations are shown together with results from the breakup simulations in section 4.3.

3.5 Breakup

3.5.1 Jet breakup
Jet breakup would have been extremely computationally expensive to simulate because a very fine grid, more ad-
vanced turbulence- and multiphase models would have been needed. However, some aspects of the jet breakup
were determined without simulations. The jet Weber numbers Wejet were, using the material properties in table
3.6, ranging from 590 < Wejet < 1330 for air and AdBlue injection rates. The Reynolds numbers of the liquid
jets using the diameter of the jet as characteristic length, were in the range of 460< Rejet <1400 for the different
AdBlue injection velocities. Using the jet Weber and Reynolds numbers the interval 10< Rejet/

√
Wejet <60 was

calculated. The breakup regions in table 2.1 showed that all cases treated in this thesis were in the superpulsating
breakup regime.

The primary parameter determining the length of the liquid jet before being disintegrated was the momentum
flux ratio, defined: M = ρgu

2
g/ρlv

2
l . The length of the liquid jet decreased with increasing momentum flux ratio,

[14]. If the momentum flux ratio was above ∼ 50 a vortex was formed downstream the liquid core. The momentum
flux ratio was for the cases with AdBlue injection rate of 0.5g/s significantly above the critical value of 50. The liquid
jet in the cases with AdBlue injection rate of 0.5g/s was curtailed by the recirculating motion of the gas downstream.
The lengths of the liquid jets were approximated with equation (3.18), [14].

L = dl
6√
M

∣∣∣∣1− vl
ug

∣∣∣∣−1

(3.18)

The Sauter mean diameter, d32, of the drops created in the liquid jet breakup was estimated by equation (3.19),
[28].
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g

(3.19)

Equations (3.18) and (3.19) were evaluated for the multiple cases and the results are presented in section 4.3

3.5.2 Drop breakup
The drop Weber numbers in table 3.7 implied that the larger drops would shatter according to bag, multimode or
sheet-thinning breakup. The high velocity air jet decelerated fast due to stagnant surrounding air and energy needed
to accelerate the drops. This implied that the relative velocity decreased rapidly with increasing distance from the
spray nozzle. The relative velocity of 46m/s was required for the largest drops, d = 350µm, to enter the bag breakup
regime, i.e. 11 < Wep. The breakup was therefor expected to take place within the first few millimeters from the
spray nozzle. To control if breakup affected the results of the simulations the cases in table 3.7b were simulated
using the main grid, k − ω SST turbulence model and the TAB breakup model. The TAB model broke a drop when
y, see section 3.4.4.1, was above or equal to one. The critical Weber number in the TAB model was specified to
11. For additional information about the TAB model the reader is referred to [25] and [26]. The results from the
simulations are presented in section 4.3

Potentially, turbulence of the gas jet could rapture the drops. Particles larger than the Kolmogorov length scale
would be subjected to an irregular flow field which could fragment the drops [18]. The Kolmogorov length scale,
given by η = (ν3

g/ε)
1/4, was assessed for the two air flows using ε values from the single phase simulations

3mm downstream the spray nozzle and properties from table 3.6. For the air flow 10liters/min and 15liters/min the
Kolmogorov length scale was ∼5µm and ∼3µm respectively. This implied that the vast majority of the drops were
subjected to an irregular flow field due to turbulence. An estimate of the axial distance from the spray nozzle to the
end of the region where turbulent breakup could occur from [14], is shown in (3.20)

xcrit ' u−4/5
g

(
1

dg(1 +m)

)−3/5(
σ

ρg

)2/5

(3.20)

Where m in equation (3.20) was defined as

m =
ρlvlAl
ρgugAg

,

and the areas, A, were the cross-sectional area of the liquid- and gas nozzle. Equation (3.20) was evaluated for
the various cases and the results are shown in section 4.3.

3.6 Convergence
To ensure the simulations had converged different residuals and various monitors were used. The simulation mon-
itors were the mass flow in and out from the domain, the velocity 10mm, 30mm, 50mm and 70mm from the spray
nozzle, the temperature and pressure at the outlet. When these monitors showed a constant and realistic value and
the residuals were stable the solution was considered converged. The results from the main and control grid were
compared.

4 Results
4.1 Single phase results
Two entities, maximum velocity and spreading rate, are used to compare the solutions for the various single phase
simulations at 30mm and 50mm from the spray nozzle. The spreading rate is defined as the radial distance where the
velocity is half of the velocity in the center of the jet. The results for the first four grids described in section 3.1 are
shown in table 4.1. Grid one and four are structured grids with the main difference that the cells in grid four are three
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times longer in the stream wise direction. Grid two and three are unstructured, polyhedral grids where grid three is
considerably coarser than the other grids. Only the results for the segregated solver are shown as the results from
the coupled and segregated solver deviate less than 2%, with the exception of grid three. The results in table 4.1 for
grid three is inconsistent with the other grids. Grid three is therefore concluded to be too coarse and omitted from
further discussion. Trends are detected in grids one, two and four. The k − ω SST turbulence model consistently
gives lower maximum velocities and a larger spreading rate than the Realizable k− ε mode. The difference between
the two turbulence models and three grids decrease with increasing distance from the spray nozzle.

Table 4.1: Results from the single phase simulations with the first four grids, described in section 3.2. The results
shown are the maximum velocity, in m/s, and the spreading rate in millimeters at 30mm and 50 mm from the spray
nozzle. For all these cases the air flow is 15 liters/min.

Distance 30 mm 50 mm
umax Spreading rate umax Spreading rate

k − ε k − ω k − ε k − ω k − ε k − ω k − ε k − ω

Grid 1 53.5 50.5 3.1 3.4 33 29 5.1 5.7
Grid 2 55.5 52 2.9 3.3 33.5 30 5 5.6
Grid 3 90 57 1.7 2.8 65 33 2.4 4.9
Grid 4 56 53 3 3.3 33 31 5 5.7

The results from the single phase simulations with the main, control and unstructured grids are shown in a similar
manner in table 4.2. The same trends as in table 4.1 are observed, i.e. Realizable k−ε turbulence model gives higher
velocities and lower spreading rate than the k−ω SST turbulence model. In addition the largest observed difference
between the three grids is below 5%.

Table 4.2: Results from the single phase simulations with the main, control and unstructured grids described in
section 3.2. The results shown are the maximum velocity in m/s and the spreading rate in millimeters at 30mm and
50 mm from the spray nozzle for airflow of 10 liters/min and 15 liters/min.

Distance 30 mm 50 mm
umax Spreading rate umax Spreading rate

k − ε k − ω k − ε k − ω k − ε k − ω k − ε k − ω

Shows the results for 10 liters/min air flow

Main grid 39 36.5 3.1 3.3 23.5 21 5.2 5.7
Control grid 38.5 36.5 3 3.3 24 21.5 5.1 5.8
Unstructured grid 37.5 35 3.2 3.3 22 21 5.3 5.7

Shows the results for 15 liters/min air flow

Main grid 57.5 53.5 3 3.3 33.5 30.5 5.1 5.7
Control grid 58.5 53 3 3.3 35 30.5 5.1 5.8
Unstructured grid 56 52 3 3.3 33 30 5 5.7

The air jet flow pattern is shown in figure 4.1, where the left hand side shows the velocity magnitude on a plane
cutting the center of the spray nozzle and the right hand side displays the vortex close to the nozzle. The figure
shows only one grid and turbulence model, the main grid and the k − ω SST model. The other cases give similar
flow patters. The distance from the nozzle to the end of the vortices is below 2 mm for both airflows and all grids,
where the vortex is slightly larger for the higher airflow.
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(a) The velocity magnitude profile for the air jet for air flow 10 liters/min. (b) The vortex that forms close to the nozzle inlet for air flow 10 liters/min.

(c) The velocity magnitude profile for the air jet for air flow 15 liters/min. (d) The vortex that forms close to the nozzle inlet for air flow 15 liters/min.

Figure 4.1: The velocity profile of the air jet for the k−ω SST model. The length of the vortexes in the streamwise
direction is ∼2mm.

4.2 Multiphase results
The results from the simulations are extracted 30mm and 50mm from the spray nozzle. When the simulation had
converged the simulation was continued for a 1000 additional time steps. For each time step, particle properties
such as axial velocity is extracted for the particle passing 30mm and 50mm downstream of the spray nozzle. Three
parameters: particle velocity, particle diameter and spray cone angle, taken from the experimental study,[1], at 30mm
and 50mm from the spray nozzle are used to evaluate the simulations. In [1] values are recored at a number of radial
distances from the spray center to show the radial profile of the spray. The axial and size distribution are easy to
compare as they are physical entities.The cone angle on the other hand is in [1] measured as brightness of pixels
in pictures of the spray. To the author’s best knowledge there is no way to translate a brightness in a picture to a
physical entity such as volume fraction. The measured spray cone angle is also difficult to accurately attain from
the report. The spray cone angles measured in [1] are therefor not used as precise values rather an indication if
the results are reasonable or not. In the simulations the normalized volume fraction is used to calculate the spray
cone angle. The spray is considered to end at the radial distance measured from the spray center, where the volume
fraction is 5% of the maximum value. For the axial velocity and drop size distribution the mass mean values are
used.

4.2.1 Parameter study

4.2.1.1 Number of injectors

The number of drop injectors has a major effect on the results. With few injectors the particle velocities are sig-
nificantly overestimated compared with the values recorded in [1]. When the number of injectors are 17 or 25 the
particle velocity matched the recorded velocities good. For example the velocity profile for air flow 15 liters/min
and AdBlue flow 0.458g/s is shown in figure 4.2 with 9, 17 and 25 injectors. As can be seen, the case with 17 and
25 injectors match the experimental results better than the case with 9 injectors. The cases with 17 and 25 injectors
gives very similar values. This implies that the velocity of the particles will not change singnificantly if the number
of injectors are increased further. The same trend as in figure 4.2 is also seen for the other air and AdBlue injection
rates.
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(a) Axial velocity of the drops 30 mm from the spray nozzle. (b) Axial velocity of the drops 50 mm from the spray nozzle.

Figure 4.2: Axial velocity of the particles for air and AdBlue flow 15 liters/min and 0.458g/s respectively. In the
simulation the main grid and the k − ω SST turbulence model is used.

4.2.1.2 Placement of injectors

The first five cases in table 3.8 are concerned with the position of the injectors. If the injectors are placed at the
AdBlue injection orifice, case 1, all particles do not escape the vortex directly after the spray nozzle, see figure 4.1.
Some particles collide with the spray nozzle and escape the domain because of the escape boundary condition. The
remaining particles are spread out through the domain. If the injection surface is chosen to be 2.4mm in diameter,
case 4, some of the particles are placed at the outskirts of the air jet. These particles escape the jet and are spread
throughout the domain. If the injection surface is placed 3mm downstream of the spray nozzle with a diameter of
1mm the spray cone angle is, compared to measurements [1], too small.

When the injection surface has a diameter of 1.4-2mm there are no profound difference between the cases in
drop velocity and size distribution. There is only a slight difference in the spray cone angle, which is marginally
larger for the larger injection surface, but as seen in figure 4.3 the difference is insignificant.

(a) Normalized volume fraction 30 mm from the spray nozzle. (b) Normalized volume fraction 50 mm from the spray nozzle.

Figure 4.3: Normalized volume fraction for air injection rate of 15 liters/min air and AdBlue 1.46 g/s. In the
simulation the main grid and the k − ω SST turbulence model is used.

4.2.1.3 Particle forces and interactions

The results from simulations with different particle forces and collisions, case 6 to 9 in table 3.8, are shown
in table 4.3. The Saffman lift force is seen not to affect the results significantly. There is no significant difference
observed between the TAB distortion drag law and the detailed drag law. The inclusion of collisions in the simulation
affects the results but slightly, the largest deviation is 4 % from the base case. The difference is the shape of the
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drop size distribution, since the aberration is small and the computational cost of including collisions is large the
collisions are neglected.

Table 4.3: The deviations in case 6 to 9 from the base case. In the table, the heading Result is referring to the one
result variable of axial velocity, size distribution or spray cone angel that deviate the most from the base case.

Case Particle forces Result Deviation %

Base case Detailed drag law, buoyancy force, turbu-
lent dispersion

- -

Case 6 Base case + Saffman lift force Spray cone angle 2
Case 7 Base case + particle collisions Size distribution 4
Case 8 TAB drag law, buoyancy force, turbulent

dispersion
Spray cone angle 1

Case 9 Spherical drag force, buoyancy force, tur-
bulent dispersion

Axial velocity 25

The assumption that the particles are spherical is not justified by the results. The particles are much faster
50mm from the spray nozzle if assumed spherical than the deformed particle velocity and the validation data. The
differences in velocity profiles are shown in figure 4.4

(a) Axial velocity of the particles 30 mm from the spray nozzle. (b) Axial velocity of the particles 50 mm from the spray nozzle.

Figure 4.4: Axial velocity of the particles for air flow 15 liters/min and AdBlue flow 1.46g/s. In the simulation the
main grid and the k − ω SST turbulence model is used

4.2.2 Multiphase cases
The multiphase cases simulated are listed in table 3.7a and the results of the axial velocity of the particles can be

found in section 4.2.2.1, the drop size distribution in section 4.2.2.2 and spray cone angle in 4.2.2.3.

4.2.2.1 Drop axial velocity

Figure 4.5 shows the axial velocity of the drops for the various multiphase cases using the drop size distribution
and injection rate from the experimental study [1]. The left hand side of figure 4.5 shows the velocity profile 30mm
downstream the spray nozzle and the right hand side shows the axial velocity 50mm downstream the spray nozzle.
At 30mm all simulations overestimate the drop axial velocity but the estimate is improved 50mm from the spray
nozzle. The velocity profiles reveal some trends for the various models: the turbulence model k−ω SST gives lower
velocities than the Realizable k− ε turbulence model and using the unstructured grid results in lower velocities than
the other grids. The k − ω SST turbulence model gives ∼13% lower maximum velocity than the Realizable k − ε
turbulence model. The k − ω SST turbulence model generally gives a lower axial velocity of the drops for all radii
but the differences in the results from the two turbulence models decrease with increasing distance from the spray
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center. The unstructured grid gives ∼5% lower velocity than the main and control grid. The difference between the
control and main grid is below 2% and is excluded from the figures for clarity.

(a) Axial velocity of the drops 30mm from the spray nozzle for
air flow 10liter/min and AdBlue flow 0.46g/s.

(b) Axial velocity of the drops 50mm from the spray nozzle for
air flow 10liter/min and AdBlue flow 0.46g/s.

(c) Axial velocity of the drops 30mm from the spray nozzle for
air flow 10liter/min and AdBlue flow 1.37g/s.

(d) Axial velocity of the drops 50mm from the spray nozzle for
air flow 10liter/min and AdBlue flow 1.37g/s.

(e) Axial velocity of the drops 30mm from the spray nozzle
for air flow 15liter/min and AdBlue flow 0.46g/s.

(f) Axial velocity of the drops 50mm from the spray nozzle
for air flow 15liter/min and AdBlue flow 0.46g/s.

28



(a) Axial velocity of the drops 30mm from the spray nozzle
for air flow 15liter/min and AdBlue flow 1.37g/s.

(b) Axial velocity of the drops 50mm from the spray nozzle
for air flow 15liter/min and AdBlue flow 1.37g/s.

Figure 4.5: Axial velocity of the drops 30mm and 50mm downstream of the spray nozzle on the left and right hand
side in the figure respectively. In these simulations the AdBlue flow and size distribution from [1] is used.

4.2.2.2 Drop size distribution

The drop size distribution for the various simulations is shown in figure 4.6. For high spray radii the size profile is
jagged. This is likely a consequence of relatively few particles in the outer edges of the spray and the individual
values of the particles become very influential. If the simulations are run with more time steps the size distribution
curve is likely to be smoother. No trends between the turbulence models or the computational grids are observed.
The simulations slightly underestimate the drop sizes. In figure 4.6a the simulations appear to overestimate the
drop diameter but the drop mass mean diameter is smaller than the experimental results because most drops pass
close to the center of the spray. No distinct drop size variation is observed across the radius for the results from
the simulations or the experimental values, rather leveled size distribution curves are seen. The results from the
simulations using the control grid shows very similar values and are omitted from the figures to enhance clarity.

(a) Diameter of the drops 30mm from the spray nozzle for air
flow 10liters/min and AdBlue flow 0.46g/s.

(b) Diameter of the drops 50mm from the spray nozzle for air
flow 10liters/min and AdBlue flow 0.46g/s.
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(c) Diameter of the drops 30mm from the spray nozzle for air
flow 10liters/min and AdBlue flow 1.37g/s.

(d) Diameter of the drops 50mm from the spray nozzle for air
flow 10liters/min and AdBlue flow 1.37g/s.

(e) Diameter of the drops 30mm from the spray nozzle for air
flow 15liters/min and AdBlue flow 0.46g/s.

(f) Diameter of the drops 50mm from the spray nozzle for air
flow 15liters/min and AdBlue flow 0.46g/s.

(g) Diameter of the drops 30mm from the spray nozzle for air
flow 15liters/min and AdBlue flow 1.37g/s.

(h) Diameter of the drops 50mm from the spray nozzle for air
flow 15liter/min and AdBlue flow 1.37g/s.

Figure 4.6: Diameter of drops 30mm and 50mm downstream of the spray nozzle on the left and right hand side of
the figure respectively. The AdBlue flow and size distribution from [1] is used in the simulations.

4.2.2.3 Spray cone angle

The radial distance where the volume fraction is 5% of the maximum is chosen as the end of the spray. Typical
volume fraction distributions are shown in figure 4.7. The volume fraction profiles of the other cases have very
similar shapes. The main difference between the various cases is the radial distance from the spray center where
the volume fraction is 5% of the maximum value. Simulations with the turbulence model k − ω SST shows a
marginally larger spray cone angle than the Realizable k − ε turbulence model. The spray cone angles are also
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slightly larger with the unstructured grid compared to the structured main and control grid. The radial distances are
used to calculate the corresponding cone angles, the results are presented in table 4.4.

(a) The normalized volume fraction 30mm from
the spray nozzle.

(b) The normalized volume fraction 50mm from
the spray nozzle.

Figure 4.7: The normalized volume fractions for air and AdBlue flow 10 liters/min and 0.46g/s respectively. The
vertical line marks the spray angle reported in [1].

Table 4.4: The spray cone angles from the simulations and the experimental values [1]. The deviation between the
two turbulence models and three grids are minor hence only a mean is presented as the simulation results.

Air flow AdBlue flow Simulation Experiment
[Liters/min] [g/s] 30mm 50mm 30mm 50mm

10 0.46 19.7o 23o 18.1o 19o

10 1.37 21.1o 25o 19.3o 20o

15 0.46 17.4o 21o 17.1o 18o

15 1.37 23.7o 27o 18.0o 20o

4.3 Breakup results

4.3.1 Jet breakup
The results from equation (3.18) and (3.19), i.e. liquid jet length and the Sauter mean diameter from the jet breakup
are shown in table 4.5. These values should be interpreted as indications rather than definite values for the sprays in
the thesis. The Sauter mean diameter from the spray manufacturer are given in table 4.5 to enable comparison.

Table 4.5: Approximate values for liquid jet length and Sauter mean diameter, d32, of the spray breakup process.
The Sauter mean diameter from the experiments conducted by the spray manufacturer 50mm downstream of the
spray nozzle are provided to enable comparison

Air flow AdBlue flow Jet length d32, equation (3.19) d32, Spray manufacturer
[Liters/min] [g/s] [mm] [µm] [µm]
10 0.5 0.57 20 17
10 1.5 1.7 20 27
15 0.5 0.38 12 11
15 1.5 1.1 12 15

The sauter mean diameters from equation (3.19) and the experimental values are relatively close except when
the air flow is 10liters/min and the AdBlue injection rate is 1.5g/s.
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4.3.2 Drop breakup
The results from the equation (3.20), i.e. the distance during which turbulent breakup can occur, are presented in
table 4.6. This distance is an estimate and the values are indications of how far into the system the turbulent breakup
occurs.

Table 4.6: Approximate values of how far into the system the turbulent breakup of particles occurs.

Air flow AdBlue flow xcrit
[Liters/min] [g/s] [mm]
10 0.5 0.15
10 1.5 0.25
15 0.5 0.15
15 1.5 0.2

The particle axial velocity for the simulations using the injector manufacturers AdBlue injection rate and size
distribution both with and without drop breakup is displayed in figure 4.8. The effect of including drop breakup in
the simulations are mainly seen at the higher AdBlue injection rate, i.e in sub-figures 4.8c, 4.8d, 4.8g and 4.8h.

(a) Axial velocity of the drops 30mm from the spray nozzle for
air flow 10liters/min and AdBlue flow 0.5g/s.

(b) Axial velocity of the drops 50mm from the spray nozzle for
air flow 10liters/min and AdBlue flow 0.5g/s.

(c) Axial velocity of the drops 30mm from the spray nozzle for
air flow 10liters/min and AdBlue flow 1.5g/s.

(d) Axial velocity of the drops 50mm from the spray nozzle for
air flow 10liters/min and AdBlue flow 1.5g/s.
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(e) Axial velocity of the drops 30mm from the spray nozzle for
air flow 15liters/min and AdBlue flow 0.5g/s.

(f) Axial velocity of the drops 50mm from the spray nozzle for
air flow 15liters/min and AdBlue flow 0.5g/s.

(g) Axial velocity of the drops 30mm from the spray nozzle for
air flow 15liters/min and AdBlue flow 1.5g/s.

(h) Axial velocity of the drops 50mm from the spray nozzle for
air flow 15liters/min and AdBlue flow 1.5g/s.

Figure 4.8: Axial velocity of the drops 30mm and 50mm downstream of the spray nozzle on the left and right
hand side of the figure respectively. In the simulations the AdBlue flows and size distributions from the injector
manufacturer are used. The turbulence model and computational grid used in the simulations are the k − ω SST
model and main grid.

The mass mean diameter from the simulations with drop breakup acitvated are shown in table 4.7, the mass
mean diameters are shown at 10, 15, 20, 25, 30 and 50mm from the spray nozzle together with the initial mass mean
diameter. The mean diameter sizes in table 4.7 shows that the drop sizes decrease the first 10mm but then remains
virtually constant from 10mm to 50mm from the spray nozzle.

Table 4.7: The development of the mean diameter, in µm, when breakup is included in the simulations.

Air flow AdBlue flow Initial 10mm 15mm 20mm 25mm 30mm 50mm
[Liters/min] [g/s]
10 0.5 40 34.4 34.4 34.3 34.3 34.3 34.2
10 1.5 114 72 72 72 72 71.9 71.9
15 0.5 28 20.8 20.8 20.8 20.7 20.7 20.8
15 1.5 64 36.7 36.7 36.7 36.7 36.7 36.8

There are no significant differences between the spray cone angle using the spray manufacturer drop size and
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AdBlue injection rate compared to the values from the experimental study [1] shown in table 4.4.

5 Discussion
There is no validation data for the single phase simulations. The trend that the k − ω SST model engenders

lower velocities than the Realizable k − ε does, however, match the theory about different turbulence models [6].
The difference is probably because the k−ω SST turbulence model is better at predicting the transition between the
high velocity, high turbulent gas jet and the low velocity, low turbulent surrounding air.

Number of injectors
Figure 4.2 shows the difference between using low and high numbers of injection points for the drops. A lower
number of injection points results in a higher particle velocity. The drops are initially accelerated by the flow
but ∼15mm downstream of the spray nozzle the drops have reached their maximum velocity. At this point and
downstream the particle velocity is higher than the air velocity due to the inertia of the particles. This means that
after∼15mm the drops are decelerated by the air flow and the air is accelerated by the drops. The number of injectors
needed for the particle velocity to stabilize is found to be ∼ 17-25. When a low number of injectors are used the
velocity profile at the drop injection becomes very jagged. The velocity of the air very close to the particles is low
but the velocity of the air between the particle injection points are high. As the particles are accelerated and move in
the radial direction, the high speed air accelerate the particles. This results in a slower and longer acceleration phase
for the particles than if more injectors are used. This means that the particles injected by a few injectors have less
time to decelerate until they reach the measuring position at 30mm and 50mm from the spray nozzle resulting in a
to high velocity.

Injector placement
The injector placement does not affect the results significantly if the particles are injected behind the vortex and
with a injection surface diameter in the range of 1.4-2mm. If the particles are injected at the AdBlue injection orifice
some drops do not escape the vortex. In reality the AdBlue is injected as a liquid jet rather than drops. Some distance
and energy is required to breakup the liquid jet which can explain why the drops in reality do not follow the vortex
backwards. When the AdBlue is injected as a liquid jet the entire air flow pattern close to the spray nozzle is different
than if the AdBlue is injected as drops. A vortex is expected close to the nozzle as the air is likely to circulate close
to the air inlet. However, the vortex cannot have the shape as in the simulations because a liquid jet is present in the
vortex center.

Particel-fluid and particle-particle interactions
Neither collision, the Saffman lift force nor the TAB distortion drag law has any pronounced effect on the results
compared to the base case including the drag force with deformation, buoyancy force and turbulent dispersion. The
effect of deformed drops has a distinct effect on the results. The deformation of drops is therefore important to
include as shown in figure 4.4. When the assumption of spherical drops is made the velocity is overestimated at
30mm and even more prominently at 50mm downstream of the spray nozzle. The overestimation of the particle
axial velocity is due to the reduction in drag force. The spherical particles are accelerated slower and a longer
distance than the deformed particles. After the particles have reached their maximum velocity the spherical particles
also decelerate slower than the deformed drops. The velocity difference between the spherical and deformed drops
will decrease with increasing distance from the spray nozzle as the relative velocity between the phases decrease.
The deformed drops will approach velocity equilibrium with the continuous flow more rapidly when deformation is
of importance.

Close to the drop injection the particle Reynolds numbers are above the limit for the drag force coefficient
presented in equation 3.15. The particle Reynolds numbers for the mean sized drops are within the allowed range
only after a few millimeters, and all particles are within the allowed range ∼10mm downstream of the spray nozzle.
The drag force coefficient is therefore suitable for the simulations. The rapid reduction of particle Reynolds numbers
justifies the assumption that the effect of internal circulation on the drag force is negligible for the large drops.
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The effect of evaporation on the drag force is not considered in this thesis due to the low temperature of the
system. The temperatures in simulations of the exhaust gas after treatment systems are usually much higher, hence
evaporation may have an evident effect on the drag force. The drag force coefficient in 3.15 takes the evaporation
into account if the term (1 + BT )−0.2 is multiplied to the equation, where BT is the heat transfer number [3]. In
addition, evaporation will reduce the amount of water i the AdBlue drops. When all the water has evaporated, the
drag force should be that of a solid sphere.

Evaporation of the drops results in reduced particle sizes. When the drops are a few micrometer in diameter the
Brownian force becomes influential. Micron drops will evaporate completely in a high temperature environment in
a short time because of the high surface area to volume ratio. Therefore the Brownian force may still be neglected
without affecting the results significantly.

Axial particle velocity
The axial particle velocities for the AdBlue injection rate and drop size from [1] shown in figure 4.5 reveal that
there are differences between the two turbulence models and the grids. The results from the two structured grids,
the control and main grid, only deviate slightly. The results from the structured and unstructured girds show that the
unstructured grid generally gives lower drop axial velocities. A reason could be that the cell length in the stream-
wise direction is longer for the structured grids. The velocity gradients close to the spray nozzle and in the vortex
are high in the stream-wise direction, the longer cell length in the stream-wise direction of the structured cells could
therefore affect the results negatively. The Courant number is in contrast lower for the structured grids. Therefore,
it is difficult to deduce which of the grids is the most accurate. The difference does, however, not affect the results
considerably.

The difference between the results from the two turbulence models are more significant than the difference
between the grids. The k − ω SST turbulence model matches the experimental results better than the Realizable
k − ε. The theory about the turbulence models, section 2.1.1, predicts that the k − ω SST preforms better for
simulations of axisymetric jets is confirmed by the results. The results for the k− ω SST turbulence model matches
the experimental values 50mm from the spray nozzle well. At 30mm from the spray nozzle the particle velocities do
not match the experimental values as well because the drops have not yet been sufficiently decelerated by the flow.
The errors of the simulations decrease between 30mm and 50mm indicating that the error will continue to decrease
with increasing distance from the spray nozzle.

Drop size distribution
The drop size distribution curves shown in figure 4.6, are leveled for all simulation cases and no difference is
seen between the turbulence models or computational grids. In all simulations the drop sizes are smaller than the
experimental values. A reason could be that ∼3% of the drops volume have evaporated at 50mm downstream from
the nozzle. One way to improve the drop sizes prediction could be to increase the injected drops sizes to account for
the evaporation. The evaporation rate of the particles are increased with increasing temperature. The underestimation
is likely to be more obvious in a real exhaust gas after treatment system.

Spray cone angle
The spray cone angles are difficult to evaluate due to the nature of the values reported in [1]. There are no significant
differences between the computational grids or turbulence models. The experimental and simulated spray cone
angles match reasonably, especially 50mm from the spray nozzle, which indicates that the simulations give realistic
values.

Jet breakup
The calculated jet lengths in table 4.5 indicate that the jet lengths are very short for all cases, but the low AdBlue
injection cases are shorter than the high. This indicates that in the low AdBlue injection rate cases a recirculation
zone are present downstream of the liquid jet curtailing the jet. The calculated Sauter mean diameters for the primary
breakup in table 4.5 match the experimental values measured 50mm downstream of the spray nozzle, except for
injection rate 10liters/min air and 1.5g/s AdBlue. A plausible explanation for the poor fit for the 10liters/min air
and 1.5g/s AdBlue case is that one of the assumptions was fairly constant air velocity over the jet breakup. In the
experiments used to develop the equation 3.19 the width of the air jet and, consequently the air flow was much larger
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than in the cases in this thesis. The case in this thesis when the air is injected 10liters/min and the AdBlue is injected
1.5g/s the velocity of the air jet decreases the most. The lower velocity at the end of the liquid jet could explain why
the calculated mean Sauter diameter is smaller than the measured.

Drop breakup
Figure 4.8 shows the velocity profile for the simulations with the AdBlue injection rate and size distribution from the
spray manufacturer with and without drop breakup. The largest difference between the experimental and simulated
values are the cases with the higher AdBlue injection rate. These cases also have the largest differences in drop
size distribution between the spray manufacturer and [1]. Figure 4.8 shows that the drop size velocity for the high
AdBlue injection rate is considerably higher than the experimental values when drop breakup is excluded. The
overestimation of the velocity is most likely due to the larger inertia of the larger drops. The larger inertia of the
drops means that the drop reacts slower to the movment of the continuous flow, i.e. the Stokes number is larger. The
larger inertia causes the drops to accelerate and decelerate slower than smaller drops. Therefore the larger drops have
not decelerated as much as the smaller drops 50mm from the spray nozzle. When the drop breakup is included the
drop size decreases and consequently the velocity profile matches the experimental values better. The larger drops
were most likely present in [1] but not measured. Since no validation data exists for the simulations including the
larger drops the accuracy of the results are difficult to asses. The simulations with the smaller drop sizes accurately
describe the velocity 50mm from the spray nozzle hinting that the velocities with the larger drops could be realistic.

The drop sizes in table 4.7 show that the drop breakup occurs a short distance from the spray nozzle. The
estimated distance from the spray nozzle during which turbulent breakup is important, given in table 4.6, shows that
turbulent breakup will only be important a short distance from the spray nozzle. For the largest particle in the system,
dp =350µm, to have a Weber number above the critical Weber number, Wecrit =11, the relative velocity has to be
46m/s. Relative velocities in the magnitude of 46m/s are only present very close to the drop injection. In reality the
liquid jet is accelerated by the air jet, the waves and ligaments formed on the liquid jet surface is accelerated and the
ligaments are accelerated before they rupture. This means that the drops created by the liquid jet breakup are not
suddenly exposed to high velocity air but rather air of considerably lower velocity than the initial air velocity. This
in combination with the diameter generated by the liquid jet breakup indicates that secondary breakup will not be
important for the spray. In a simulation of a exhaust gas after treatment system the temperature of the gas will be
considerably higher than in the cases simulated in this thesis. A higher gas temperature will heat the drops and as
the temperature of the drops increases the surface tension decrease. This causes in turn the particle Weber number to
increase and increase the chance of breakup. The acceleration of the drops are however faster than the heating of the
drops implying that the relative velocity will decrease faster then the surface tension will decrease, which means that
the higher gas temperature is unlikely to cause drop breakup. As the drops evaporate the relative velocity necessary
to rupture the drops will increase causing drop breakup far from the spray nozzle to be unlikely.

The simulations without breakup, replicate the measured experimental results well. It is highly unlikely that the
drops will experience a relative velocity large enough to rupture the drops, except very close to the spray nozzle.
This indicates that drop breakup is not necessary to include in the simulations, rather has a negativity effect on the
simulations. The simulations with drop breakup included shows that the drop diameter decrease significantly the first
few millimeters creating an incorrect drop size profile. One solution could be to inject a few large drops that shatters
to create the correct size distribution. To adjust drop sizes only to include drop breakup seem unnecessary since the
simulations without drop breakup are accurate. Injecting larger drops only to be able to include drop breakup in the
simulations, is unnecessarily complicated and problematic when drop breakup will not occur except very close to
the spray nozzle as relative velocities above 46m/s is needed.

6 Conclusion
6.1 Summary
Two turbulence models, Realizable k − ε and k − ω SST, are investigated. The k − ω SST turbulence model have
proven to be superior to the Realizable k − ε turbulence model in predicting the velocity of the drops. There is no
difference in the spray cone angle or drop size distribution between the two turbulence models. The particle forces
required to accurately simulate the spray are: the drag force, buoyancy force and forces due to turbulence, presented
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in section 3.4.4. The drag force needs to account for the deformation of the drops for the simulation to accurately
compute the particle velocity.

The drop injection needs to be downstream of the vortex otherwise some drops will be caught in the vortex,
escape the air jet and be spread out in the domain. If the injectors are placed in the radial outskirts of the air jet the
particles will also escape the air jet and spread throughout the domain. If the injectors are placed downstream from
the vortex, with an injection area diameter of ∼1.6mm the spray cone angle will match measured values. A large
number of injectors, ∼ 25, are needed for the simulations to recreate the drop velocity profile from the experiments.

The liquid jet breakup is due to kinetic energy being transfered from the high velocity co-flowing gas to the
liquid jet. The drop size distribution appears to be determined by the liquid jet breakup and drop breakup seems to
be of subordinate importance. Drop breakup does not have to be included in the simulations. Including drop breakup
will rather decrease the accuracy of the simulations as the drops are ruptured by the high relative velocity the first
few millimeters after the drop injection.

6.2 Future work
In the thesis the primary breakup of the spray is not simulated, only characterized. This means that the air and
AdBlue flow is unresolved close to the spray nozzle. To understand how the liquid jet disintegrates, simulating the
primary atomization is of interest. To simulate the primary atomization will also enable investigations of parameters
affecting the spray formation. Literature, for instance reports that addition of swirl to the air jet enhances the liquid
jet breakup and spreading of drops [14]. In a resolved simulation of the primary breakup the effect of adding swirl
could be investigated.
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