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Remote Heart Rate Extraction from Near Infrared Videos
An Approach to Heart Rate Measurements for the Smart Eye Head Tracking System
ANNA LINDQVIST, MARKUS LINDELÖW
Department of Signals and Systems
Chalmers University of Technology

Abstract
Recent research has shown that the heart rate of a person can be measured from face
videos by analysing the small changes in intensity of the pixels in the face. Being
able to remotely measure the heart rate from videos can be very useful in situations
where the physiological state of the filmed person is of interest; for example when
monitoring drivers in vehicles, knowing the heart rate of the subject will be a strong
indicator for the emotions of the person. This information could then be used to
adjust the collision avoidance system and entertainment system accordingly.

The company Smart Eye develops near infrared cameras with advanced technol-
ogy for real-time gaze, eyelid and head tracking. One of the main applications for
the cameras of Smart Eye is driver monitoring and hence, knowing the heart rate of
the driver is of great interest. In this thesis, a new algorithm for remote heart rate
extraction from near infrared videos for the camera system of Smart Eye is presented.

The developed algorithm consists of several signal processing steps such as vari-
ous filters and transforms. The periodicity of the heart rate is found with Welch’s
method, which is a modified periodogram with a high noise robustness. Also, a
Kalman smoother and a Bayes filter is applied to remove outliers. The head tracking
data from the Smart Eye system is used for motion robustness, where the measure-
ment region of the face is continuously updated for each frame by looking at the
position of the head tracking data points.

The algorithm showed very good results for stationary subjects with a mean error
rate around 1 % when compared to a reference signal obtained with an electrocardio-
graphy. For moving subjects, the algorithm was robust for motion of approximately
6 cm/s in velocity for scaling and translational movement.

It was also shown that the available head tracking data from the Smart Eye system
contained information of the heart rate. A modified version of the algorithm for
heart rate extraction was developed that instead of a video had head tracking data
as an input. The algorithm resulted in a mean error rate of 11.25 % for stationary
subjects when compared to an electrocardiography.

Keywords: heart rate, near infrared, photoplethysmography, ballistocardiography,
video.
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1
Introduction

Recent research has shown that the heart rate of a person can be measured from
facial regions of persons filmed with a camera system [1]. Conventional methods for
measuring heart rate involve electronic or optical sensors that have to be connected
to the body. Being able to remotely measure the heart rate from videos can be very
useful in situations where the physiological state of the filmed person is of interest.
For example in a vehicle when the driver is monitored, knowing the heart rate of
the object is a strong indicator for the emotions and the stress level of the person.
This information could then be used to adjust the collision avoidance system and
entertainment system accordingly.

The company Smart Eye develops cameras with advanced technology for real-time
gaze, eyelid and head tracking. Two of the main market segments are the automo-
tive industry and within research. When monitoring a driver, the monitor system
should not be dependent on light sources of the visible light spectrum since they
could disturb the driver at night. Therefore, the systems of Smart Eye use fre-
quencies in the near infrared light spectrum which is invisible for the driver. The
camera systems of Smart Eye use a wavelength of either 850 nm or 940 nm, which
means that the systems are monochrome. One of the outputs from the software of
Smart Eye is the position of facial feature points such as eyes, mouth and nostrils. [2]

Previous methods for extracting heart rate from videos have mostly covered RGB-
videos [3, 4] and thermal imaging [5]. Near infrared cameras have been used to
make the measurements more robust but not as stand-alone monochrome measure-
ment systems [6, 7, 8]. Several studies have used the technology of head tracking
to compensate for motions of the subject [1, 6]. By making sure that the studied
facial region always stays the same despite movement, a motion robust method can
be developed.

The majority of the previous works have implemented methods that measure the
variation in light absorption due to blood flow in the face related to the heart rate,
referred to as photoplethysmography, [1, 3, 4, 6, 9]. The absorption variation is
much stronger in the color spectrum than in the near infrared spectrum and hence
the effect is not seen as clearly in a near infrared camera system [10]. However,
there are other works that have extracted the heart rate by measuring the small
head motions caused by the pulsatile blood flow to the head, referred to as ballis-
tocardiography [11]. This method is assumed to be indifferent to whether the video
system is of the color spectrum or the near infrared spectrum.

1



1. Introduction

As the heart rate estimate may not always be accurate, a confidence measure can
be developed to indicate how much one can trust the estimated heart rate value.
The confidence measure should be able to classify the reliability of the heart rate
estimate by analysing the signal properties of the measured input signal.

The purpose of this project is to find an approach for remote heart rate extrac-
tion that also work for the near infrared system of Smart Eye. As stated, the
previous methods have used RGB-videos and hence, the method for this study must
be adapted for near infrared videos, especially the fact that a monochrome system
is used and that the light absorption variation is much lower than for the color
light spectrum. Due to this, the possibility to measure the heart rate from head
movements is also investigated.

1.1 Aim
The aim of the master thesis is to create an algorithm that extracts the heart rate
of a subject from the near infrared system of Smart Eye. Firstly, an algorithm is
created to work for videos with standard environments, meaning no changes in illu-
mination and no movements from the subjects. This is done by finding the optimal
parameters for the algorithm, such as what region of the face to extract the signal
from, filter parameters and what time window to use for the heart rate calculations.
The parameters are evaluated by comparing different accuracy measurements. A
confidence measure for the heart rate estimate is also developed.

Secondly, the algorithm is developed to work for moving subjects with the imple-
mentation of a moving region for heart rate extraction with the help of the head
tracking data of the Smart Eye system.

Lastly, the possibility to extract the heart rate by analysis of small head movements
due to the blood flow to the head is investigated. For this purpose, a modified
algorithm is developed where the head tracking data of the Smart Eye system are
used as input. The movement of the feature points in the face, given by the Smart
Eye system, is measured.

1.1.1 Research Questions
The following questions are addressed in the report:

• Can a signal for the heart rate be extracted from near infrared videos, when
the subject is still and the lighting conditions are controlled?

• What are the optimal parameters for the developed heart rate algorithm?

• Can a signal for the heart rate be extracted from near infrared videos when the
subject is moving, with support from the head tracking data of Smart Eye?

2



1. Introduction

• Can a confidence measure be created for the algorithm that can classify the
reliability of the estimated heart rate?

• Can a signal for the heart rate be extracted from a subject by analysing the
head tracking data of Smart Eye?

1.2 Limitations
The goal of the study is to extract heart rate from the Smart Eye system for a
data-set of a limited size and not to create a fully functional application. The data-
set is recorded in a controlled environment with a camera setup used regularly by
Smart Eye. The developed algorithms are developed independently as stand-alone
programs in Matlab without any software or code developed by Smart Eye. In
addition, all code is strictly developed by the authors or contained as built-in func-
tions in Matlab unless stated otherwise.

The heart rate algorithms are developed and evaluated using the camera system
of Smart Eye and hence, only for the properties of this specific system, such as sam-
pling rate, wavelength of cameras. An assumption is made regarding the availability
of accurate data. It is assumed, regarding the videos, that the faces of the subjects
are visible during the entire time of recordings. In addition, it is assumed that the
head tracking output from the software of Smart Eye contains the relevant head
tracking data feature points for the entire time of the recordings.

Motion robustness is only investigated for the video based algorithm and for a lim-
ited set of motions, independent translational and scaling movements. For a full
investigation of motion robustness, rotational movements as well as mixed move-
ments would have to be investigated.

The accuracy of the developed algorithms is not compared to the accuracy of refer-
ence works. This is due to that the purpose of the study is to develop an algorithm
that works for the system of Smart Eye which is of a very different set-up than other
systems.

1.3 Thesis Outline
Next chapter, Chapter 2, explains the theory behind how the heart rate can be
measured, both in a conventional and in a non-contact manner. The chapter also
introduces the technology of Smart Eye. In Chapter 3, theory of methodology, the
theory of the applied filters and the transforms needed for heart rate extraction is
presented. Chapter 4 explains in detail the methodology for the work, how various
filters and transforms were used and with which parameters, how the evaluation
of the algorithms was constructed and how the experiments were conducted. The
results of the study are presented in Chapter 5, for both algorithms. The results are

3



1. Introduction

followed up with a discussion in Chapter 6. The conclusion of the study is presented
in Chapter 7 and, lastly, in Chapter 8 some recommendations for future work are
given.
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2
Theory

2.1 Physiology of the Heart Rate

The heart rate (HR) is a measure of how often the heart contracts in order to supply
the rest of the body with blood, normally measured with the unit beats per minute
(bpm) but can also be expressed in Hertz (Hz). A healthy human adult has a HR
between 45 - 240 bpm (0.75 - 4 Hz) [1]. There are many factors influencing the
HR of a person, both modifiable (e.g. physical activity, mental stress, smoking) and
non-modifiable (e.g. age, gender) [12]. The HR can change rapidly from activities
such as postural changes [13] and also from uncontrolled events such as cardiac ar-
rhythmia and sudden cardiac arrest [14, 15].

The most accurate method to measure the HR is electrocardiography (ECG), where
the electrical impulses generated by the cardiac muscle fibers is measured with the
help of three electrodes on the skin. It is these electrical impulses that cause the
heart to contract, the blood to be dispersed out into the body and hence creates
a pulse [16]. There are also other simpler methods to measure the HR, such as
photoplethysmography (described in more detail below), piezoelectric transducer or
Doppler ultrasound [12]. Another method that is not used in clinically settings
anymore is ballistocardiography, which is described in detail in Section 2.3 [11].

2.2 Photoplethysmography

Photoplethysmography (PPG) is a non-invasive optical technique for measuring vital
rates, such as HR and respiration rate, by looking at volume changes in micro-
vascular tissue. Due to the difference in light absorption of blood and surrounding
tissue, there will be small changes in intensity values when investigating a part of
the skin, normally the finger, ear or toe. The changes result in a periodic waveform
related to the HR and one more slowly varying signal related to the respiration
rate [17]. PPG was first described in the 1930s by Hertzman and Spealman and
the only equipment needed for PPG is a light source to illuminate the skin and a
photodetector to measure the variation in light absorption [18]. The system operates
at a red or near infrared (NIR) wavelength [17].

5



2. Theory

2.2.1 Remote Photoplethysmography
In recent years, the possibility to extract the HR with the help of a remote pho-
todetector has been established, so called remote PPG (rPPG) [1, 3, 4, 6, 9]. The
new technique offers a measurement system for the HR that does not need to have
contact with the studied object, a valuable feature for both medical and surveillance
purposes [6]. In 2005, Humphreys et. al [9] showed that one can extract the HR
with the help of rPPG when studying a finger at a 40 cm distance. They used a NIR
light source with a wavelength of 800 nm. However, the method could not handle
any motions and the scenario was not much more flexible than conventional PPG [9].

Since the study of Humphreys, many methods have been developed for rPPG of
the face with RGB-cameras as photodetectors [3, 4]. The use of three color chan-
nels with multiple wavelengths gives the methods the possibility to be robust to
motion of the subject since principal component analysis (PCA) can be applied [6].
PCA separates the HR signal from the motion noise by expressing them as a linear
combination. Though, PCA uses the assumption that the motion noise is not of a
periodic character [6].

One study worth highlighting is of Li et al. [1], since a single color channel is
used for rPPG, namely the green channel. Even though the study uses RGB cam-
eras, the fact that they only use one of the color channels makes the set-up similar to
the camera system of Smart Eye due to the monochrome character. In the method
of Li et al., PCA is not performed but instead an advanced filtering procedure is
applied.

2.3 Ballistocardiography
To evaluate cardiac parameters by measuring the periodic motions created from the
ejection of blood into the great vessels with every heart contraction is referred to as
ballistocardiography (BCG). The technique was first described in the 1930s. There
are several ways to measure BCG motions, either by placing the test person on a
low-friction platform and measure the motion of the platform, or by placing the test
person on a scale and measure the recoil of the person’s body on the scale [19].

2.3.1 Remote Ballistocardiography
The conventional BCG methods all require large stationary equipment, however
there are some group of researchers that have obtained a BCG signal from measur-
ing head movements only. When blood flows periodically to the head through the
abdominal aorta and the carotid arteries, small oscillatory motions of the head are
generated [11]. He et al. have developed a wearable wireless BCG device where the
BCG signal is obtained through measuring the head movements with an accelerom-
eter worn at the ear similar to a hearing aid device. According to the study, the
BCG signal is the strongest in the vertical direction and is in the range of 10 mG
in acceleration [19].

6



2. Theory

Another research group, Balakrishnan et al., have developed an approach to mea-
sure the BCG signal remotely, similar to rPPG measurements. The BCG signal is
obtained through tracking the movement of facial feature points in a video of the
head. Balakrishnan et al. states that the method is complementary to the rPPG
methods and similarly PCA is used for data processing of the feature point motion
signals [11]. The BCG approach has several advantages compared to PPG when
measuring HR, since the method is not dependent on the visibility of skin. How-
ever, according to Irani et al., the BCG method is very sensitive to head movements
and facial expressions [20].

The small head motions that give rise to the BCG signal can assumingly also be seen
as intensity changes in a video. When the head moves in relation to a fix point light
source, the intensity of the skin changes, resulting in a higher intensity level when
the head is closer to the light source and vice versa. Hence, the variation in intensity
of the skin related to the HR is both due to absorption changes (PPG signal) but
also due to head motion (BCG signal). However, it is difficult to separate the two
signals and it is therefore also difficult to know the contribution of the two signals
to the intensity changes.

2.4 Measuring Heart Rate from Near Infrared Videos

One way to measure the HR from NIR videos is to use rPPG. The absorbed light of a
human in NIR consists of two components: one static absorption constant from mus-
cles, fat, bones and venous blood (de-oxyhemoglobin) and one varying component
from arterial blood (oxyhemoglobin). As the heart beats, the concentration of oxy-
hemoglobin will fluctuate in the body and effect the light absorption subsequently
[21]. The red color of the blood is caused by the fact that absorption coefficient
is low for the red wavelengths (620 - 700 nm) and high for the other wavelengths
of visible light, meaning that only the red light is reflected. The light absorption
coefficient in NIR (700 - 1400 nm) is very low: 5.7 cm−1 in 850 nm. The wavelength
of 540 nm (green light), which Li et al. have used, has around a 50 times higher
absorption coefficient than what NIR has [10].

Another difference between RGB-videos and NIR-videos are the number of wave-
lengths captured. An RGB-camera records three wavelengths simultaneously while
a monochrome NIR-camera only records one. The benefit of having more than one
frequency is to use the other wavelengths that have a lower oxyhemoglobin absorp-
tion as reference to cancel out ambient light and noise as Verkruysse et al [3].

When it comes to measuring the HR via BCG, it is assumed that the method
is indifferent to what light source is used. Hence, using BCG for a NIR camera
system would produce similar results as the results of the study of Balakrishnan et
al. where a RGB-camera system was used [11].
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Figure 2.1: Light absorption for oxyhemoglobin and de-oxyhemoglobin at
different wavelengths. The gram molecular weight of hemoglobin is approximated

to 64 500 g/mole and the hemoglobin concentration to 150 g/L.

2.5 The Technology of Smart Eye
Smart Eye was founded in 1999 and released their first non-intrusive eye tracking
system in 2001. In 2005, they released an anti-sleep system which monitor drivers
if they fall asleep. Today Smart Eye have a wide range of solutions targeting auto-
motive, aviation and aerospace research and manufacturing industries.[2]

Smart Eye also provides a software named Smart Eye Pro which comes with a state
of the art non-intrusive head tracking system which automatically detects the head
and tracks its 3D pose in six dimensions of freedom. Over time, the system learns
increasingly more about the face of the subject and the tracking is improved contin-
uously. The head tracker is very robust and handles for example partially cloaked
faces [22]. As an output from the Smart Eye Pro, one can obtain the 3D position
of several feature points of the face, such as the eye corners, the nose tip and the
mouth position. With the information, it is possible to study the head movement
of the studied subject. A printscreen of the software can be seen in Figure 2.2.
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Figure 2.2: Screen shot of the Smart Eye Pro software. Three cameras are shown
in the upper part of the program where the gaze direction and the head pose are

visualized. In the lower left window a 3D model of the environment and the
tracking subject can be seen. The lower middle image shows the current estimated

values such as head pose, gaze direction and eye positions etc.
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3
Theory of Methodology

Several signal processing techniques such as filters and transforms are used in the
developed HR extracting algorithms. This section explains the purpose and the
theory behind different techniques. For Section 3.2 and 3.3, the information is taken
from Bayesian Filtering and Smoothing by Särkkä (2013) unless otherwise stated
[23].

3.1 Welch’s Method
In order to determine the HR from a pulsatile signal, the period of the signal is
estimated. To do this, the frequency content of the signal is investigated by look-
ing at the power spectral density. One method for this is Welch’s method which
is a modified version of the standard periodogram. While it has lower frequency
resolution, it benefits from noise reduction as seen in Figure 3.1. [24]
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Figure 3.1: Power spectral density estimate of a sinusoid signal with noise using
a) standard periodogram b) Welch’s method.

The method starts by dividing the signal into n number of segments with d number
of samples overlap between each segment. Often d is expressed in percentage of
the segment length with 50% as the most common value. Each segment is then
windowed with a Hamming window before calculating the discrete Fourier transform
of the segment. The Hamming window is a type of window which is designed to
minimise the sidelobe level. The last step averages the square magnitudes of the
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3. Theory of Methodology

transforms and produces the final modified periodogram which shows the power
spectral density estimate of the signal. [24]

3.2 Bayes Filter
When estimating the HR, physiological behaviour of the heart can be used to im-
prove the accuracy of the estimated signal and reject outliers. As described in
Section 2.1 the HR has constraints in upper and lower values and can sometimes be
highly volatile, however it is assumed that the HR at one time instance is similar
to the HR at the previous time instance. This knowledge can be implemented when
filtering the HR data in order to bias towards consistent measurements, i.e. if two
equally strong signals occur the one in the neighbourhood of the previous value is
the most likely true signal.

One method that takes advantage of known behaviour of measured states is Bayes
filter, also known as Recursive Bayesian estimation. It is a solution to the Bayes
filtering problem, i.e. to estimate some state, xk, given all measurements up until
now, y1:k where k is the current step. The Bayes filter is an iterative and recursive
process where new measurements, yk, are feeded into the filter.

The filter uses the last estimate, p
(
xk−1|y1:k−1

)
, and some knowledge of the be-

haviour of what is measured, p
(
xk|xk−1

)
, to predict the next estimate, p

(
xk|y1:k−1

)
,

as following:

p
(
xk|y1:k−1

)
=
∫
p
(
xk|xk−1

)
p
(
xk−1|y1:k−1

)
dxk−1 (3.1)

If one for example observes a car that moves in a straight forward direction with
a constant velocity, ẋk−1, the next estimate, xk, is probably xk = xk−1 + ẋk−1∆t,
where ∆t is the elapsed time since the last estimation.

The prediction is combined with the likelihood of the measurement, p
(
yk|xk

)
, in

an update step to get the new estimate, p
(
xk|y1:k

)
:

p
(
xk|y1:k

)
= p

(
yk|xk

)
p
(
xk|y1:k−1

)
p
(
yk|y1:k−1

) (3.2)

This process, as seen in Figure 3.2, is repeated over and over again for all k.

Figure 3.2: The recursive process of the Bayes Filter. A prediction is made from
the last estimate. This prediction is combined with a measurement to get the new

estimate.
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3. Theory of Methodology

3.3 Rauch-Tung-Striebel Smoother
When the HR is estimated some noise can be present in the measurement. By com-
bining previous and future measurements with probability of how the HR changes
in a Rauch-Tung-Striebel (RTS) smoother the noise can be decreased. The usage of
a smoother, where future data is also used, compared to using a filter the smoother
will have a shorter delay and yield more accurate estimates when measurement losses
occur. Rauch-Tung-Striebel is a forward-backward style of smoother where the data
is processed in two passes. The first pass is standard Kalman filter and the second
pass is of a backward-recursion-pass type.

3.3.1 Forward Pass - Kalman Filter
The first pass in the RTS-smoother is a standard Kalman filter. The idea of the
Kalman filter is to combine noisy measurements with a prediction by a weighted
sum to estimate state more robust to noise. For example if the prediction of the
state is the previous state the Kalman filter acts like a low-pass filter. However a
more complex prediction, but still simple, e.g. a first order Taylor expansion of the
state can decrease the time delay between the estimate and the true state. This can
be seen in Figure 3.3 (a) where the low pass filter model has a higher delay than the
Taylor expansion model represented as Kalman.
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Figure 3.3: Visualisation of the differences between RTS, Kalman and a low-pass
FIR filter for generated example data when the true state makes a sudden change

of slope.

The Kalman filter achieves this by two steps: a prediction step and an update step.
The prediction step describes the change of the state by a linear mathematical model
given previously estimated state. This prediction model is called the motion model
and is described in equation 3.3.

xk = Ak−1xx−1 + qk−1 (3.3)
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3. Theory of Methodology

Where xk is the state at step k, Ak−1 a transition matrix from step k − 1 to step k
and qk−1 is Gaussian process noise.

The motion model is not only used to calculate a new predicted state, equation
3.4, but also an uncertainty of this state, equation 3.5. The uncertainty is later used
as part of the weight when averaging with the measurements.

m−k = Ak−1mk−1 (3.4)

P−k = Ak−1Pk−1AT
k−1 + Qk−1 (3.5)

Where m−k is the predicted mean of the filter at step k and mk−1 the mean of the
filter at step k− 1. Observe that m−k is before the update and mk−1 is after the last
update. In Equation 3.5 P−k is the predicted covariance matrix at step k, Pk−1 the
covariance matrix after the update at step k − 1 and Qk−1 is the covariance of the
process noise.

The Kalman filter can estimate states by measuring other states. For example can
it estimate the speed by measuring the traveled distance. The mapping between the
state domain and the measurement domain is done by a measurement model:

yk = Hkxx + rk (3.6)

Where yk is the measurement at step k, Hk is the measurement model matrix at
step k and rk is a vector of Gaussian measurement noise. Observe that it describes
the measurement of a state and not the other way around.

By subtracting the measurement of the predicted mean from the measurement,
the innovation vector is obtained, vk, at step k, equation 3.7. This vector describes
not only the error between the prediction and the measurement but also in which
direction the prediction should be updated.

vk = yk −Hkm−k (3.7)

Sk = HkP−k HT
k + Rk (3.8)

Equation 3.8 gives the innovation covariance matrix, Sk. This is the sum of the pre-
dicted covariance and the measurement covariance, Rk, in the measurement domain.
The measurement covariance is most of the time established from experiments.

In equation 3.9 the Kalman gain is calculated, Kk, based on how big part the
predicted covariance is of to the innovation covariance. The measurement matrix in
the equation will later be used in the transformation of the innovation vector, vk,
from measurement domain to state domain.

Kk = P−k HT
kS−1

k (3.9)

Note that limRk→0 Kk = H−1
k and limP−

k
→0 Kk = 0.
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3. Theory of Methodology

The last step in the update step is to use the Kalman gain to update the mean
and the covariance matrix.

mk = m−k + Kkvk (3.10)

Pk = P−k −KkSkKT
k (3.11)

To summarise: given a motion model, measurement model, measurement noise and
process noise the Kalman filter can optimally estimate the current state given pre-
vious measurements.

3.3.2 Backward Recursion Pass
The second pass is a backward pass where the step, k, is iterated backwards. Cur-
rently each state is only estimated by previous measurements, by using future mea-
surements one can get a better estimate with a lower time lag.

The gain matrix, Gk for time step k, is given by:

Gk = PkAT
k

[
P−k+1

]−1
(3.12)

The new smoothed mean, ms
k, for the time step k can be calculated as following:

ms
k = mk + Gk

[
ms

k+1 −m−k+1

]
(3.13)

and the estimated smoothed covariance, Ps
k, as:

Ps
k = Pk + Gk

[
Ps

k+1 −P−k+1

]
GT

k (3.14)

As seen in Figure 3.3 (a) a low pass filter will always have a delay. The Kalman
filter, with a constant velocity model, will only have a delay when the measurements
do not comply with the motion model, which is the case when the true state makes
a distinct change in step k = 50. The Kalman filter will however find its way back
to the true state when the measurements start to comply with the motion model.
The RTS-smoother can use its future measurements to decrease this error time and
only differ around the step which do not obey the model, this can be seen in Figure
3.3 (b) where the RTS error have a small peak around step k = 50.

3.4 Accuracy Measurements
In order to compare and evaluate results from different methods of HR calculations,
several accuracy measurements can be used to measure the error. The measure-
ments are all based on a comparison between the calculated HR and a reference
ground-truth HR, e.g. obtained from an ECG. The measure error HRerror can be
calculated as following: HRerror = HRvideo − HRECG. Thereafter, different accu-
racy measurements can be obtained [1]:
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3. Theory of Methodology

• Mean of the measure error : Me = ∑
HRerror/n

• Standard deviation of the measure error : SDe =
√∑[

(Me −HRerror)2
]
/ (n− 1)

• Root mean square error: RMSE =
√∑

HRerror
2/n

• Mean of error-rate percentage : MeRate = 1
N

∑
HRerror/HRECG

3.5 Error Matrix
To evaluate a classification, such as a reliable or unreliable HR estimation, an error
matrix may be used. This matrix segments the classified data into four categories:
true positive, true negative, false positive and false negative. True positive and true
negative contains the data which are classified correctly as positive and negative
respectively. False positive and false negative contains the data which are wrongly
classified as positive and negative. These values are presented in a matrix where
each cell contains the number of data points, or sometimes the percentage of total
number data points, as seen in Table 3.1. Together with the matrix often sensitivity,
specificity, positive predictive value (PPV) and negative predictive value (NPV) are
featured. [25]

Table 3.1: Overview of an error matrix

Positive classification Negative classification

Condition positive True positive False negative Sensitivity

Condition negative False positive True negative Specificity

Positive predictive value Negative predictive value

Sensitivity explains how much data is positive classified of the data which should
have been classified positive. The specificity is the same for negative classifications,
i.e. how much data is negative classified of the data which should have been clas-
sified negative. For a specific data point which already is classified, PPV and NPV
describes the probability that the point is classified correctly. PPV describes the
probability for a positive classified data point to be correct and NPV describes the
same for a negative classified data point. The precise equations for the different
values are:

Sensitivity = True positive
True positive + False negative (3.15)

Specificity = True negative
False positive + True negative (3.16)

PPV = True positive
True positive + False positive (3.17)

16



3. Theory of Methodology

NPV = True negative
False negative + True negative (3.18)
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4
Methods

This chapter explains the design of the experiments, the details of the developed
algorithms and how they were evaluated. Firstly, the video recordings of three
data-sets that were used to create and evaluate the HR algorithms are explained.
Thereafter, the several steps of the data processing of the HR from video algorithm
is presented as well as methods of the different features of the algorithm such as
motion robustness and confidence measure. Lastly, the method of the modified
algorithm for head tracking data is presented.

4.1 Equipment

Three cameras of the type Basler acA640 - 100gm [26] equipped with F1.4/8mm
optics were used during the recordings and placed 30 cm apart from each others as
seen in Figure 4.1. The cameras were fitted with 850 nm frequency band-pass filter
to allow only recordings of this frequency. To light up the scene two flashes from
Smart Eye were used where each of them has an output of 5 Watts.

Figure 4.1: Overview of the equipment set-up during data collection.

An ECG was used to measure the reference HR of the subject and used as a ground-
truth. The ECG was collected with an Olimex ECG-shield equipped Arduino and
to log the 6 dimensions of freedom head pose the software Smart Eye Pro was used
[22, 27, 28].
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4.2 Data Collection

Three different data-sets were collected for development and analysis of the HR al-
gorithms. For each data-set, the recordings from the centre camera of the camera
system was used whereas the others were only there to improve the head tracking
of the system. During the recordings, the ECG was sampled at 125 Hz and to sync
the ECG with the video the Arduino sent a start signal to the recording PC. The
start signal was used to get a time-stamp of when the ECG started recording in the
video-time domain. This allowed for a time difference offset between the reference
and the video of less than 50 milliseconds.

Stationary data-set
Ten videos were recorded, in an uncompressed format, for investigation of
stationary subjects. The ten subjects were sitting still in front of the camera
for 60 seconds.

Motion robustness data-set
Videos of four subjects were recorded in order to investigate motion robust-
ness. Each subject performed scaling and translational movements in four
different velocities with a duration of 30 seconds, resulting in 8 measurements
for each subject and in total 32 measurements. The translational scenario con-
sisted of repetitive horizontal translational head movements and the scaling
scenario consisted of repetitive horizontal movements towards and away from
the cameras.

BCG-PPG data-set
To determine the relative contribution of BCG and PPG to the intensity
changes in the video, one video was recorded for evaluation. In the video,
the subject was stationary and its nose was covered with non-transparent ad-
hesive tape, in order to eliminate the effect of PPG. The duration of the video
was 60 seconds.

4.3 Heart Rate from Video Algorithm

The data processing pipeline for the HR from video algorithm can be seen in Figure
4.2. The data processing applied in this project was a version of the method from [1].
The steps are described in more detail below. The first step was that the videos,
head tracking data from Smart Eye Pro and ECG signals from Arduino were all
imported into Matlab.

Figure 4.2: Data processing pipeline for the HR from video algorithm.
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4.3.1 Region of Interest
Five regions of interest (ROI) were tested for the stationary data-set, both auto-
matically chosen from the head tracking data obtained from Smart Eye Pro, as well
as manually chosen ROIs. Also, a combination referred to as semi-automatical was
used, where the head tracking data was used to find a region which size had been
manually selected. The ROIs were chosen from the head tracking data from the
first frame of each video for the stationary videos. The raw signal was calculated as
the mean value of the intensity of the pixels in the ROI of each frame of the video,
rROI = [r1, r2, . . . , rn] where n is the frame index and r is the raw signal. The five
different ROIs are described below and can bee seen in Figure 4.3.

(a) (b)

Figure 4.3: The 5 different evaluated ROIs; (a) static ROIs (b) the grid for the
dynamic ROI where three parameters were evaluated for each square.

1. Face
Semi-automatically chosen ROI where the distance between the tracking data
points for eyes and the mouth at the first frame of the video were used to
approximate the face region.

2. Cheek
Semi-automatically chosen ROI based on the approximated face ROI and the
location of the tracking data point of the nose tip at the first frame.

3. Forehead
Manually selected for each subject by assigning a rectangular ROI over the
forehead at the first frame.

4. Nose Region
Semi-automatically chosen rectangular ROI from the head tracking data from
the first frame of each video. The width of the ROI was the same as between
the feature points of the eyes and the height was the middle third of the
distance between the feature points of the eyes and the mouth.

5. Dynamic
Automatically chosen ROI where the image was divided into a grid. Three pa-
rameters were evaluated for each square of the grid; maximal temporal deriva-
tion, cross-correlation and signal to noise ratio, as in the article from Feng
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et al. [29]. The grid squares with lowest maximal temporal derivation, high
cross-corelation and high SNR-ratio were chosen as the ROI. The evaluated
grid can be seen in Figure 4.3 (b).

4.3.2 Pre-Filtering
Before calculation of the HR, the raw signal was pre-filtered with a three step filter-
ing sequence consisting of three filters; a detrending filter, a moving average filter
and lastly a band-pass finite impulse response (FIR) filter.

Detrending filter
Removed trends such as small head movements and small light changes. The
filter was taken from the article An Advanced Detrending Method With Appli-
cation to HRV Analysis by Tarvainen et al [30]. It was a time-varying high
pass FIR filter with a cut-off frequency of approximately 0.38 Hz for the HR
system.

Moving average filter
Removed high frequency dynamic noise which occurred during the recording.
The time window for the filter was 0.125 seconds.

Band-pass filter
Removed frequencies which physiologically could not correspond to the HR.
It was a Hamming window band-pass FIR filter with cutoff frequencies [0.67
4] Hz, corresponding to 40 - 240 bpm.

4.3.3 Heart Rate Calculations
To obtain a varying HR, the HR was calculated over a sliding time window centered
at each time sample. The chosen default value of the time window was 15 seconds,
however, an evaluation of different time window lengths was also performed, see
below. In order to find the most occuring frequency for the time window of each
sample, Welch’s method and a Bayes filter was applied, before extracting the max-
imal frequency component of each sample.

Welch’s Method
When calculating the HR obtained from the videos, the HR likelihood was
estimated with Welch’s method, described in Section 3.1. An overlap of 50 %
was used for each time segment.

Bayes Filter
A Bayes Filter (see Section 3.2) was applied after Welch’s method to select
the most probable HR peak in the power spectral density domain. Since it
was a little higher probability that the next peak was close to the previous
peak, a model of the type random walk was used to predict the next peak.
The random walk was of a Gaussian type with a standard deviation of 15 bpm
[23]. This permissive value was chosen from the fact that the HR can change
rapidly as mentioned in Section 2.1.
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The ground truth ECG signal was calculated by evaluating the distance between the
periodic peaks of the ECG. For each sample, the mean value of the peak distances
within the time window was chosen as the ground truth HR.

4.3.3.1 Time Window for Heart Rate Calculations

In order to decide the optimal size for the time window used for HR calculations,
six different sized time windows, L= [4 8 12 16 20 24] seconds, were evaluated.
Corresponding error rate variables were calculated by comparing the calculated HR
with the ground truth HR from the ECG for the stationary data-set.

4.3.4 Post-Filtering
Because of the properties of the signal together with Welch’s Method’s window
segmentation, some oscillations were present in the filtered signal. To remove the
effect, an RTS-smoother was used, described in Section 3.3. The smoother used a
motion model of the constant velocity type. For example if the HR was 60 bpm
and was increasing with 3 bpm/s, the next predicted HR would be 60 + 3/fs where
fs is the sampling frequency. The standard deviation for the motion noise and the
measurement noise were tuned to 0.1 and 10 respectively by trial and error.

4.3.5 Motion Robustness
In order to evaluate the motion robustness of the developed HR from video algo-
rithm, the motion robustness data-set was recorded and evaluated. For both types
of motions, scaling and translational, a threshold for the maximal velocity the al-
gorithm could handle was found. With the help of the head tracking data feature
points, the ROI was updated for each frame and thereby the ROI included the same
facial region despite movement. As a comparison, the ROI for the stationary case
was the same for all frames. Due to the noisy character of the head tracking data,
the feature point position data was temporally filtered with a moving average filter
with a time window of 1 second, as in [31].

The motion robustness was evaluated by calculating the mean absolute error (MAE)
for each velocity measurement:

MAE = 1
N

∑
|HRvideo −HRECG| (4.1)

where N is the number of samples of the measurement.

4.3.6 A Confidence Measure
To be able to determine whether the obtained HR signal was accurate or not, a con-
fidence measure was developed by the authors. The measure ranged between 0 and
1 where a value of 0 corresponded to a poor HR signal and a value of 1 corresponded
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to a very reliable HR signal.

An assumption that the most accurate estimate of the algorithm would occur when
the raw signal after the detrending filter was most sinusoidal-like was made. The
confidence value could now be represented by the similarity between a sinusoidal
model with a periodicity corresponding to the calculated HR and the obtained raw
signal after the detrending filter. A close match would mean that the obtained signal
from the video would give a high confidence, meanwhile a big difference would mean
that the obtained signal from the video would give a low confidence.

First, calculations were performed of the first order of Fourier series coefficients
given the measured bpm, HR, and the detrended signal segment, y, which has n
numbers of measurements. 

a0

a1

b1

 = A−1y (4.2)

where

A =


1 cos(ω · 1) sin(ω · 1)
... ... ...

1 cos(ω · n) sin(ω · n)

 (4.3)

and the frequency in radians is:

ω = HR

60 · fs · 2π (4.4)

The signals were normalised in order to make the confidence measure indifferent to
the amplitude of the signals and only care about the periodicity. Otherwise signals
of low amplitude would yield a higher similarity. The normalisation were the fol-
lowing steps:

ȳi = yi − a0

s
∀i ∈ {1 . . . n} (4.5)

ŷi = a1 cos(r · i) + b1 sin(r · i)
s

∀i ∈ {1 . . . n} (4.6)

where s is the amplitude:
s =

√
a2

1 + b2
1 (4.7)

The similarity between the sinusoid signal and the detrended signal of the video was
compared by looking at the root mean square error (RMSE):

e =
 n∑

i=1

1
n− 1 (ȳi − ŷi)2

 1
2

(4.8)
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The last step was to transform the RMSE to the confidence domain of the interval
[0 − 1]. This was done to be consistent with Smart Eye’s other systems. In this
domain 1 was the most confident value and 0 represented the lowest confidence.

The RMSE has no upper constraint but it can be assumed that above some RMSE
value the estimated HR will not contain any information of the cardiac pulse, there-
for an upper limit of the RMSE was set to ten times the amplitude of the normalised
theoretical signal, i.e. an RMSE limit of 10. With this limit the RMSE error could
be transformed to the Smart Eye domain by:

conf =

1− e
10 if e ≤ 10

0 if e > 10
(4.9)

In order to evaluate the developed confidence measure, it was compared to the
absolute error of the HR estimate at each time stamp for the data-set of stationary
subjects. A threshold for the confidence was determined for which the HR estimate
would have a lower absolute error than 2.5 bpm. The accuracy of the confidence
threshold was evaluated with the help of an error matrix and its related statistical
parameters explained in Section 3.5.

4.4 Heart Rate from Head Tracking Data Algo-
rithm

A modified version of the HR from video algorithm was developed in order to use the
head tracking data from Smart Eye Pro for motion measurement of the facial feature
points. The method was developed with inspiration from the article of Balakrishnan
et al. (explained in more detail in Section 2.3), [11]. The modified algorithm is
referred to as HR from headtracking data algorithm and its data processing pipeline
can be seen in Figure 4.4. The same pre-filtering process as described in Section 4.3.2
was used. Thereafter, the average of the positions of the head tracking data points
were calculated for each time sample. The resulting signal was once again band-pass
filtered before the power spectral density was estimated over a sliding time window
of 15 seconds. The HR was extracted with a Bayes filter and then post-processed
with an RTS-smoother as described in Section 4.3.3 and 4.3.4. The developed HR
from head tracking data algorithm was applied to the stationary data-set.

Figure 4.4: Data processing pipeline for the HR from head tracking data
algorithm.
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5
Results

In this chapter, results regarding the developed HR algorithms are presented. In
addition, results on the effect of the BCG signal are shown.

5.1 Heart Rate from Video Algorithm
In this section, properties of the HR signal at varying stages of the data processing
process of the HR from video algorithm are shown. The results shown are from one
example measurement of a stationary subject except for in Section 5.1.4 and 5.1.9
where the measurements are derived from the whole stationary data-set, as well as
in Section 5.1.8 where results from the entire motion robustness data-set are shown.

5.1.1 Pre-Filtering
For each time sample, the mean value of the intensity levels within the ROI was
calculated and the raw signal was obtained, see Figure 5.1 (a) for an example of a
10 seconds time segment. The raw signal was thereafter detrended, filtered with a
moving average filter and lastly band-pass filtered, see Figure 5.1 (b) - (d) for an ex-
ample of a 10 seconds time segment after each step respectively. The signal strength
of the HR signal can be seen in Figure 5.1 (b), where the top-to-top amplitude of
the periodic signal is around 0.8 intensities, the intensity range is between 0 and 255.

5.1.2 Welch’s Method
Welch’s Method, which was applied after the band-pass filter, estimates the power
spectral density of the signal. The spectra contained information of the HR which
was represented as a peak, as seen in Figure 5.2 (a) where the HR peak is at −20 dB
for 80 bpm. One can also see the first harmonic of the signal at 160 bpm. This HR
information was continuously present across time as seen in Figure 5.2 (b).
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Figure 5.1: A 10 seconds segment of the obtained a) raw signal b) detrended
signal c) moving average filtered signal d) band-pass filtered signal.
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Figure 5.2: Power spectral density for one stationary subject. a) power density
over frequency at the specific time of 40 s b) power spectral density in dB over

time where (a) can be found as a vertical cross-section at 40 s.
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5.1.3 Bayes Filter

As seen in Figure 5.2 (a), two peaks were detected. This is a phenomena which
occurred for all subjects. The two peaks were related to each other with a ratio of 2
in frequency and appeared unconditioned of whatever the real peak was the upper
or the lower one. For most of the time the stronger peak was the correct one and
since the Bayes filter used prior measurements it could filter out the other outliers
quite well when the peak was weaker for a short time. An example of this can be
seen in Figure 5.3 where the Bayes filter rejects the upper outlier correctly when
estimating the HR for a subject performing a translational movement.
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Figure 5.3: The effect of the Bayes filter for one moving subject. The Bayes filter
uses the knowledge of previous estimates when selecting the most prominent

frequency in the power density spectra and thus do not always estimates the most
powerful peak as the HR.

5.1.4 Evaluation of the Time Window for Heart Rate Cal-
culations

As presented in Section 4.3.3, six different sized time windows were evaluated for
each video of the stationary data-set. The ROI used for the calculations was the
nose region. The calculated error rates, described in Section 3.4, can be seen in
Table 5.1. One can see that the mean of error-rate percentage (MeRate) is already
below 2 % for a time window of 8 seconds, and time windows with a size larger than
12 seconds have a similar error rate around 1 %.
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Table 5.1: Error measurement rates for different time windows for HR
calculations, derived from the stationary data-set.

Time window (s) Me (bpm) SDe (bpm) RMSE (bpm) MeRate (%)

4 2.17 4.42 4.92 5.37

8 -0.02 1.37 1.37 1.50

12 -0.32 0.87 0.92 0.95

16 -0.38 0.93 1.00 1.01

20 -0.43 0.98 1.07 0.97

24 -0.45 1.03 1.12 1.00

5.1.5 Post-Filtering

When the HR was extracted from the power spectral density, a small oscillation
occurred as mentioned in Section 4.3.4. This can be seen in Figure 5.4 where the
red plot, before RTS, has an oscillation of around 0.7 Hz and a top-to-top amplitude
of around 1 bpm. An RTS-smoother was applied to this extracted signal to remove
this phenomena and make the signal oscillation free. This was successful as the
oscillations disappeared completely as seen as the blue line in the figure.
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Figure 5.4: The oscillations from Welch’s Method is removed with an
RTS-smoother when estimating the HR for one stationary subject.

5.1.6 Evaluation of Regions of Interest

Five different ROIs were evaluated, described in more detail in Section 4.3.1 and
can be seen in Figure 4.3. The automatically derived dynamic ROI can be seen in
Figure 5.5 for one subject. As one can see, the dynamic ROI rejected the eyes, the
nostrils, some hair and most of the regions close to the border of the face.
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Figure 5.5: The dynamic ROI where the green areas represent the obtained ROI
for one example subject.

The corresponding error measurements for the five different ROIs can be seen in
Table 5.2, derived from the entire stationary data-set.

Table 5.2: Error measurement rates for different regions of interest, derived from
the stationary data-set.

ROI Me (bpm) SDe (bpm) RMSE (bpm) MeRate (%)

Face 0.01 5.71 5.71 4.20

Cheek -0.56 1.37 1.47 1.38

Forehead 11.95 22.71 25.65 24.47

Nose Region -0.43 0.10 1.09 1.03

Dynamic -0.39 1.43 1.48 1.27

When looking at the error rates, it is evident that the forehead as a region produces
the worst result with a MeRate of 24.5 %. The best result is achieved by the nose
region with a MeRate close to 1 %. The cheek and the dynamic ROI gives a MeRate

around 1.4 % and 1.3 % respectively. The complete face as a region, with eyes and
partly hair as seen in Figure 4.3 (a), gives a MeRate of around 4.2 %.

5.1.7 Stationary Subjects
HR calculations were performed for the stationary data-set, with the nose region as
ROI and a sliding time window of 15 seconds. Following, one example of an obtained
signal is presented before the absolute error for all 10 videos is presented.

The correlation between the periodic intensity signal from the video of a stationary
subject and its ECG can be seen in Figure 5.6. As one can see, the periodicity of
the two signals is very correlated.
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Figure 5.6: Comparison between the ECG signal and the obtained signal from a
video of a stationary subject.

The calculated HR signals from both the video and the ECG signal, over a time
period of 60 seconds, can be seen in Figure 5.7. The estimated signal follows the
ECG signal closely even when there are subtle changes in HR.
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Figure 5.7: The HR from ECG and the estimated HR from a video of a
stationary subject.

The estimated HR signal for most subjects are close to the HR observed with the
ECG and the absolute error is less than 2 bpm for most of the videos, as seen in
Figure 5.8. However, there are a few videos where the error is above 2 bpm and for
one video the maximum absolute error peaks at 12 bpm. Overall, the measurements
for the entire stationary data-set, when using a sliding time-window of 15 seconds
and the nose region as ROI, resulted in aMeRate of 1.03 % and a RMSE of 1.09 bpm.
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Figure 5.8: The absolute error of the estimated HR in bpm for the stationary
data-set.

5.1.8 Motion Robustness

To evaluate the motion robustness of the HR from video algorithm, different ve-
locities of both translational and scaling movements were recorded, see the motion
robustness data-set in Section 4.2. The results for translational and scaling move-
ment can be seen in Figure 5.9 (a) and (b) respectively, where the mean absolute
error (MAE) of the HR measurements for different velocities is plotted.
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Figure 5.9: MAE for different velocities from the 16 measurements of the motion
robustness data-set for (a) translational movement (b) scaling movement.

One can see that for low velocities, below 6 cm/s, MAE is low for both scaling and
translational movements. However, for scaling movements with a velocity above 6
cm/s , the algorithm does not seem to work resulting in high MAE. For translational
movement, MAE is low, below 10 bpm, up until approximately 8 cm/s where the
algorithm can not handle any faster motions. For both types of motion, it looks
like MAE decreases for very high velocities, over 25 cm/s, however this is due to the
subject moving with a motion periodicity similar to its own HR.
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5.1.9 Evaluation of the Confidence Measure
The objective of the confidence algorithm is to classify the estimated HR from the
HR from video algorithm as reliable or unreliable. By analysing how the absolute
error of the estimated HR depends on its corresponding confidence value for each
time stamp a region can be identified, seen in Figure 5.10, where the estimated HRs
with a higher confidence than 0.86 have a low absolute error, most of them beneath
2.5 bpm.
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Figure 5.10: Scatter plot of absolute error for each estimated HR from the video
algorithm against its confidence for the stationary data-set. A confidence threshold

of 0.86 can be identified where the estimated HR that has a higher confidence
value can be classified as reliable.

The confidence value can be used as a threshold to indicate if the estimated HR
is reliable. The sensitivity and specificity of this classification is 87.8 % and 93.9 %
respectively. Table 5.3 shows an overview of the result.

Table 5.3: Error matrix of reliable/unreliable classification

Inside Threshold Outside Threshold

Error ≤ 2.5 bpm 83.1 % 11.6 % Sensitivity: 87.8 %

Error > 2.5 bpm 0.319 % 4.95 % Specificity: 93.9 %

PPV: 99.6 % NPV: 29.9 %

As seen in Figure 5.11, high absolute error values are classified as unreliable but
some estimated HR which have a low absolute error are also falsely classified as
unreliable.
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Figure 5.11: The absolute error against time for one stationary subject where
each estimated HR is classified as reliable or unreliable depending on whether they

fulfil the confidence threshold of 0.86.

5.2 Heart Rate from Head Tracking Data Algo-
rithm

Extracting the HR from the head tracking data was investigated for the videos of
the stationary data-set. The accuracy measurements of the results can be seen in
Table 5.4. When comparing the results with the error rates from the HR calculated
from intensity changes of an ROI, see Section 5.1.7, one can see that the accuracy
is not as good, MeRate of 11.25 % compared to 1.03 %.

Table 5.4: Error measurement rates for HR measurements from head tracking
data, derived from the stationary data-set.

Measurements Me (bpm) SDe (bpm) RMSE (bpm) MeRate (%)

Tracker Data 3.31 9.65 10.19 11.25

However, if one looks at the absolute error for each of the video, see Figure 5.12,
one can see that for some of the videos and some parts of the recordings, the results
are very accurate (absolute error below 5 bpm).
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Figure 5.12: The absolute error in bpm for HR calculations from head tracking
data, derived from the stationary data-set.

5.3 The Effect of the Ballistocardiographic Signal
As mentioned in Section 2.3.1, both head motions (BCG signal) and absorption
changes (PPG signal) contribute to intensity changes in a video. To investigate the
contribution of the BCG signal to the HR signal obtained with the HR from video
algorithm, the BCG-PPG data-set was evaluated. In the video of the data-set, the
PPG signal had been eliminated from the nose region with non-transparent adhesive
tape. The results can be seen in Figure 5.13, where the HR from video algorithm
are represented twice: once with PPG and BCG information with an ROI from
the forehead and once with only BCG information from the nose region. This is
compared to the HR obtained from the ECG and from the HR from head tracker
data algorithm.
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Figure 5.13: Comparison of HR for the video of the BCG-PPG dataset
calculated by different methods; ECG, PPG signal from skin region, PPG signal

from tape region and from movement of head tracking data points.
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Discussion

In this chapter, the results presented in the previous chapter are discussed in terms
of algorithm accuracy, reliability and computational complexity.

6.1 Discussion of Heart Rate from Video Algo-
rithm

Below follows a discussion about the different parts of the HR from video algorithm.

6.1.1 The Effect of the Time Window of Heart Rate Calcu-
lations

If one only looks at the RMSE data in Table 5.1 and interpolates the data, the
conclusion would be that a time window of around 13 s would yield the most accu-
rate HR estimation. This might be surprising since a longer time window should be
more robust against noise and outliers and therefore yield a more accurate estima-
tion. The problem might be that the reference HR from ECG is the mean HR for
the period while the estimated HR from video is the strongest frequency during the
time window. With a longer time window the signal strength can fluctuate more
within the time period and therefore trick the Welch’s method to bias against short
strong signals. This can explain why the error, such as RMSE and SDe, increases
for longer time windows.

However, the time period of 13 s might still not be suitable since it is a matter
of what kind of information one is interested in. The accuracy is not the only
important parameter when deciding the length of a time window. A longer time
window will have a longer delay, approximately half of the window length, before
HR changes will be present in the estimated HR. Another downside to a longer time
window is that it needs longer time before the first HR value can be estimated, i.e.
if a time window of 24 seconds is used it will take 24 seconds before the first HR
estimation is available.

In other words, there is a trade-off between signal delay and accuracy when de-
termining the length of the time window. Some users, for example ones who would
like to measure resting HR during sleep, may be more interested in a high accuracy
rather than to detect rapid changes in HR as early as possible. Meanwhile the op-
posite may be true for users who are interested in monitoring car drivers where it
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may be for example important to detect sudden cardiac arrest as quickly as possible.
Hence a perfect general time window length does not exist, it is application based.

6.1.2 Regions of Interest
One can see in Section 5.1.6 that the ROIs nose region, cheek and dynamic all pro-
duce an HR estimate with low error rates, where the nose region yields the most
accurate estimation. This result combined with other advantages makes the nose
region to the most appropriate ROI. For example, the dynamic region consists of
complicated time-consuming calculations where the values for the grid squares are
averaged over the entire video length. The cheek ROI and nose region ROI are over-
lapping a great deal in space, however the nose region also contain the nose ridge
and the nose tip. In addition, the nose region is rarely cloaked by e.g. glasses or
facial hair.

The nose region ROI is also believed to be more generic and robust to head motions
than the other regions since its position is in the middle of the face and therefore
more robust to changes in position without reaching the area outside the facial skin
area.

6.1.3 Motion Robustness
The developed HR from video algorithm has a limited robustness for motion. As
the results for translational and scaling movements show, see Section 5.1.8, the algo-
rithm can handle movements with a velocity of 6 cm/s and 8 cm/s respectively for
the two movements. However, movements in real-life scenarios such as for the case
of driver monitoring are very different to the studied movements. In addition, the
data-set is of a limited size with only 16 measurements from 4 different subjects for
each movement. Though, the results presented on motion robustness is an indica-
tion on what the HR from video algorithm can handle when it comes to movement
but for a full analysis, motion robustness has to be studied in more depth with more
subjects and measurements.

For driving situations, fast and short movements are common which the HR from
video algorithm will not be able to track. However, due to the short time period
of the movements, the algorithm could be implemented so that it looks past this
movements and work for the longer time periods where the driver is relatively still.
One idea would be to integrate the velocities calculated from the head tracking data
into the confidence measure of the signal, where one would classify time samples
with too high velocity to be unreliable. For measurements as the driving scenario, a
short time window for HR calculations is also preferable since the effect of the short
fast motions then will be smaller in time.

The change in intensity of the image depends a lot on the motion in relation to
the flashes used in the system. In the system used for the recordings of this study,
two flashes are used that are connected to the outer cameras, see Figure 4.1. One
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thought is that the direction of movements in relation to the flashes will effect the
motion robustness of the HR from video algorithm. For example, the algorithm is
more robust to translational movements than scaling movements which might be
due to the different directions of the movements compared to the flashes.

The camera system setup resulted in two clear shadows from the nose at each side
and as the head moved the shadows changed shape, resulting in a BCG signal. For
other camera systems setups, this might not be the case and hence the BCG signal
would not be as strong, which could be a cause of concern. The shadows could also
disappear if the head pose in relation to the flashes changes which would need to be
further investigated.

6.1.4 Confidence Measure

As mentioned in Section 5.1.9 the classifications from the confidence measure have
some false negatives but very few false positives. This results in a high PPV and a
low NPV which means that the classification can be used as an indicator of when
the HR estimation is reliable but not as a good indicator of when the estimation is
unreliable. The classification is also too strict for many real world applications. An
absolute error of 2.5 bpm for some applications may be more than acceptable, even
absolute errors of up to 10 bpm may be acceptable when one is not interested in the
exact HR but one rather wants to detect if the subject suddenly got stressed. The
confidence measurement lack this permissiveness ability and can only detect if the
error rate is very low.

The confidence measurement uses a sinusoidal signal to measure how the detrended
signal deviates from a theoretical noise free signal, as mentioned in Section 4.3.6.
However a perfect theoretical HR signal is probably not sinusoidal since, see Figure
5.1 (b), the detrended signal is more of a sawtooth wave. Even small individual
variations may occur. This can explain why most confidence values for the station-
ary data-set that yields in a good estimated HR have a confidence of 0.94 and no
measurement has a confidence over 0.96. An evaluation against a sawtooth wave
would probably give a little more precise confidence measurement.

As seen in Figure 5.10 most confidence values are present roughly in the interval
from 0.5 to 1. This is due to the RMSE cut-off above 10, mentioned in Section 4.3.6.
A lower cutoff value would yield in a more even distribution of confidence values over
the entire interval of 0 and 1. The precision of the confidence measurement would
not increase by this (neglecting the floating point precision error), but it could be
more readable for humans since less decimal numbers could be used. Another way
to make the confidence value easier to understand to the end user may be to present
the reliable-classification: 1 for reliable and 0 for unreliable. The Smart Eye Pro
software already does this for some quality measurement outputs.

Another reason for that the data is unevenly distributed over the confidence in-
terval may be because the stationary data-set is too accurate. Since a majority of
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the samples in the stationary data-set gives a low error rate, the confidence also
gives high values. The lack of measurements with an absolute error in the 10 bpm
region makes it hard to find a threshold which detects less accurate measurements
that are still useful for some applications. If more data was to be collected in more
different situations another more permissive threshold may be found.

6.2 Heart Rate from Head Tracking Data Algo-
rithm

Extracting the HR from the head tracking data of the Smart Eye Pro software is not
as accurate as looking at the intensity variations of a chosen ROI, as one can see if
one compares the error rates for HR from head tracking data algorithm in Table 5.4
(11.25 % MeRate) with the error rates for the HR from video algorithm in Section
5.1.7 (1.03 % MeRate). However, if one looks at the absolute error for the ten videos
of the stationary data-sets in Figure 5.12, it is clear that for some subjects and some
part of the measurements, the method results in very low absolute errors. Since the
head tracking data already is an output from the software of Smart Eye, it would be
simple to implement the HR from headtracking data algorithm which makes it into a
very attractive method even though the accuracy is not as high as for a ROI solution.

One interesting effect of extracting the HR from measurement of motion of the
head tracking data is that the method works even for videos where occlusions are
present, such as protective masks, hair and makeup etc, assuming that the head
tracking of feature points still is accurate. Since the HR from head tracking data
algorithm does not measure the variations in intensity of a facial skin region, the
method is indifferent to if the skin is visible or not. In addition, it makes it possi-
ble to also post process old logged head tracking data where the video is no longer
available.

The length of time window used for HR calculations is not evaluated for the HR from
head tracking data algorithm. It is assumed that the results would be similar as for
the HR from video algorithm since the varying signals after the detrending filter are
similar for the two methods. Hence, it can be stated that the optimal length of the
time window is application based for HR from headtracking data algorithm as well.

Motion robustness of the HR from head tracking data is not evaluated either, nor
is a confidence measure developed. The development of the algorithm can be seen
as a proof of concept that the HR can be extracted from the headtracking data of
Smart Eye. However, as stated, the properties of the algorithm have not been fully
analysed.
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6.3 The Effect of the Ballistocardiographic Signal
When analysing Figure 5.13, one can see that the three different methods for HR
extraction follow the ground truth HR from the ECG well. The obtained HR from
the skin and the tape signals are very similar, apart from a difference at t = 6s,
where the tape ROI was subjected to an external shadow. It is a strong proof that
the BCG signal contributes extensively to the intensity changes, since the HR can
be calculated solely from an ROI where the PPG signal has been eliminated, as in
the case with non-transparent tape. In addition, it also shows that the HR signal
can be extracted even though the skin is not visible. The HR calculated from the
tracking data is not as correct as the others which corresponds to the findings in
Section 5.2.

For further understanding, measurements where the PPG signal is present on its
own and the BCG signal is eliminated needs to be studied. One drawback if the
BCG signal stands for the major contribution to the HR signal is that the motion
robustness is not as high as for PPG signals as Irani et al. stated.
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7
Conclusion

In this study, an approach for extracting HR from the system of Smart Eye is made.
One main application for the systems of Smart Eye is driver monitoring in vehicles
where knowing the HR of the driver is of great interest. By knowing the HR, the
stress level of the driver could be monitored and the safety system of the vehicle
could be adjusted accordingly.

The developed HR from video algorithm works very well for stationary subjects
resulting in a MeRate of 1.03 %. Different regions of the face were evaluated for HR
extraction and it is concluded that the nose region is the optimal ROI, resulting
in the highest accuracy and several advantages such as better motion robustness as
well as easy implementation. To obtain a varying HR, the HR is calculated over a
sliding time window. The choice of window size is a trade-off between HR accuracy
and signal delay. Which window size to use is application based depending on what
information is of most importance for the specific application.

The motion robustness of the HR from video algorithm is limited. For transla-
tional and scaling movements, the algorithm is robust for motions up to velocities
of 8 cm/s and 6 cm/s respectively. Even though the results are indications on what
the algorithm can handle in terms of motion, movements in real life situations such
as driving are of much more complicated nature.

The confidence measure, which was introduced to be able to reject unreliable HR
estimations, can only classify HR estimates as reliable when the confidence is very
high. This may be acceptable when accurate measurements are significant, however,
for many applications where a rough HR estimation is used to detect a stressful sit-
uation this is probably a too strict classification restriction.

The HR can also be extracted from head motion by studying the variation of po-
sition of head tracking data. However, the modified algorithm adapted to head
tracking data has a lower overall accuracy (MeRate of 11.25 %) than the method of
studying intensity variation of an ROI (MeRate of 1.03 %). Though for some parts of
the measurements, the accuracy was still very high which means that the HR from
head tracking data algorithm has potential. Being able to measure the HR from the
head tracking data would mean an easy implementation since the data already is an
output from the software Smart Eye Pro.
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8
Future Work

For future work, some recommendations can be made. While HR estimation of sta-
tionary subjects works very well, HR estimation for moving subjects needs further
investigation such as a bigger data-set where more complex movements are included.
Currently, it is hard to say how accurate the HR algorithms are for real world ap-
plications.

The confidence measure could also be further incorporated in the method to re-
move segments with too high noise level before Welch’s method. This could lead to
higher robustness for noise and outliers, especially longer time windows could ben-
efit from this. To increase the reliable-classification accuracy, a more sophisticated
confidence method can be used where also the head tracking data is taken under
consideration. Also, a bigger data-set with higher HR estimation errors could yield
a more permissive confidence threshold for the classification, which would lead to a
better classification where higher errors could be allowed.

One more recommendation for future work is to investigate the relation between
the signal strengths of the PPG and BCG signals. Our findings indicate that BCG
is the dominant signal but it can not be disclosed how strong the PPG signal is.
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