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Iliac wing fracture from lap belt loading
Shreeraksha Umapathi Bhat
Department of Mechanics and Maritime Sciences
Chalmers University of Technology

Abstract
Autonomous cars are expected to increase in the near future and one of the features
of those cars is to ride reclined as the driving task is managed by the vehicle. In
the reclined posture the occupant will have a more horizontal torso position. With
the current 3- point seatbelt it is more difficult to control torso body motion in
reclined postures compared to upright postures and the risk of submarining may
also increase. Submarining is an event where the pelvis slips under the lap belt
and loads the abdomen instead of the pelvis. There are different techniques to avoid
submarining and one of them is to increase the pre-tension force in the lap belt. This
avoids the risk of submarining but instead, the risk of iliac wing fracture increases
due to the higher pelvis load. Recently experiments on isolated iliac wings have
been performed,with the intention to find the fracture load. In this thesis, these
experiments were recreated in a simulation environment and with those simulation
results, the injury risk functions are generated to estimate the probability of the
iliac wing fracture. A conclusive single injury risk function suitable for practical
application could not be determined.

Keywords: Submarining, pelvis injury, iliac wing fracture, injury risk function.
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1
Introduction

.

1.1 Background
Road traffic injuries are estimated to be the eighth leading cause of death worldwide
for all ages and the foremost cause of mortality for children and adolescents aged 5
to 29 [1]. According to the world health organization (WHO) 1.35 million people
die every year due to traffic accidents [2] and someone dies on the road every 24
seconds [3]. Furthermore, 20-50 million people have non-fatal injuries and many are
disabled as a result of their injuries [2]. The UN views preventing these injuries as a
crucial problem for sustainable development. Research on road safety aims to reduce
accidents in general, particularly fatalities and injuries [4]. According to Sweden’s
vision zero, no one should die or sustain permanent disabilities as a result of a traffic
accident and the solution for this is not to prevent the accidents but instead find
the solution to minimize the injuries happening in accidents [5].

1.2 Evolution of testing methods
To improve vehicle safety, it is critical to understand the mechanics of impact in
diverse collision scenarios. In the early 1950s, cadavers, animals, and volunteers
were used as test subjects, but due to ethical issues and insufficient repeatability,
mechanical test dummies were developed known as anthropomorphic test devices
(ATDs) see figure 1.1. These dummies aim to be biofidelic (approximate response
of humans), robust, repeatable, reproducible, and instrumented, and these proper-
ties will help to predict injuries. Virtual counterparts of these crash test dummies
have been integrated into FE simulations to execute crash scenarios within a vir-
tual setting. This approach was adopted to reduce the time and costs associated
with conducting physical crash tests and to facilitate more comprehensive examina-
tions of diverse crash scenarios encompassing a wide range of crash characteristics.
Subsequently, Finite Element - Human Body Models (FE-HBMs) were developed
to enhance the biofidility of human body responses and generate more precise in-
jury predictions. In conjunction with ATDs and FE-HBMs, one valuable tool for
estimating the likelihood of injuries is the Injury Risk Function (IRF). The IRF
provides insights into the probability of sustaining an injury under specific loading
conditions.
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1. Introduction

Figure 1.1: Example of Anthropomorphic test device [50]

1.3 Motivation
By 2030, the number of autonomous cars will grow by a factor of ten[35] and one
of the possible features could be that drivers can recline the seats to various angles
according to occupant’s comfort [6]. However, there are many risks associated with
it and one of them is submarining [7].

Figure 1.2: Event of submarining

Submarining is an event where the pelvis slips under the lap belt as seen in figure
1.2. As a consequence, the abdomen will be loaded instead of the pelvis. The

2



1. Introduction

abdomen being the soft tissue cannot withstand the loading of the seat belt during
the higher severity crashes. Various methods are still under research for reducing
the submarining risk in reclined seats and some of them are; increasing the pre-
tensioning force in the lap belt, adding an anti-submarining ramp and adjusting its
position in the front of the seat [34], and using knee bolsters [33]. By increasing the
pre-tensioning force in the lap belt, submarining can be avoided but, the iliac wings
could get fractured due to high pelvis load. This has been shown in multiple other
submarining-related experiments and was confirmed by experiments performed at
the University of Virginia(UVA) [30]. To further analyze these injuries, a follow-up
experiment was designed where the dynamics of the impact were removed to only
focus on the belt loading aspects. The experiment was carried out at two levels,
at first isolated seated non-impact pull was carried out with four cadavers to know
the iliac wing deformation at this condition. Two out of four cadavers experienced
an iliac wing fracture in the region between ASIS(anterior superior iliac spine) and
AIIS(anterior inferior iliac spine) [31]. To understand these fractures in more detail,
a simplified test setting was used in the second level. In this thesis, the experiments
of the second level will be replicated using simulations.

1.3.1 Aim
The aim of this thesis is to predict the iliac wing fracture risk and develop an IRF
for the iliac wing fracture from the lap belt loading.

1.3.2 Objective
To fulfil the aim, the iliac wing loading experiment will be re-created using FE
simulations. Subject-specific iliac wing geometries will be generated and simulated.
The specific parameter for the IRF will be chosen after evaluating the results of the
simulations.

1.3.3 Limitations
The limitations of this thesis are,

• Only the fracture at the anterior superior iliac spine is considered.
• Only load from the lap belt is considered while developing the IRF.
• The analysis will be done with an existing pelvis model [17].
• The progressive fracture won’t be simulated.
• No additional experiments are done for the generation of the data.

3
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2
Theory

This chapter covers the fundamental anatomy of the pelvis and gives an overview of
the different methods used in the thesis such as the Finite Element Method(FEM),
and survival analysis.

2.1 Finite Element Method
FEM is a numerical approach to solve partial differential equations(PDE) in an
approximate manner and it is used to solve a number of engineering problems [8].
In FEM, a given domain is considered as a collection of subdomains known as
elements, and the governing equation is estimated across each element using any
of the classic variational methods or any method that is acceptable [9]. Then the
elements are assembled and the dynamic equilibrium equation is solved. The matrix
form of the dynamic equilibrium equation is represented in equation 2.1

Mün + Cu̇n + Kun = fn (2.1)

where M is the global mass matrix, C is the global damping matrix, K is the
global stiffness matrix, ü is the acceleration vector, u̇ is the velocity vector, u is the
displacement vector and f is the load vector. n denotes the current time step.

The equation 2.1 is solved by the solver using explicit or implicit time integration.
The main difference between both methods is an approach to time incrementation.
In an implicit method, at every time step global equilibrium has to be achieved i.e.,
at every time step the system of equations is solved therefore each time step has to
be kept longer due to this the computation time is longer. In an explicit method, it
is not required to converge each step but the time step has to be kept small in order
to get good results. The equation 2.2 and 2.3 represent the explicit and implicit
methods respectively. The implicit method uses the current and later states to solve
the equation whereas the explicit uses the current and previous states to solve.
Explicit time integration:

un+1 = f(un, u̇n, ün−1, u̇, ün−1, ....) (2.2)

Implicit time integration:

un+1 = f(u̇n+1, ün+1, un, u̇n, ün, ....) (2.3)

5



2. Theory

The solver automatically identifies the minimum time step required for the simula-
tion in case of the explicit analysis and it is limited by the critical time step. The
equation 2.4 represents the formula the solver uses to calculate the critical time step.

∆tcritical = le
ce

ce ≈
√

Ee

ρe

(2.4)

where le is the element length, Ee is the young’s modulus and ρe is the density.
Critical time will be calculated for each element and if the critical time is not satisfied
for a particular element non-physical mass will be added to that element to satisfy
the critical time step. According to guidelines the added mass should not be greater
than 5% and it is followed in this project as well.
Figure 2.1 tells which method is suitable for different engineering problems. As it is
seen in the graph, when the loading speed and loading amplitude are higher, explicit
FEM is the best suitable method, and when the loading speed is less, the implicit
method is usually preferred. In this project, the explicit solver LS-Dyna (R12.1.0)
is used due to the high loading speed and non-linear response.

Figure 2.1: Implicit and Explicit FEM

2.1.1 Mesh and mesh quality
In FEM, the domain is discretized into a number of finite elements. The basic
classification of elements are beams, shells, solids, and discrete elements represented
in figure 2.2. Beam elements are 1D elements with a defined cross-section, shell
elements are modelled as a mid surface with thickness offset, and solid elements
represent the complete volume of the geometry[11].

Figure 2.2: Different types of elements

6



2. Theory

The quality of these elements plays a very important role in getting good results
from the FE model. The quality criteria listed below in table 2.1 and illustrated in
2.3 apply to all of the shell elements generated by the models used in this project.

Aspect Skewness Warping Jacobian Min angle Max angle
ratio[-] [o] [o] [-] quads [o] quads[o]

Calculation PATRAN PATRAN PATRAN ANSA IDEAS IDEAS
<10 <60 <20 >0.3 >20 <120

Table 2.1: Mesh quality criteria

The aspect ratio is the ratio between the maximum and minimum characteristic
dimensions of the element. It is given by, AR = max(li)

min(li) for i=1,2,3.., where l is the
length of the element[12].

The degree of skewness indicates how closely an element resembles an ideal element.
It is calculated as, skewness = 90 - min(θi) for i=1,2,3.., where θ represents the angle
between the line joining the midpoints of the opposite sides[13].

Warp angle is a measure of how distant an element is from being planar. For a
quadrilateral element, it is calculated as W = arcsin(h

e
) W is the waring angle, h is

the distance between the nodes and the reference plane and e is the shortest edge [14].

Jacobian is the determinant of the jacobian matrix. Jacobian matrix maps the nat-
ural coordinate system to the cartesian coordinate system. It is the measure of the
distortion of the element. A perfect element will have the jacobian of 1.

Min angle and max angle are the measures between two neighbouring facets. It
should be greater than 20o and less than 120o.

7



2. Theory

Figure 2.3: Illustration of the quality criteria of the FEM elements

2.2 Bone

The main mechanical properties of bones are that they are viscoelastic, inhomoge-
neous, anisotropic, and nonlinear. Cortical bone, also referred to as compact bone,
forms the outer layer of the majority of bones. It provides structural support and
provides a rigid framework for muscles for movements. The osteons are cylindrical
structural units connected together to form compact bone and acts as reinforce-
ments to the matrix that provides tensional strength. The osteons are aligned with
the expected direction of force and help the bone to resist bending. Each osteon
consists of lamellae, which are extracellular matrices around the bone vessels and
nerve fiber. Lamellea is made up of organic and inorganic materials. The lamellae
are responsible for the hardness and rigidity of the bone. The inner layer, referred
to as trabecular bone is porous, and 20% of the skeleton is made up of trabecular
bone [45]. The trabecular bone consists of trabeculae and they are arranged along
the stress lines. Cortical bone is characterized by its dense and solid structure,
which gives it a higher density when compared to the trabecular bone which has
marrow-filled cavities[15]. The cortical bones are stiffer and can withstand more
stress but less strain, whereas the trabecular bone being more porous can withstand
more strain before failure than compact bone [36]. The basic types of bone frac-
ture are represented in figure 2.4. The different types of fractures mentioned in the
figure 2.4 are linear, oblique displaced, spiral, greenstick and oblique non displaced
respectively.

8



2. Theory

Figure 2.4: Different types of bone fracture [47]

2.3 Anatomy of the pelvis
The pelvis represented in figure 2.5 is a bony structure at the base of the spine
that connects the abdomen to the lower extremities. It consists of the sacrum, the
coccyx, the ischium, the ilium, and the pubis. The sacrum is a triangular-shaped
bone located in the rear of the pelvis, below the lumbar vertebrae. It is made up of
five fused vertebrae (S1-S5) and comprises the posterior section of the pelvic girdle.
The sacrum links the spine to the hip bones and aids in the transmission of weight
from the upper body to the lower extremities. The coccyx, often known as the
tailbone, is a tiny, triangular bone found at the base of the sacrum. The coccyx acts
as an attachment location for ligaments and muscles but does not act as a weight
carrier.

Figure 2.5: Anatomy of pelvis [48]

The three bones, the ischium, ilium, and pubis, together known as the innominate
bone represented in figure 2.6. The iliac crest is the top edge of the ilium from the
anterior superior iliac spine (ASIS) to the posterior superior iliac spine (PSIS). The
ASIS is the anterior (front) aspect of the illium and the PSIS is the posterior (back)

9



2. Theory

aspect. The anterior inferior iliac spine (AIIS) is positioned on the anterior of the
illium, inferior (below) and medial to the ASIS. The ridge going from the ASIS to
the AIIS is called the iliac spine which was loaded in the present project.

Figure 2.6: Iliac wing [49]

2.4 Injury and injury mechanism of pelvis
Pelvic fractures are a major factor leading to fatalities and long-term disabilities in
motor vehicle collisions [19] and they rank as the third most prevalent AIS2+ injury
[20]. The most common kind of pelvic injury in automotive accidents is caused
by lateral impacts, such as a pedestrian being hit by a car or the occupants in a
side crash [18]. The lateral impacts mainly cause the fracture of the pubic rami and
acetabulum [21]. The lateral impacts will cause lateral compression or vertical shear
of the pelvis [21]. The available data for frontal impacts is limited [18] when it comes
to categorizing fracture types for the pelvis, but based on the limited information,
it was observed that fractures primarily occurred on the iliac wings [22].

2.5 Survival analysis
Survival analysis is a statistical method that can be described as the time until an
event occurs [23]. In biomechanical cases, the event is generally considered as death.
Survival analysis, as a regression approach, has a unique quality that distinguishes
it from other regression models i.e. it can efficiently handle censored data [24].
Censoring data involves the classification of data in specific ways. Various types of
censoring exist, including left, right, interval, and exact censoring. Left censoring
refers to situations where an event has taken place, but the exact time is unknown.
Right censoring occurs when an event has not yet occurred. Interval censoring in-
volves events that have taken place within an interval of time. Exact censoring is
applied when an event has occurred and the corresponding time is known. In this
particular project, fractures are considered as events. When the exact timing of a
fracture is known, it is classified as exact censoring. Left censoring, on the other

10



2. Theory

hand, pertains to situations where a fracture has occurred but the precise timing
remains unknown. Conversely, right censoring is applied when a fracture does not
occur at all.

With the capacity to handle covariates, survival analysis makes it possible to in-
vestigate how different variables, like age, affect survival time. These covariates,
also known as predictors, can be of various forms. Multiple categorical predictors
like different treatments, continuous predictors like age, or binary predictors like sex
[24]. The approach for predicting survival based on the predictors varies depending
on the method employed. Different methods like parametric, semi-parametric, or
non-parametric methods can be employed.

The non-parametric method is a statistical technique that does not make any as-
sumptions about the sample’s characteristics (parameters) or the nature of the ob-
served data, whether it is quantitative or qualitative. The Kaplan-Meier method is
a type of non-parametric estimator. The parametric method, on the other hand,
assumes that the data follows a specific distribution. The different distributions
used generally for parametric survival analysis are the exponential, Weibull, log-
normal, and log-logistic. A semi-parametric model will have both parametric and
non-parametric components. The Cox regression model is a semi-parametric model.

Survival analysis is usually done using parametric distribution as it is easier to
describe and it allows multivariate regression. It is important to evaluate when
selecting the specific parametric distribution for survival analysis, to see how well
the distribution fits the dataset and to compare one or more distributions to select
the best one. In this project, the Akaike’s Information Criteria (AIC) is used for
selecting the distribution. AIC is a mathematical technique used to evaluate the
goodness of fit of a model. It is used to compare the different distributions and
determine which best fits the data. It is defined as,

AIC = 2k − 2ln(L̂) (2.5)

where k is the number of estimated parameters in the model and L̂ is the maximum
value of the likelihood function for the model [24]. The best-fit distribution is the
one with minimum AIC value [25].

2.6 Injury risk function
The IRF depicts the likelihood of sustaining a certain injury at a given mechani-
cal load level. These IRFs are widely used while designing vehicle safety systems
and evaluating their effectiveness [26]. The different steps for generating IRFs are,
collecting the relevant data, assigning the censoring, estimating the distribution
parameters, checking the distribution assumption, choosing the distribution, and
calculating the 95% confidence interval [27]. A confidence interval gives a range
where we think a certain number (like an average) lies for the whole population,
based on our sample data. The confidence level (like 95%) is how sure we are that

11



2. Theory

this range includes the true value [28]. It is recommended to only have one curve
per body region, injury type, and injury severity [27].
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3
Methods

This study is carried out with a series of steps, starting with modelling the ex-
perimental setup and validating the test rig characteristics. Following this, the
subject-specific iliac wing models were created. Finally, an IRF was generated from
the simulation results. The modelling was carried out in ANSA (Beta CAE Systems)
version (v22.1.5), LS Dyna (LST, Livermore, CA, USA) version R12.1 was used as
a solver and LS PrePost (4.9) was to post-process the data. Data analysis is done
using MATLAB (Natick, Massachusetts) version (R2021b). The statistical analysis
and generation of IRFs are carried out using R software (Natick, Massachusetts)
version (4.2.2).

3.1 Input data
As mentioned earlier in this thesis the experiments done in UVA [30][31][52][53] was
replicated using simulations. In the experiment, to investigate the fracture tolerance
of the ilaic wings, a component-level iliac wing test is done by converting the more
complex loading of the whole body belt pull environment to a more simplified loading
environment [51]. For this component level test 22 iliac wings were used. To carry
out this thesis, the UVA has shared the experimental test results, photos, videos of
the experiment, sketch of the experimental setup, CT scan of the ilaic wing in the
potting cup and the CT scan of the iliac wings which are cleaned is provided in the
.stl format.

3.2 Modeling of the Belt fork
A belt fork was used to apply the load on the pelvises. The sketch of the belt fork
was given and the 3D model was done using CATIA V5. The model was imported
into ANSA for pre-processing. Figure 3.1 represents the complete fork modelled
in ANSA. Some simplifications were done when modelling in ANSA compared to
the experimental setup. In the experiment, the seat belt is clamped between the
bottom and the top clamp plates i.e. the seat belt first passes through the top of
the bottom clamp plate and then it exits from the bottom of the top clamp plate
and is left as a free end. As it is difficult to model looping through the clamping
plates because it requires the belt to bend and slide over each 90o corner while being
compressed by clamping plates and also, the 90o contact angle between the seatbelt
and clamping plates is difficult to model. Due to these reasons, the seatbelt is tied
to the top of the bottom-most clamping plate. The fork tine, clamping plates, top
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plate, and reinforced plate were modelled using under integrated constant hexa solid
stress elements, and MAT1 MAT_ELASTIC material card is used. Fork tine, the
top plate, and the reinforced plate are of steel which has an Elastic modulus of 210
GPA, a density of 7.85e−6 kg/mm3, and a Poisson ratio of 0.3. Clamping plates are
of cold-rolled steel and have an Elastic modulus of 208 GPa, a density of 8.856e−6

kg/mm3, and a Poisson’s ratio of 0.3.

Figure 3.1: Belt fork modeled in ANSA

3.2.1 Modeling of the bolts
The head height and diameter of the bolts are 6.35mm and 9.6mm respectively and
meshed wih hexahedral elements. The length of the tension bolts are 76.20mm and
the length of the clamping bolts are 25.40 mm. The clamping bolts have a washer
and the diameter of the washer is 1.6*head diameter and has 2 mm thickness. The
bolts are of grade 8 steel and have an Elastic modulus of 190 Gpa, a density of
7.85e−6 kg/mm3, and a Poisson’s ratio of 0.29. The bolts were torqued to 4ft-lbs
to provide a consistent starting tension to the seatbelt in the experiment. In the
modelling, the pretension stress is given to the bolt. The calculation of the bolt
pretension stress is given below.

T = K ∗ F ∗ d
(

1 − L

100

)
(3.1)
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where, T = wrench torque(ft-lbs) = 4 (experimental value )
K = constant that depends on bolt material and size = 0.2 (normal dry mild steel )
d = nominal bolt diameter (ft) = 0.03125
F = axial bolt force (lb)
L = lubrication factor (%) = 0

F = 4
0.2 ∗ 0.03125 = 640lb

F = 2847N force in each bolt

The torque is the value specified in the experiment, but the resulting axial force is
computed from a theoretical formula which is likely not what we will have in the
experiment. In addition, we don’t know what the belt slip is, how much creep affects
the belt load over time, etc. so the computed values were used as a starting point
in a calibration study. The calibrated bolt force resulted in 1.8kN and was used in
the following simulations

Stress = Force

Area
(3.2)

Stress = 1.8(kN)
32.15(mm2) = 0.05625kN/mm2
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Figure 3.2: Bolt pretension curve

Figure 3.2 represents the curve used in the model for pre-tensioning the bolts. In
LS-Dyna, the pre-tensioning force is applied as stress. It reaches the desired stress in
30ms in a linear increase so that the model won’t get affected by a lot of dynamics.
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3.2.2 Modeling of seatbelt

The seatbelt is modelled using Belytschko-Tsay membrane quad shell elements.
Belytschko-Tsay membrane shell elements are fully integrated membrane elements
and are best used for fabrics [16]. It has a total of 726 elements. The seatbelt has
a thickness of 1.2mm. MAT_B01_MAT_SEATBELT_2D material card was used,
see figure 3.3.

Figure 3.3: Seatbelt material card in ANSA

In the above figure, LLCID and ULCID represent the loading and unloading curves
respectively. The initial stiffeness of the belt is 20% at 18.268 kN and due to a lot
of unknowns as specified in the previous section, the parameter study is taken place
for deciding the stiffeness of the belt to be 20% strain at 10.96 kN. The seatbelt is
coated using a sheet of elastic-ideal-plastic material to add bending stiffness to the
belt, specified by FORM = -14 in the figure. ECOAT, TCOAT, and SCOAT are
Young’s modulus, yield stress, and thickness of the coating [38].

3.2.3 Modeling of slip rings

Slip rings are used at the four bottom corners of the fork, as it is very difficult to
model the sharp corner contact between the seatbelt and the fork with the current el-
ement density. The slip rings are modelled using the ELEMENT_SEATBELT_SLIPRING
option in ANSA. The slip rings allow the seatbelt material to slide through the slip
rings.
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Figure 3.4: ELEMENT_SEATBELT_SLIPRING card in ANSA

Figure 3.4 represents the card for the seatbelt slip ring. SBID represents the element
set and SBRNID represents the node set. The two sets are seat belt elements that
share common nodes and the node set is coincident with the common nodes of the
element set. The node set is the nodes of fork tine and it is not directly connected
to the seat belt nodes. The elements and nodes are picked in the same order for the
sets. Zero friction was assumed in the slip rings.

3.3 Seat belt characterization test

The seat belt characterization test was done in order to calibrate the fork model.
In order to do this, the model was displaced into an aluminium bar. The force-
displacement data from the experiments is used as a calibration target.

3.3.1 Modeling of the round bar

The round bar is an aluminium bar which is shown in figure 3.5. The geometry
of the aluminium bar was given, and the sketch was done in CATIAV5 and then
imported to ANSA.
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Figure 3.5: Round impactor

3.3.2 Positioning of the bar

The aluminium bar is positioned below the fork, ensuring there is enough space to
prevent contact penetration between them. It is aligned so that the center of the
seat belt matches the center of the curved part of the bar. However, due to the bar’s
slightly greater width compared to the seat belt, it is adjusted in the y direction to
maintain an equal distance of extension on both sides beyond the seat belt.
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Figure 3.6: Fork and aluminium rod setup

3.3.3 Contact definition
The automatic surface-to-surface contact definition is used to define the contact
between the seat belt and aluminium rod. As it is a simple case without any complex
geometry, the moving body, which is the seat belt, is designated as the slave, while
the body that interacts with the moving body, the aluminum bar, is chosen as the
master. The static friction of 0.2 is used for the contact.

3.3.4 Global damping
During the pre-tensioning process of the bolts, the model undergoes significant dy-
namics due to the rapid application of tension, which occurs within a very short
time frame of 30 ms. In order to mitigate some of the noise or excessive dynamics,
a global damping effect is introduced for a duration of 30 ms. This damping serves
to reduce the oscillations or fluctuations in the system, leading to a more stable and
controlled behaviour during the pre-tensioning phase. The model is run without the
global damping first to calculate the lowest frequency which has to be damped. The
critical mass damping is calculated using the below equation.

critical damping = 4 × π

T
(3.3)
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T - Time period - 1.79 ms, time period of the lowest frequency.

critical damping = 4 × π

1.79 ≈ 7

In the global damping card, the load curve for the damping has to be specified, so
a constant damping value of 7 from 0 to 30 ms curve is defined and the damping is
linearly reduced from 30 to 40 ms.

3.3.5 Boundary condition

The boundary-prescribed motion card is used for specifying the boundary conditions.
The aluminium bar should be fixed in space without any movement, so all six degrees
of freedom should be locked, the figure 3.7 curve is defined to achieve this. The
fork should move only in the translational z-direction and the other five degrees of
freedom should be locked. For the five degrees of freedom which are locked the curve
3.7 is used.
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Figure 3.7: Locked load curve
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Figure 3.9: Moving load curve

For the translation z movement of the fork, the 3.9 curve is used. During the
experiment, in order to ensure a consistent starting position for the load, the fork
was set to a force of 10 N at the beginning of each test. In the modelling process,
the velocity required to achieve the 10 N force is calculated. The simulation is run
without applying the pre-load, and the time at which the force output reaches 10
N is determined. At that specific time, the z displacement of the fork is checked.
By the time and displacement values, the velocity needed to reach the 10 N force is
calculated as -0.2 mm/ms, and it takes 12 ms to reach the desired force level. So,
after the pre-tensioning of the bolts, pre-load is applied from 30 to 42 ms. During the
experiment, the seat belt characterization test was performed four times, yielding
displacement and time data. Firstly, the average displacement is calculated based
on the results from these four tests. However, due to the presence of significant noise
in the data, downsampling of the displacement values is conducted. Downsampling
is reducing the sample size of the data, here from 31252 data points it is reduced to
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200 as seen in the figure 3.8a. Subsequently, the downsampled displacement vector is
differentiated with respect to the time vector, resulting in a velocity curve. Despite
the downsampling, the velocity curve was still noisy. So, the cfc60 filter is used to
remove the peaks from the velocity curve can be seen in figure 3.8b. For further
simplification, after the first bump, a straight line is drawn through the data, and
this curve is applied from 43 ms which can be seen in the figure 3.9.

3.3.6 Calibration of the model
The results obtained from the baseline values were not matching with the exper-
imental results which is shown in the figure 4.1, so calibration of the model was
needed. It is done using the parametric study by varying the bolt pretension force
and the seat belt stress-strain data.

3.4 Iliac wing test
In this section, the modeling of the iliac wings, positioning of the wings inside the
potting cup, and boundary conditions used in the test are explained in detail.

3.4.1 Modeling of the iliac wings
As previously mentioned, the experiment involved studying 22 iliac wings extracted
from 11 cadaver subjects. CT scan was cleaned and was available in .stl format
for the pelvis of all 11 subjects. For this project, a pelvis model developed by [17]
was utilized. To morph the pelvis model to the CT scan data, two methods were
employed: landmarked pelvis and surface matching.

3.4.1.1 Landmarked Pelvis

In this method, they were landmarked to align with the .stl geometries and then
optimization was done in Matlab to get the shapes that minimize the error between
the landmarks and corresponding points on a statistical model[39]. The resulting
landmarked FE models were provided to this thesis by the supervisors.

3.4.1.2 Surface matched Pelvis

The surface-matched pelvis was generated from the landmark matched pelvis mod-
els. The cortical bones are modeled using shells and the trabecular bones are mod-
eled using solids. The landmarked shells are first morphed into the CT scan data
in ANSA using the Direct morph tool (DFM). Figure 3.10a represents the CT scan
data of an individual right iliac wing. Figure 3.10b represents the landmark matched
iliac wing and the ct scan wing. As it is seen it is not completely aligned to the
CT scan. To align it more accurately DFM tool is used in ANSA and pelvis surface
nodes from the landmarked matched versions are projected onto the ct scan data,
which is shown in the figure 3.10c. The element quality after using DFM is not
always great, especially around the edge of the DFM zone, as is seen in figure 3.11a.
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Furthermore, figure 3.10c shows that near the ASIS, AIIS, and iliac crest, which
is the area of interest, the nodes are not perfectly aligned with the CT scan. To
achieve a more accurate alignment in the regions of interest, manual node selection
was performed, and the move grids tool was used to align the nodes with the CT
scan data. This alignment process was also applied to improve the element quality,
as demonstrated in Figure 3.11b. By employing the move grids tool, both the node
alignment and element quality 2.3 were effectively improved, ensuring a more accu-
rate representation of the pelvis in the region of interest.

In order to align the trabecular bone elements, a radial basis morphing MATLAB
code is utilized. This code requires three sets of nodes. One "source", one "target",
and one "to morph". The source is the landmarked cortical nodes, the target is the
aligned cortical nodes and to morph set is the trabecular bone nodes. By this, the
shells are moved from the source to the target, and the trabecular bone is forced
to follow this movement. The output of this code is saved in .k format which has
the trabecular elements which are aligned to the target nodes (morphed). In this
process, some elements of the trabecular elements will have bad quality, which is
fixed using a fix quality tool or move grid tool.

(a) CT scan wing (b) Landmarked and ct scan iliac wing

(c) Morphed wing using direct morphing (d) Manually morphed after direct morphing

Figure 3.10: Process of morphing of a right iliac wing of a 999 specimen
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(a) Iliac wing after using DFM (b) Iliac wing after fixing the element quality

Figure 3.11: 999 specimens before and after fixing the element quality

3.4.2 Modeling of the potting cup

The geometry of the potting cup was given, and the sketch was done in CATIAV5
and then imported to ANSA. It is made up of rigid elements. It is filled with
constant-stress solid elements(under-integrated). The height of the solid elements
depends on the geometry of the iliac wings. The potting cup is filled with the
potting material smooth cast which has an Elastic modulus of 0.962 GPa, a density
of 1.05e−6 kg/mm3, and a Poisson ratio of 0.3 [40].

3.4.3 Positioning of the iliac wing in the potting cup

The CT scan data on how the iliac wing is positioned in the potting cup was available
for 11 iliac wings: 713, 714, 715, 716, 999 for both left and right wings, and 792 for
the left wing only, but for the other specimens: 798, 990, 997, 998, 1000 for both
the left and right wings and 792 for the right wing only the data was missing. The
segmented 3D geometries without the potting material were still available for all
the specimens. The CT scan data was cleaned and exported in .stl format using 3D
slicer software(version 5.2.2).
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Figure 3.12: CT scan to represent the positioning of an iliac wing (specimen left
714)

Figure 3.13: Roll angle

Figure 3.12 represents the cleaned CT scan imported in ANSA. The FE model iliac
wing is positioned on top of the CT scan to get accurate positioning. The depth
of the potting cup differs for each specimen and is influenced by its geometry, and
from the 3.12 it is seen that the depth of the cup also is determined in a CT scan.
In cases where CT scans were not accessible, the positioning of the iliac wing was
determined based on the provided roll angle, which indicates the degree of medial
bending 3.13, and the depth of the potting cup is assumed by the test photos of the
experiment.
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Specimen Left (Degrees) Right (Degrees)
713 75 90
714 90 90
715 90 75
716 75 90
792 75 90
798 75 75
990 90 75
997 75 75
998 90 75
999 90 75
1000 90 90

Table 3.1: Test conditions for different iliac wings

3.4.4 Positioning of the potted iliac wing below the fork
The potted wings are positioned below the fork. It is positioned in two different
loading conditions. One is 75o loading angle and another is 90o loading angle. The
75o and 90o are the angles between the ASIS to AIIS line and the normal vector
to the belt line. It is randomly assigned to the specimens in the experiment and
those assigned are used here as well. Table 3.1 represents the varied test conditions
assigned to wings.

(a) Specimen 714 left (900 loading angle) (b) Specimen 715 right (750 loading angle)

Figure 3.14: Positioning of potted iliac wings

Figure 3.14 represents the two different loading conditions. To have consistent posi-
tioning for all the specimens, the 2021073 node number is chosen as the ASIS point
for the right wings, and the 2006323 node number is chosen for the left wings. The
distance between the ASIS point and the 67112 node number of the belt, located at
the center of the belt, is maintained initially at 2 mm. Initially, the line connecting
the ASIS and AIIS points is approximately maintained as a straight line. After this
initial positioning, if the loading condition corresponds to a 75o angle, the potted
wing is rotated accordingly.
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3.4.5 Contact definition
The automatic surface-to-surface contact definition is used to define the contact
between the seat belt and the iliac wing. Here, the seat belt is chosen as the master
and the iliac wing is chosen as the slave. A static coefficient of friction of 0.3 and a
viscous damping coefficient of 20 is used. Optional card A is used for the contact,
soft constraint option 2 i.e. segment-based contact is specified as the stiffness of
the seat belt and the iliac wing material is different. In the segment-based contact
option warped segment checking option is specified as, when the seat belt starts
loading the wings, it wraps around the wing.

3.4.6 Global damping
The global damping is implemented following the same procedure as described earlier
for the pretension phase. During the preload phase, all specimens are run without
any damping. The specimen with the lowest frequency is selected to determine the
critical damping, and this damping value is then applied to all the specimens. The
critical damping is calculated as,

critical damping = 4 × π

T
(3.4)

T - Time period of the lowest frequency curve - 160 ms.

critical damping = 4 × π

160 = 0.0785
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Figure 3.15: Global damping curve

Figure 3.15 represents the global damping curve used in the model. From 0 to 30
ms, the critical damping of 7 is used i.e. pretension-phase and from 30 to 400 ms
0.0785 is used i.e. pre-load phase.
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3.4.7 Gravity load

In the experiment, as previously explained, to get a consistent starting position for
the load the fork was positioned at 10 N pre-load at the start of every test. In the
iliac wing tests it is achieved using a gravity load, instead of a prescribed velocity
as in the calibration tests, since it became difficult to calculate the velocity needed
to reach 10N for each case, due to the varying geometry. The gravity load is the
acceleration given to the fork which is calculated as,

F = m × a (3.5)

F = 10 N = 0.01 kN, which should be achieved.
m = 6.62 kg, the mass of the fork

a = F

m
= 0.01

6.62 = 0.00151mm/ms2

Due to variations in the geometry of each iliac wing, the interaction between the seat
belt and the iliac wing also varies. As a consequence, the time required to reach a 10
N load varies between specimens. To ensure consistency in the analysis, the longest
time taken by the specimen to reach the 10 N load is applied to all specimens. The
longest time is found to be 400 ms, so the gravity load is applied for 400 ms for all
the specimens.

3.4.8 Boundary conditions

(a) Average displacement curve of 22 speci-
mens

(b) Comparison of filtered and unfiltered ve-
locity curve
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Figure 3.17: Load curve for translational z-direction

The boundary condition explained for the seat belt characterization test is used in
the iliac wing test as well except for the translational z movement. The translational
z movement is given as the velocity curve, which is obtained from the experiments.
The displacement data for all 22 specimens were available and the average of 22
specimens was taken 3.16a. The average displacement curve is then differentiated
with respect to the time vector, due to the noise in the data cfc60 filter is used to
remove the noise from the data which can be seen in figure 3.16b. The filtered curve
is simplified in bi-linear form which can be seen in the figure 3.17 and that curve is
used in ANSA for the translational z-motion. The birth time of the curve is given
as 400 ms because until 400 ms gravity load is applied and then this curve starts
acting. The total time of the simulation is 450 ms.

3.5 Generation of the Injury Risk Function
Different measures of stress and strain data like maximum principal strain, minimum
principal strain, effective strain, effective plastic strain, and maximum shear stress
are extracted from the iliac wing simulations, at the time when the force reaches the
force which was recorded as the fracture force in the experiment and saved in .csv
format. Age, stature, and body mass index (BMI) are used as the initial covariates.
The Cox regression model was used to select the covariate which was found to be
significant. The covariates with a p-value lesser than 0.05 are selected. The library
"survival" is used in the R package to perform the survival analysis. Different dis-
tributions like Weibull, lognormal, and log-logistic are used. The distribution with
the lowest AIC value is chosen to generate an IRF and a 95% confidence interval is
plotted for the selected distribution.

There are a total of 22 iliac wings i.e, 22 data points. 18 data points are exact
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censored,2 are left censored and 2 are right censored. 2 left censored data points are
neglected in the study. So with 20 data points the IRF is generated for both the
surface matched and the landmarked iliac wings. But from the statistical point of
view, treating the left and right wings as separate data points is incorrect since they
are dependent, so the average of the left and right iliac wings are considered. The
left iliac wing data for two cases contain left censored values, and for those specific
wings, the average is not calculated and the data from the right iliac wing is consid-
ered. The data points from 20 it is reduced to 11. For the 11 data points the IRF
is generated for all the strain measures for the surface matched iliac wings. Further
to check the robustness of the IRFs and the sensitivity to the weakest PMHSs the
three lowest strain values are removed gradually and the effective strain is used as
a measure to generate the IRFs for this investigation.
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Results

In this section, the results of the seat belt characterization, iliac wing tests, com-
parisons of the FE model against experimental results, and Injury Risk Functions
for the different measures are presented.

4.1 Seat belt characterization test

(a) Force v/s displacement graph with orig-
inal parametrs

(b) Force v/s displacement graph with
changed parameters

Figure 4.1: Comparison of the FE model and the experimental results

Figure 4.1 represents the force-displacement relationship between the simulation and
experimental results. In Figure 4.1a, the graph represents the case where the bolt
pretension force is set to 2.8 kN and the seat belt stiffeness is at 20% strain at
18.268 kN. However, the stiffness of the finite element (FE) model was observed to
be higher than the experimental results when using the baseline values.

After the calibration study, it was found that when the pretension force was set
to 1.8 kN and the seat belt is at 20% strain at 10.96 kN, the stiffness of the FE
model matched the experimental results. These specific values were adopted for the
subsequent iliac test as well.

31



4. Results

4.2 Iliac wing test
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Figure 4.2: Force v/s displacement graph for experimental results
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Figure 4.3: Comparison of the FE model and experimental for landmarked wings
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Figure 4.4: Force v/s displacement graph for FE modelled surface matched wings
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Figure 4.5: Comparison of the FE model and experimental for landmarked wing

Figure 4.3 and 4.5 represent the force and displacement graph for the landmarked
iliac wing simulations and surface-matched iliac wing simulations against the ex-
perimental iliac wing tests. The grey line represents the experimental results and
the coloured line represents the simulation results. The experimental results are
taken from the time when the fork starts the downward movement to the time of
the first event (indication of fracture). The simulation results are taken from the
400 ms time (from the start of the translational z boundary condition) to the time
when it reaches the force which was recorded in the experiment. To establish the
starting point with zero force and position, both the force and displacement vectors
are subtracted from the initial value.

The landmarked specimens simulation results are divided into two significant groups
showing the two different loading conditions. The stiffer group represents the 90o

loading condition and the weaker group represents the 75o loading condition. The
same trend is seen in the experimental results 4.2 and surface-matched results 4.4
also but with greater overlap.

Figure 4.6 and 4.7 represent the contour plots for the cortical bones and trabecular
bones respectively. The contour plots are extracted at the time when the force
reaches the recorded first event of the fracture from the experiment. For different
specimens, the region of the stress concentration varies as seen in the figures.
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(a) Specimen:713R (b) Specimen:999R

Figure 4.6: Effective strain contour plots for the cortical bone

(a) Specimen:713R (b) Specimen:999R

Figure 4.7: Effective strain contour plots for the trabecular bone
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4.3 Injury Risk Functions
In this section, IRF for the different measures are presented.

(a) Comparison of different distribution (b) IRF for the different age category

Figure 4.8: IRFs for different distribution and age category

Figure 4.9: Comparison of the surface matched and landmarked wings

Figure 4.10: IRF for the 20 and 11 datasets
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Figure 4.8a represents the survival analysis of the 20 data points with different dis-
tributions for the effective strain measure.

The log-normal distribution had the lowest AIC score and hence was used when
generating the IRF. Figure 4.8b represents the IRF for the effective strain when age
is considered as a covariate. 63 years is the average age of the data set used, and 45
years is considered as the average adult age of the whole population. As it is seen in
the figure the confidence interval band for the 63 years is narrower, while 45 years
have a wider band.

Figure 4.9 represents the comparison of the landmarked wings and the surface
matched wings for the effective strain measure. Even for the landmarked wings,
the age was found to be significant, and the lognormal distribution had the low-
est AIC. As 63 years is the average age of the data, it is used to plot the IRF for
comparison. As it is seen in the figure, for both the data, the IRF overlaps on each
other and only the 95% CI band is a little narrower compared to the surface matched
wings. As there is not much difference between the IRFs, for further analysis surface
matched data is used as it is more accurate in the geometry of the cadaver’s iliac
wings.
Figure 4.10 represents the comparison of the IRF for the 20 and 11 data points. For
the 11 data points, no covariates were significant for effective strain measure, and
log-normal distribution had the lowest AIC score. The IRF for both the data sets
looks similar, but the 95% CI band for the average data set is wider compared to
the other data set.

(a) IRF for Max principal strain (b) IRF for Min principal strain

(c) IRF for Effective strain

Figure 4.11: IRF for different measures for the cortical bone
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(a) IRF for Max principal strain (b) IRF for Min principal strain

(c) IRF for Effective strain

Figure 4.12: IRF for different measures for the trabecular bone

37



4. Results

(a) IRF for the Effective stain for the 10 data
points

(b) IRF for the Effective strain for the 9 data
points

(c) IRF for the Effective strain for 8 data
points

Figure 4.13: IRF’s for the Effective strain when the data points are removed

Figure 4.11 and 4.12 shows the IRF for the cortical and trabecular bone respectively.
For all the measures, no covariates were found to be significant and lognormal dis-
tribution was used since this had the lowest AIC score for all the measurements.

For further analysis effective strain of the cortical bone is considered. Figure 4.13a,
4.13b, and 4.13c represent the IRF for the effective strain when the lowest effective
strain is removed. As it is seen, as the lowest data set is removed the band for the
confidence interval increases.
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5
Discussion

The objective of this thesis work was to re-create an iliac wing loading experiment in
simulations using a FE model and to create an IRF for the same scenario. The fork
FE model was validated with the experimental results to check the accuracy of the
model, which is discussed in the following section. Due to the lack of experimental
results in this field, the generated IRF will be useful as a starting point for further
research, but it should not be directly implemented by industry in the development
of new seat belt designs.

5.0.1 Calibration of simulation model

When the simulation was carried out with the baseline parameters, the resulting
stiffness was greater compared to that of the experiment, as seen in figure 4.1a.
This might be due to a lot of unknown factors in the experiment. One is slippage
of the seat belt in the clamping plates. When the bolt is pre-tensioned and comes
in contact with the aluminium bar there will be slippage of the seat belt, and the
length of the slippage is unknown. Another is the pre-tension torque which is given
in the experiment, but due to the complexity of the geometry, the actual pretension
force transferred to the bolts is unknown. After the pretensioning of the bolts, the
start time of the experiment is unknown, so the seat belt might have experienced
creep, but the creep effect is unknown. Also, there is a deformation in the clamping
plates which was visible in the videos of the experiment, but the magnitude of the
deformation is difficult to judge. Finally, the belt friction against the belt fork is also
unknown. Due to all these unknowns, the stiffness of the fork might be more than
the experiment and due to this the calibration of the FE model was required. In this
project, the calibration parameters considered were bolt pre-tension force and the
seat belt stress-strain characteristics. This means that the unknown effects listed
above are grouped into these two parameters, which is a simplification compared
to reality. This might have the implications that the actual results from the reality
can’t be captured but it gives a good match to the experimental results. The other
things to consider while trusting the calibration results are that the actual specimen
i.e, the iliac wing is not smooth and round, and the loading for the specimens are
done beyond the loading range of the calibration results.
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5.0.2 Simulation results
In figure 4.3 and 4.5, the landmarked wings have the tighter band with the experi-
mental results but the surface matched results have the same overlap trend for the
varying loading condition as the experimental results. But the IRF suggested that
the both results predicted the same risk curve. So the question is, is it required
to do the additional work for the surface matched specimens, if the end result is
generating an IRF the additional work can be excluded.

However, in both the results but more obvious in surface matched results, the tran-
sition from the initial weak to the stiff response is captured well. This might be
because, in the experiment, the wings are not cleaned completely and some skin is
left on the bone which is not possible to capture in the simulation. It also could be
that the validated belt stiffness effects the edge loading. It is seen that the weakest
subject has the most extreme edge effect due to the 75 degree angle and there is a
steep slope from ASIS to AIIS point compared to other geometries.

The exact type of fracture is unknown from the simulation results as each specimen
fails differently. Some of the specimens fail from shear, some from compression
and some from bending. From figures 4.6 and 4.7, it is clearly seen that the stress
concentration regions are different and they both undergo different types of failure
which was evident in the videos.

5.0.3 Injury Risk Function
The iliac wing tests are considered as separate data points and plotted with age as
a covariate seen in figure 4.8b. It is seen that for the 45 years age, the confidence
band is wider. This is because, in the data sets used in the experiment, the lowest
age is 50 years and 45 years is an extrapolation outside of the data range.

For further analysis, the average of left and right wing is considered [41] because
it is recommended to have only one IRF per body region [27] and also it violates
the statistical assumption due to the dependency between samples. To avoid de-
pendency, either the left or right wings could have been chosen, but by doing this,
the complete data of one wing will be unused. So the average was taken, in this
most of the data will be considered but still while averaging some data will be lost.
There are different methods to deal with the dependency of the data which has to
be explored in future work. Some of the different methods which can be used to deal
with the available data are using the frailty model [43] or the generalised estimating
equation, which uses the clustering of the data to deal with the dependency [42]. In
our case, the right and left wing of the specimen can be treated as a cluster.

The effective strain is calculated using the deviatoric strains, as the fracture type
is unknown the effective strain is a good measure for calculating the IRFs. In the
figures 4.13a,4.13b, and 4.13c, the lowest strain is removed gradually because we
found samples that fractured very early, way before the plastic zone of the material.
This was an attempt to check how the 50% risk of fracture and the confidence band
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changes. This was motivated by the fact that the specimens with the lowest strain
had all died from the disease of congestive heart failure. Individuals with this disease
have a high chance of having osteoporosis [32]. Osteoporosis is a condition where
the bone mineral density is less compared to the normal population [37]. The bones
with less bone mineral density will be fragile and brittle, so it is more prone to
fracture. As it is seen in the images 4.13a, 4.13b, and 4.13c , the strain value for
the 50% risk increases by 40% when these specimens were removed gradually.

5.0.4 Conclusion
This Master’s Thesis project involved the generation of multiple IRFs using differ-
ent measures and datasets. However, a conclusive single IRF suitable for practical
applications could not be determined. The exploration of various IRF development
approaches was conducted, providing valuable insights for future work. Further ef-
forts are required to generate the IRF, such as considering left-censored data and
exploring alternative statistical methods capable of handling data dependencies. Ad-
ditionally, more experiments need to be conducted to establish a trustworthy IRF
for practical applications in this field.

The FE model resembles the actual experiment, and future research could involve
incorporating the seat belt looped in the clamping plates to assess its impact on the
existing results. It is recommended to avoid such complexities in future experiments,
as it would simplify the modelling process and enhance its reliability. Overall, this
study makes a significant contribution to future research that should be conducted
in this area.
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