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Abstract

In automotive industry, the strive to optimize the information flow directed
towards the driver contributes to an increase in the use of information bear-
ing sounds. In order to minimize distractions and maintain high comfort,
there is need for a way to direct in-car audio to the intended receiver. This
thesis is part of a research project aiming to investigate the use of loud-
speaker arrays mounted in the ceiling of vehicles to create sound zones.
The focus of the thesis is to accurately compute impulse responses (time do-
main), given a set of optimal complex source strengths (frequency domain)
and to use the impulse responses for auralisations and objective analyses.
Three frequency domain methods are evaluated: the mirroring method and
two variations of homomorphic filtering. The mirroring method achieves
separation between the driver seat and the passenger and back seats in the
order of 17 dB and 24 dB respectively, with a variation of around 1 dB de-
pending on which source sound is used. The delay time introduced by this
method is 40 ms, i.e. small enough to be neglectable even for two-way com-
munication. The homomorphic filtering methods achieve 7 � 13 dB worse
separation, but in return have smaller initial delay in the impulse response.
The results of the thesis indicate that the current strategy for sound zones
is feasible, although many challenges remain. One of these is to increase
the frequency range to improve e.g. speech intelligibility.

Keywords: Digital Signal Processing, Filter Implementation, Homo-
morphic Filtering
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Chapter 1

Introduction

This thesis deals with calculation of impulse responses from frequency re-
sponse functions, for the concept of sound zones. Different calculation
methods are evaluated subjectively, by auralisations, and objectively, by
sound level differences between zones.

1.1 Background

During recent years, the automotive industry has moved towards using
an increasing amount of sounds in passenger cars, conveying information
about for example surrounding traffic and vehicle status [Bij 14]. With en-
tertainment systems providing the possibility for music and movies, the
potential soundscape in a modern car can be overwelming. In order to en-
sure safety and comfort, the in-car audio can be directed to the intended
receiver. One way to do this would be to force the driver and passengers
to use headphones. For obvious reasons, this is not a convenient solution.
Instead, the separation of sounds can be achieved by sound zones, where
sound in one zone is independent of the other zones.

Directional sound has been under study for some time, and many strate-
gies exist. One approach is to use adjustable loudspeakers, projecting sound
in the direction of the listener [Mac 06]. Other research has focused on ul-
trasound, using the inherent directivity of this frequency range to focus
sound to the intended receiver [Wil 12], [Brb 12], [Goo 12]. Yet another way
to direct sound is to use multiple sound sources and constructive and de-
structive interference, so called beamforming. This approach was used by
Brix et al., placing multiple loudspeakers in a circle around a sound field to
be controlled [Bri 12]. In another article, this specific strategy, called wave
field synthesis, was compared to the simpler method of optimising con-

1



trasts between zones in a room [Jac 11].
Some work exist on the application of sound zones in a car compart-

ment, to the author’s knowledge mostly using beamforming, although ex-
ceptions exist [Goo 12]. Kleiven and Zinserling investigated the use of
loudspeaker arrays in the ceiling, and computed optimal source strengths
for the source array [Kle 12]. A real-time implementation using the the
built-in sound system of a car accompanied by loudspeakers in the head-
rests is presented in another article [Che 13].

This master’s thesis is a continuation of the work by Kleiven and Zin-
serling, as a collaboration between Chalmers University of Technology and
industry. The aim is to use measurements and calculations from previ-
ous work to calculate finite impulse responses, i.e. FIR filter coefficients,
from the optimal source strengths for each source. The filters are used for
a sound zone simulation, in which virtual sound zones are created based
on transfer function measurements of a real car. Evaluation of the filters
are done by subjective measures, such as sound quality of auralisations,
as well as objective measures, e.g. level difference between the addressed
zone and a silent zone.

1.2 Objective

The objective of this thesis is to develop methods for calculation of FIR
filters achieving clearly separated sound zones with a satisfactory sound
quality. The frequency range of interest is in this thesis restricted to 100 Hz
� 800 Hz due to limited access to measurements.

1.3 Thesis Outline

In Chapter 2, a theoretical background is given, providing a foundation for
the calculation methods presented in Chapter 3. The filters produced by
the calculation methods are used for sound zone simulations in Chapter
4. Chapter 5 is dedicated to discussion of the methods and the results.
In Chapter 6 the thesis is concluded, and suggestions for future work are
given.

CHALMERS, Master’s Thesis 2014:154 2



Chapter 2

Theory

This chapter presents the theory which the following parts of the thesis
build upon. The intention is not to fully describe each topic, but to pro-
vide a sufficient theoretical background in the areas that are relevant for
the thesis. The topics covered are: linear systems, the Fourier transform,
the z-transform, homomorphic systems and the cepstrum. Finally, the cal-
culation method used in previous work is described, and some references
are given regarding the human perception of sound.

2.1 Linear Systems

A system H is called linear if the following relation holds [Phi 08]:

H(ax + by) = aH(x) + bH(y). (2.1)

where x and y are vectors, and a and b are scalars. If H is time-invariant, it
means that the output of the system only depends on the input, irrespective
of when the input is given. This is described by the property below [Phi 08]:

x(t � t0) ! y(t � t0), (2.2)

where x and y are the input and output of the system, respectively, and t0 is
a time delay. A system that is both linear and time-invariant is called a lin-
ear time-invariant system (LTI). This is an important class of systems with
a very broad application. Here follows definitions and brief explanations
of the concepts pole-zero representation, causality, minimum phase, group
delay and spectral flatness.
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2.1.1 Pole-Zero Representation

A linear system can be represented by its transfer function, for a discrete
system H(z) a quotient of two polynomials in the complex number z:

H(z) =
B(z)
A(z)

. (2.3)

The roots to A(z) and B(z) play an important role in the performance of
the system. For example, roots to the denominator polynomial (poles), cor-
respond to resonances, and roots to the numerator polynomial (zeros), are
antiresonances of the system. A system architecture commonly used in
digital signal processing is the FIR filter, for which the denominator poly-
nomial is unity. Therefore a FIR filter has only zeros and no poles. For a FIR
filter, the coefficients of B(z) constitute the impulse response of the filter.

A common way to visualise the poles and zeros of a system is by a
pole-zero plot. The complex roots to the polynomials A(z) and B(z) are
then plotted in the complex plane, usually together with a circle centered
in origo and with radius one, called the unit circle.

2.1.2 Causality

When aiming to create a filter in the time domain from a frequency domain
specification, it is vital that the specification is physically realisable. One
criterion for this is that the system is causal. In a causal system the current
output depends only on the current and/or past values of the input, i.e. it
does not ”see into the future”. For a system with impulse response h(t),
this means that h(t) = 0 for t < 0 [Phi 08].

2.1.3 Minimum Phase

Minimum phase for a discrete-time linear time-invariant (LTI) filter H(z) is
given by the following definition [Smi 07]:

Definition 1 An LTI filter H(z) = B(z)/A(z) is said to be minimum phase if
all its poles and zeros are inside the unit circle |z| = 1 (excluding the unit circle
itself).

A consequence of this definition is that both H(z) and its inverse are stable
as well as causal, i.e. minimum phase is a sufficient (but not necessary)
condition for causality. For a time domain filter, the definitions is simply

Definition 2 A signal h(n), n 2 Z, is said to be minimum phase if its z-transform
H(z) is minimum phase,

CHALMERS, Master’s Thesis 2014:154 4



where the signal h(n) is the filter impulse response.
Another aspect of minimum phase systems is that the decay of the im-

pulse response is fastest of all causal systems with the same magnitude
response. Hence, by minimising the decay time of the impulse response
counting from time zero, the initial delay will also be minimised.

2.1.4 Group Delay

Group delay is a quantity describing the phase response of a linear sys-
tem. As the name suggests, it represents the time delay that a group of
sinusoidal components experience when passing through the system. It
can also be seen as the time delay of the amplitude envelope of a sinusoid
subject to the system. The group delay D(w) of a continuous linear system
with phase response Q(w) is defined by the following formula [Smi 07]:

D(w) = � d
dw

Q(w). (2.4)

2.1.5 Spectral Flatness

In frequency analysis of signals and systems, the magnitude spectrum of
the signal, or magnitude response of the system, is of great use. For some
applications, it is of interest to have a flat magnitude response. A quantifi-
cation of the flatness is given by the spectral flatness, defined below [Mad 09].

Definition 3 The spectral flatness F of a spectrum X(k) is defined as the geo-
metric mean of the power spectrum divided by the arithmetic mean of the power
spectrum.

F =
(’N�1

k=0 |X(k)|) 1
N

1
N ÂN�1

k=0 |X(k)|
. (2.5)

Spectral flatness is commonly presented in decibels according to

FdB = 20 log F. (2.6)

FdB ranges from �• dB for a pure sinusoid, to 0 dB for a white spectrum.

2.2 The Fourier Transform

The Fourier transform is described by

5 CHALMERS, Master’s Thesis 2014:154



X(w) =
Z •

�•
x(t)e�jwtdt, (2.7)

where X(w) is the Fourier transform of x(t). With this definition, the in-
verse Fourier transform becomes

x(t) =
1

2p

Z •

�•
X(w)ejwtdw. (2.8)

Using Euler’s formula, eq. (2.8) can be written as

x(t) =
1

2p
(
Z •

�•
X(w) cos(wt)dw + j

Z •

�•
X(w) sin(wt)dw). (2.9)

If X(w) is real and even, the integrand in the second term of eq. (2.9) is
a product of an even function and an odd function, i.e. an odd function.
Evaluated on a symmetric interval the integral becomes zero, leaving only
the first term. Since X(w) is real, the remaining term is real and x(t) is a
real function.

Now assume that X(w) is imaginary and odd. In this case it is the
integrand in the first term of eq. (2.9) that is an odd function, making that
integral term zero. The second term remains, which is real since jX(w) is
real. Also in this case x(t) is a real function.

Note that nothing is said about the causality of x(t). Depending on
X(w), x(t) may be causal or noncausal. However, due to linearity of the
Fourier transform, if a spectrum X(w) has an even real part and an imagi-
nary odd part, it follows from the paragraphs above that the inverse trans-
form x(t) is real valued. This important result is used for impulse response
calculation later in the thesis.

2.3 The Z-Transform

The z-transform is a useful tool when working with discrete signals and
systems. Much like the Fourier transform, it transforms a time domain se-
quence into a complex sequence, but now defined on the complex z-plane.
The z-transform X(z) of a sequence x[n] is defined as below [Phi 08]:

X(z) =
•

Â
n=�•

x[n]z�n (2.10)

Similar to the Fourier transform, the z-transform is linear. It also has
the property that a convolution of two signals x1[n] and x2[n] in the time

CHALMERS, Master’s Thesis 2014:154 6



domain maps to a multiplication of the transformed sequences in the z-
domain [Phi 08]:

Z{x1[n] ⇤ x2[n]} = Z{x1[n]} · Z{x2[n]}. (2.11)

2.4 Homomorphic Systems

The concept of homomorphic systems was developed by Oppenheim in the
sixties [Opp 65]. The main idea of homomorphic systems is to transform a
nonlinear combination of signals into an additive combination on which
linear filtering can be performed.

The general homomorphic system includes a system tranformation D�
mapping the input operation � to addition, a linear filter L, and another
system transformation D�1

D mapping addition to the output operation D,
shown in figure 2.1. Note that the operators � and D are arbitrary in the
general case.

Figure 2.1: Canonic representation of a homomorphic system. D� and D�1
D

are the system transformations, from input operator � to addition, and from
addition to output operator D, respectively. L is a linear system of choice.

A special case is when the input and output operations are the same,
D = �, so that D�1

D is the inverse of D�. A trivial case is when � = +, for
which the whole homomorphic system becomes linear. A more interesting
case is when the operation is multiplication. It is then of interest to find the
transformation D� = D·, mapping a multiplication of two signals to a sum
of the transformed signals:

D·{x1[n] · x2[n]} = D·{x1[n]}+ D·{x2[n]}. (2.12)

An intuitive choice would be to take D·{x[n]} = log(x[n]). The expression
in eq. (2.12) then becomes

log(x1[n] · x2[n]) = log(x1[n]) + log(x2[n]), (2.13)

i.e. a linear combination of the transformed signals.

7 CHALMERS, Master’s Thesis 2014:154



An important application of homomorphic systems arises when the op-
eration is convolution. In this case, the transformation from convolution
to addition has to be found. The transformation in eq. (2.13) maps a mul-
tiplication to addition, so if a mapping from convolution to multiplication
can be found, the combination of both mappings will perform the desired
transformation. A well known transformation with this property is the z-
transform, defined in the previous section. Combining eq. (2.13) and eq.
(2.11) and taking the inverse z-transform of the result, a transformation D⇤
is obtained that maps convolution to addition:

D⇤{x[n]} = Z�1{log(Z{x[n]})}, (2.14)

This is verified by setting x[n] = x1[n] ⇤ x2[n] in eq. (2.14):

D⇤{x1[n] ⇤ x2[n]} = Z�1{log(Z{x1[n] ⇤ x2[n]})}. (2.15)

Substituting eq. (2.11) into eq. (2.15) yields

D⇤{x1[n] ⇤ x2[n]} = Z�1{log(Z{x1[n]} · Z{x2[n]})}. (2.16)

Since the logarithm of a product is the sum of the logarithms of each term,
this can be written as:

D⇤{x1[n] ⇤ x2[n]} = Z�1{log(Z{x1[n]}) + log(Z{x2[n]})}. (2.17)

Finally, the linearity of the inverse z-transform (and the z-transform itself),
gives that

D⇤{x1[n] ⇤ x2[n]} = Z�1{log(Z{x1[n]})}+Z�1{log(Z{x2[n]})}
= D⇤{x1[n]}+ D⇤{x2[n]},

(2.18)

which fulfills the desired property, i.e. mapping convolution to addition.
While the inverse z-transform is unnecessary for getting the additive prop-
erty, it gives rise to important properties which are discussed in the follow-
ing section.

2.5 The Cepstrum

In the previous section it was described how to transform two nonlinearly
combined signals into an additive combination of the signal transforms.

CHALMERS, Master’s Thesis 2014:154 8



The special case when the nonlinear combination was achieved by convo-
lution was described, and a transformation for this case was given in eq.
(2.14). In fact, this equation is identical to the definition of the complex
cepstrum [Chi 77]:

Definition 4 The complex cepstrum x̂[n] of a discrete signal x[n] is defined as

x̂[n] = Z�1{log(Z{x[n]})}. (2.19)

Sometimes the power cepstrum is used instead of the complex cep-
strum. It was originally defined as the power spectrum of the logarithm
of the power spectrum, a definition which lives on in some applications,
but was changed to the following definition [Chi 77]:

Definition 5 The power cepstrum xpc[n] of a discrete signal x[n] is defined as

xpc[n] = (Z�1{log(|Z{x[n]}|2)})2. (2.20)

An important property of the complex cepstrum is how poles and zeros
of a system are mapped into the cepstral domain when the complex cep-
strum of the system is calculated. Poles and zeros inside the unit circle are
mapped to the positive x-axis (or the positive quefrency axis), while poles
and zeros outside the unit circle are mapped to the negative quefrency axis
[Wol 09].

2.6 Miscellaneous

2.6.1 Calculation Method in Previous Work

In order to understand the difference between the work presented in this
thesis and the previous work, it is of interest to study the method used
there. The foundation of the method is the relation described in the follow-
ing expression [Kle 12]:

"
pA

pS

#
=

"
Y(A, L)
Y(S, L)

#

[QL] , (2.21)

where A and S stands for addressed and silent zone, L denotes source num-
ber, pA and pS are the sound pressures in the respective zones, Y is the
transfer function from source to zone, and QL is the source strength for
source L. Setting the sound pressures to pA = pT and pS = 0, where pT

is the target pressure, and solving for QL yields a set of complex source

9 CHALMERS, Master’s Thesis 2014:154



strengths. Due to the nature of the transfer function matrix Y, the equa-
tion must be solved numerically with an error tolerance. In the previous
work this was done by the Moore-Penrose pseudoinverse [Kle 12], [Bar 11].
Therefore, when inserting the calculated complex source strengths back
into eq. (2.21), the target pressures are not reproduced perfectly. For more
details on the calculation process, the reader is refered to the article by
Kleiven and Zinserling [Kle 12]. Results from this method and the meth-
ods presented in this thesis are compared in Chapter 4.

2.6.2 Time Delay in Communication

Digital signal processing inevitably introduces time delays in the signal
chain. In real-time applications it is therefore important to know how users
react to various time delays. In a future car featuring a sound zone system,
it is reasonable to assume that two-way communication is one of the appli-
cations. For this case, the International Telecommunication Union recom-
mends an ear-to-mouth delay, i.e. the total delay experienced by the user,
of maximum 150 ms [ITU 03].

2.6.3 Separation of Interfering Radio Programs

Another factor to take into account for a sound zone application is the sep-
aration needed between the addressed zone and a silent zone or, in a future
version, between two addressed zones with different audio content. For the
latter case a minimum separation of 11 dB is recommended for interfering
radio programs [Dru 94]. This figure is probably highly dependent of the
type of audio content, and the users’ personal preferences. For example,
an audiophile might demand higher audio integrity than the average radio
listener.

CHALMERS, Master’s Thesis 2014:154 10



Chapter 3

Filter Realisation Methods

In this chapter the methods for calculating finite impulse responses, i.e.
FIR filters coefficients, from frequency response functions are described,
building upon the theory in Chapter 2. Three methods are explained and
evaluated: one method based on inverse transformation of an altered spec-
trum, called the mirroring method, and two methods based on filtering in
the cepstral domain, so called homomorphic filtering. Firstly it is described
how the data obtained from previous work was prepared for impulse re-
sponse calculation.

3.1 Preparation of Data from Previous Work

The frequency data from previous work was given in third-octave band fre-
quencies. Since the discrete fourier transform relies on constant frequency
steps, there was a need to find the points in between the third-octave bands,
i.e. interpolating the frequency data [Phi 08]. There are different ways to
interpolate a signal, one of the simplest being linear interpolation, in which
a straight line is drawn between each of the original data points. The new
points are found on the line, with a resolution that is decided by the user.
Other more sophisticated interpolation methods are e.g. quadratic curve
fitting and spline interpolation [Cro 83]. Since the measured transfer func-
tions, and the complex source strenghts calculated from these, are unlikely
to resemble mathematical functions it was decided to use linear interpola-
tion for its simplicity.

11



3.2 The Mirroring Method

The mirroring method is a way to alter the frequency response so that its
inverse transform is real valued. It is based on the properties of the Fourier
transform presented in Section 2.2, i.e. that a frequency response with even
real part and odd imaginary part transforms to a real valued impulse re-
sponse.

For discrete signals, the discrete Fourier transform (DFT) has to be used.
The properties of the Fourier transform given in Section 2.2 are basically the
same for the DFT. However, instead of a symmetry around w = 0, the DFT
of a real signal is symmetric around the Nyquist frequency N [Sel 01].

Say that the impulse response h[n] of a single sided frequency response
H(k) is to be calculated. A double sided frequency response is then created
by mirroring H(k) in k = N. The real and imaginary parts of the result-
ing function are both even around N. The imaginary part is then made
odd by conjugating the mirror image, i.e. the frequency components above
N. Finally, h[n] is obtained by taking the inverse DFT of the double sided
frequency response.

As mentioned in Section 2.2, h[n] is not guaranteed to be causal. In or-
der to ensure causality, a linear delay td corresponding to half the impulse
response length was added to the desired frequency response by multiply-
ing with the factor e�jwtd . The delay size was motivated by the fact that the
undelayed impulse response contained roughly the same amount of energy
for negative time as for positive time. A delay of half the impulse response
length places the main peak in the middle of the signal, and thus includes
maximal energy from both tails.

3.3 Homomorphic Filtering

In Section 2.5 it was discussed how poles and zeros map into the cepstral
domain when a system is transformed to its complex cepstrum, i.e. poles
and zeros outside the unit circle map to the negative quefrency axis, and
poles and zeros inside the unit circle map to the positive quefrency axis. In
Section 2.1.3 it was concluded that a filter with all its poles and zeros inside
the unit circle is minimum phase and therefore causal. For FIR filters such
as the impulse responses considered in this thesis, stability is not an issue
since this type of filters have no poles.

Thus, if a homomorphic system as the one shown in figure 2.1 is de-
signed such that the linear filter L alters the cepstrum to remove all negative
quefrency content, a minimum phase filter is obtained. The two methods

CHALMERS, Master’s Thesis 2014:154 12



described below are similar, and both produce minimum phase FIR filters,
but with different magnitude responses. This way both filters can be min-
imum phase, even though their phases are not the same. More on this is
seen when the methods are evaluated in Section 3.4.

3.3.1 Homomorphic Mirroring

One way to alter the cepstrum is to mirror the negative quefrency con-
tent onto the positive axis, and add it to the positive quefrency content.
This way no zeros of the system are removed, since the zeros with magni-
tude larger than one are mirrored across the perifery of the unit circle. This
method leaves the magnitude response unchanged.

3.3.2 Homomorphic Windowing

Another approach is to apply a rectangular window to the cepstrum, set-
ting all negative quefrency components to zero. Since a rectangular win-
dow in the time domain transforms to a sinc function in the frequency do-
main, multiplying the cepstrum with a rectangular window corresponds to
convolving the log spectrum with a sinc function. This in turn leads to a
frequency smearing of the log spectrum, smoothing out the fastest changes,
resulting in a filter of lower complexity.

3.4 Evaluation

In this section the different methods are evaluated and compared. The ob-
jective of each method is to calculate an impulse response from a given
frequency response. The impulse responses of the methods are compared
among each other. They are then evaluated in the frequency domain and
compared with the original frequency response. The frequency response
used for evaluation is one of the complex source strengths calculated in
previous work. Finally the zeros of the filters are plotted, illustrating how
different window widths in the cepstral domain affect the zeros of the ho-
momorphic windowing filter.

Important performance measures are how well the impulse responses
represent the desired frequency response, and how long initial delay they
have. A short initial delay is advantageous in real time applications, and
vital for two-way communication as discussed in Section 2.6.

All results in this chapter are based on filters with 128 coefficients. As
mentioned in Section 3.3.2, the filter complexity changes when the cep-
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strum is windowed. This section includes results from the homomorphic
windowing method with windows of widths 8, 16 and 32 samples.

3.4.1 Impulse Response

Figure 3.1 shows the impulse responses calculated using the mirroring method
and the homomorphic mirroring method. Since the mirroring method re-
quires a causal system, a delay of 40 ms, i.e. half the impulse response
length at a sample rate of 1600 Hz, was included in the frequency domain,
see Section 3.2. This shows in the mirroring method impulse response as a
time shift of the same amount.
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Figure 3.1: Impulse response of the mirroring method and the homomor-
phic mirroring method.

As described in Section 3.3.2, the homomorphic windowing method can
be used with varying window sizes, creating filters of different complexity.
It is thus of interest to compare the performance as a function of the filter
complexity. Figure 3.2 illustrates the effect of different filter complexities
on the impulse response of the homomorphic windowing method. Win-
dow widths of 8, 16, and 32 samples are evaluated. As expected, a lower
filter complexity gave a faster decay. Compared to the impulse responses
in Figure 3.1, these had shorter initial delay, less than 5 ms, and lower am-
plitude by approximately a factor 6.
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Figure 3.2: Impulse response of the homomorphic windowing method for
varying effective filter orders.

3.4.2 Frequency Response

A frequency domain evaluation of the calculated impulse responses is given
in figures 3.3 to 3.6, starting with the magnitude response for the mirroring
method and the homomorphic mirroring method. Both methods achieved
excellent magnitude following for frequencies below 700 Hz. The devia-
tions above 700 Hz can be attributed to truncation errors as well as bad fre-
quency resolution. This conclusion is drawn since the frequency responses
based on filters of length 2048 did not have these deviations, see figure A.3
in Appendix A.

The phase comparison in figure 3.4 shows that the mirroring method
followed the desired phase reasonably well. The phase response produced
by the homomorphic mirroring method was considerably smaller than that
for the mirroring method, as is expected from a minimum phase filter. In
theory, a 40 ms delay should add a linear slope to the phase. However, the
desired phase in figure 3.4 is only piecewise linear. The explanation for this
can be found in how the calculation software handles delay. In general a
linear, positive delay shifts the signal in time, to the right on the positive
time-axis. A linear negative delay on the other hand shifts the signal to the
left. Since the time-axis extends infinitely in both directions the signal is
never ”wrapped around”. In MATLAB however, the signal is composed of
a vector with a finite number of elements. When the signal is time shifted in
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Figure 3.3: Magnitude response of the mirroring method and the homo-
morphic mirroring method compared to the desired magnitude response.

the positive direction, the elements closest to the right end of the signal are
shifted out, appearing in the left end. Thus, a positive delay corresponding
to exactly half the signal length can not be distinguished from a negative
delay of the same amount. Since positive and negative time delays corre-
spond to linear decrease and increase in the phase, respectively, the above
reasoning may explain why the phase in figure 3.4 varied between a linear
increase and a linear decrease.

The magnitude responses of the homomorphic windowing method for
window widths of 8, 16, and 32 samples as well as the desired source
strength are given in figure 3.5. It is clear that the filter with a 32 sam-
ples homomorphic window better followed quick changes in the desired
response. It was also more prone to ripple. The filters of lower complexity
had smoother responses, further from the desired response.

In figure 3.6 the phase responses of the homomorphic windowing method
are plotted for window widths of 8, 16, and 32 samples. They are compared
to the undelayed phase response of the desired source strength, as well as
the homomorphic mirroring method. For the magnitude responses, it was
seen that the most complex filter achieved the best approximation. For the
phase reponse no such relation can be seen. While the higher complexity
filters had faster phase variations, they did not follow the desired phase
better. The minimum phase response produced by the homomorphic mir-
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Figure 3.4: Phase response of the mirroring method and the homomorphic
mirroring method compared to the desired magnitude response delayed
by 40 ms.

roring method seems to be farther from the desired phase as compared to
the homomorphic windowing method. A possible interpretation of this
may be that the excellent magnitude following of the homomorphic mir-
roring method comes at the price of worse phase following. This may then
motivate the use of the homomorphic windowing method, which exhibits
worse magnitude following but slightly better phase following.

17 CHALMERS, Master’s Thesis 2014:154



100 200 400 800
−92

−90

−88

−86

−84

−82

−80

−78

−76

−74

−72

Frequency [Hz]

M
a

g
n

itu
d

e
 [

d
B

 r
e

 1
]

 

 

8
16
32
Desired

Figure 3.5: Magnitude response of the homomorphic windowing method
compared to the desired magnitude response.
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Figure 3.6: Phase response of the homomorphic windowing method and
the homomorphic mirroring method compared to the desired phase re-
sponse, with no delay included.
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3.4.3 Filter Zeros

When varying the window size in the homomorphic windowing method,
the zeros of the filter were changed. This is evident in figure 3.7, for filters
with homomorphic window widths of 8, 16 and 32 samples. Most notable
is how the maximum zero radius increased with the window width, effec-
tively decreasing the causality margin. However, all zeros lie within the
unit circle, so the filters are causal as well as minimum phase, according to
the definitions in Section 2.1.

For reference, it is interesting to look at the zero plots of the other two
methods. Figures 3.8 and 3.9 show the zeros of the filters from the mir-
roring method and the homomorphic mirroring method, respectively. It is
clear that the mirroring method produced zeros outside the unit circle, so it
can be confirmed that this filter is non-minimum (or mixed) phase, as was
indicated by the impulse response in figure 3.1.

The zeros of the homomorphic mirroring method are plotted in figure
3.9. As for the homomorphic windowing method, all zeros lie inside the
unit circle. The claim in Section 3.3 that both methods produce minimum
phase filters is thus confirmed for the complex source strength used for
evaluation in this section.

−1 −0.5 0 0.5 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

 

 

8

16

32

Unit circle

Figure 3.7: Zero plot for the homomorphic windowing method, with filter
orders 8, 16 and 32.
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Figure 3.8: Zero plot for the mirroring method.
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Figure 3.9: Zero plot for the homomorphic mirroring method.
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3.5 Comments

As stated in Section 3.4, all results presented in this chapter are based on
one of the complex source strengths calculated in previous work. The in-
tention was to illustrate the differences in performance between the meth-
ods, and for this purpose one single source strength sufficed. However,
an interesting trend is seen when looking at the impulse responses calcu-
lated from all sources. Both the homomorphic filtering methods, i.e. ho-
momorphic mirroring and homomorphic windowing, produced impulse
responses with only positive initial peaks, although varying in amplitude
and phase. This can be seen in figures A.8 and A.9 in Appendix A, in which
impulse responses calculated by the homomorphic filtering methods, for
all complex source strengths, are plotted. The reason for this behaviour is
believed to be found in the minimum phase property of the filters. Due
to the linearity of the Fourier transform, a negative sign in the impulse re-
sponse translates to a negative sign in the frequency response, i.e. a nega-
tion of each complex bin in the DFT. This corresponds to a phase shift of
180 degrees. Adding a phase shift of 180 degrees violates the minimum
phase property since the phase is then no longer minimum. Thus, since the
homomorphic filtering methods give minimum phase filters, all impulse
responses have positive peaks.

Another comment to be made based on the impulse response plots in
Appendix A is that the difference in amplitude of a factor 6 seen in fig-
ures 3.1 and 3.2 is not representative for all impulse responses of the homo-
morphic windowing method. In average, the homomorphic windowing
method seems to produce impulse reponses of around half the amplitude
compared to the two other methods.
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Chapter 4

Sound Zone Implementation

Chapter 3 introduced three methods for calculating impulse responses from
a given frequency response. The methods were tested on a complex source
strength given by Kleiven and Zinserling [Kle 12]. In this chapter it is de-
scribed how impulse responses for all complex source strengths were used
to set up a sound zone simulation, with transfer function data from a real
car and sound files as input. Resulting sound pressure levels and zone
separation are discussed and compared to results in previous work. Addi-
tionally, auralisations of the sounds in the listening zones are subjectively
evaluated.

4.1 Simulation Setup

The simulation setup had 16 sources, placed in a quadratic array in the
ceiling. Three zones were defined: one for the driver seat, one for the front
passenger seat, and one for the back seats. Each zone was divided into
a measurement grid with 143, 142 and 330 points (driver, passenger and
back zones, respectively). Figure 4.1 gives an overview of the source and
receiver configuration.

Transfer function data from each source to each measurement position
was provided by previous work, based on FEM modeling of the car com-
partment, from 100 Hz to 500 Hz, and measurements, from 500 Hz to 800
Hz. This also included loudspeaker responses [Kle 12].

Three different kinds of input signals are considered in this chapter: an
ideal impulse, a speech recording, and a guitar recording. The recordings
were done with a sampling frequency of 48 kHz, and were about 3 seconds
long. Since the transfer function data only reaches up to 800 Hz, the sounds
were decimated by a factor 30, so that the new sampling frequency became
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Figure 4.1: Source and receiver configuration. Sources are marked as circles
and measurement positions are marked as dots. The driver zone is the one
closest to the point of view.

1600 Hz.
Finally, impulse responses of length 128 were used as input filters, cal-

culated from the complex source strengths of all 16 sources, using the meth-
ods described in Chapter 3.

Figure 4.2 shows a schematic of the simulation setup. Arrows represent
signals, blocks represent filtering stages and circles represent summation.
Signal dimensions, i.e. the number of channels, are given for each signal.
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Figure 4.2: Overview of the signals and filtering stages in the sound zone
simulation. Zone 1 is the driver seat, zone 2 is the passenger seat and zone
3 is the back seats.
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4.2 Objective Results

A measure for evaluation of the sound zone performance is the separation,
i.e. the difference in sound level, between the addressed zone (the driver
zone in this implementation), and the silent zones (the passenger and back
zones). The separation is seen when the spectra of the sounds are plotted
over frequency in the section below. In the next section the sound pres-
sure is plotted as a function of measurement position in each zone. Then
a comparison to previous work is made, illustrating how the results of the
methods used in this thesis differ from the frequency domain calculations
by Kleiven and Zinserling. Finally, a summary provides the total separa-
tion levels between the addressed zone and the silent zones for all methods,
including the method from previous work.

In Section 3.5 it was mentioned that both homomorphic filtering meth-
ods produced impulse responses with positive initial peaks for all sources,
and a possible explanation was given. Tests not included here showed
that other combination of signs performed better than having only upward
peaks. At this point, no analytical procedure has been found to obtain the
optimal signs. The approach taken was to empirically determine the com-
bination of signs that produced the best results in terms of zone separation,
by trying all combinations of the 16 impulse responses, multiplied with ei-
ther 1 or �1. All results presented for the homomorphic filtering methods
in this thesis are taken from the sign combination with the best result.

4.2.1 Magnitude Spectra of Output Signals

The spectra of the sounds in each zone are plotted for the three methods in
figures 4.3 to 4.6, starting with the mirroring method, then the homomor-
phic mirroring method and lastly the homomorphic windowing method
for a window width of 16 samples. The input signal to the sound zone
system was an impulse.

The greatest level differences between the addressed zone and the silent
zones are found for the mirroring method, shown in figure 4.3. The ad-
dressed zone exhibits a rather flat spectrum, while the silent zones have
dips coinciding with the third-octave band frequencies. The latter observa-
tion is interesting, and may be related to the fact that the complex source
strengths as well as the frequency reponse measurements of the car com-
partment only existed in third-octave band frequencies, given from previ-
ous work. As mentioned in Section 3.1, a finer resolution of the frequency
data was obtained by linear interpolation. The error introduced by the in-
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Figure 4.3: Narrow band levels for the mirroring method, with an impulse
as input signal. The spectral flatness for the driver level is �0.13 dB.

terpolation may explain the decrease in separation for frequencies between
the original frequency points. If this is the case, there is great potential for
improvement in future work if measurements and calculations of higher
intrinsic frequency resolution can be provided. A crude approximation of
the results that may be possible for this case is obtained by connecting the
dots from each dip in figure 4.3, plotted in figure 4.4. The mean separation
for this approximation becomes 22.7 dB for the passenger zone and 30.6 dB
for the back seat zone.

The two homomorphic filtering methods give smaller level differences,
but smoother spectra in the silent zones, as seen in figures 4.5 and 4.6. For
sound reproduction purposes, it is preferable if the sound zone system al-
ters the input spectrum as little as possible. Thus, for an impulse input, a
spectral flatness of 0 dB in the driver zone is desired. Of the three methods,
the mirroring method produced the flattest spectrum in the driver zone,
with a spectral flatness of �0.13 dB between 100 Hz and 800 Hz. Next
came the homomorphic windowing method with window width 16, with
�0.34 dB, and last the homomorphic mirroring method with �0.73 dB. All
methods seem to produce a prominent dip in the output spectrum for all
zones above 775 Hz. A definitive explanation for this has not been found.
However, similar tendencies can be seen in the results given in the article
by Kleiven and Zinserling, although not as pronounced [Kle 12]. Between
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Figure 4.4: Normalised sound levels obtained from the mirroring method,
evaluated in frequencies given by the dips in figure 4.3.

100 Hz and 775 Hz, the magnitude spectrum in the addressed zone pro-
duced by the mirroring method stays within ± 2 dB.
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Figure 4.5: Narrow band levels for the homomorphic mirroring method,
with an impulse as input signal. The spectral flatness for the driver level is
�0.73 dB.
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Figure 4.6: Narrow band levels for the homomorphic windowing method,
with a window width of 16 samples. The input signal was an impulse. The
spectral flatness for the driver level is �0.34 dB.
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4.2.2 Sound Levels for Individual Measurement Positions

The results in the previous section were obtained by averaging sound pres-
sures over measurement positions, producing one sound pressure per zone.
This section presents surface plots, illustrating how the sound level var-
ied over measurement positions. Figures 4.7 to 4.9 show the total sound
levels for each measurement position for the mirroring method, the ho-
momorphic mirroring method and the homomorphic windowing method
with window width 16.
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Figure 4.7: Sound levels as a function of measurement position. Mirroring
method, with an impulse as input signal. The standard deviations in driver,
passenger and back zones are 1.1 dB, 1.2 dB and 1.7 dB, respectively.

It can be seen that the driver zone had the highest sound levels for all
methods, around 90 dB. It also had the smallest variation for most methods,
as is seen in Table 4.1. In order to allow head movements without perceived
change in sound level, it is desirable to have as small variation as possible
between measurement positions, primarily in the addressed zone. In this
sense the mirroring method was the best method, with standard deviation
of 1.1 dB in the driver zone.
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Figure 4.8: Sound levels as a function of measurement position. Homo-
morphic mirroring method, with an impulse as input signal. The standard
deviations in driver, passenger and back zones are 1.5 dB, 1.1 dB and 1.6
dB, respectively.

Table 4.1: Standard deviation of sound levels for different measurement
positions.

Standard deviation [dB] Driver Passenger Back
Frequency domain [Kle 12] 0.7 3.4 2.7

Mirroring method 1.1 1.2 1.7
Hom. mirroring 1.5 1.1 1.6

Hom. windowing (16) 1.5 1.9 1.4
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Figure 4.9: Sound levels as a function of measurement position. Homo-
morphic windowing method with a window width of 16 samples, with an
impulse as input signal. The standard deviations in driver, passenger and
back zones are 1.5 dB, 1.9 dB and 1.4 dB, respectively.
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4.2.3 Comparison to Previous Work

As explained in Section 2.6, the method used in previous work is strictly
based on frequency domain calculations, using target sound pressures to
calculate complex source strengths by solving eq. (2.21). These are inserted
in the same equation, so in the ideal case the target pressures would be
reproduced exactly, but since the solution to eq. (2.21) is only approximate,
the resulting sound pressures are not equal to the target pressures.

Figure 4.10 shows the sound pressure levels over frequency obtained
from the mirroring method, smoothed to third-octave band frequencies
and normalised to 0 dB. These may be compared to the sound pressure
levels in figure 4.11, coming from the method from previous work, with
the same source configuration as in this thesis. It is observed that the level
curves for the driver zone are similar for both methods, although slightly
smoother in figure 4.11. The single value separation levels for the previ-
ous method are 22.5 dB between driver and passenger zone, and 31.5 dB
between driver and back zone, as compared to 17.0 dB and 24.2 dB for the
mirroring method with impulse input. These differences illustrate the per-
formance loss occuring when going from a frequency domain calculation,
to time domain signals and convolution filters. Looking back at the mirror-
ing method results in figure 4.4, in which it was attempted to approximate
the sound pressure levels unaffected by interpolation errors, more similar-
ities to the results in previous work are seen. Both the shape of the curves
and the separation levels, 22.7 dB and 30.6 dB, match previous work better.

In figure 4.12, the sound levels from previous work are plotted for in-
dividual measurement positions, using the same source and receiver con-
figuration as in this thesis. Apart from the larger separation, which was
also seen in figure 4.11, the most notable difference from the results in the
previous section is in the variation over measurement positions. The driver
zone level has a standard deviation of 0.7 dB, as compared to 1.1 dB for the
mirroring method. The silent zones have larger variations, 3.4 dB and 2.7
dB. However, since the sound level in these zones are so low, the variation
is of less importance.
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Figure 4.10: Normalised sound pressure levels produced by the mirroring
method, with an impulse as input signal.
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Figure 4.11: Normalised sound pressure levels produced by the method in
previous work.
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Figure 4.12: Sound levels as a function of measurement position, by the
method from previous work. The standard deviations in driver, passenger
and back zones are 0.7 dB, 3.4 dB and 2.7 dB, respectively.
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4.2.4 Summary

Table 4.2 summarises the difference in sound level between the addressed
zone and the silent zones, for all calculation methods proposed in this the-
sis. Results from the method in previous work are included for comparison.
Of the proposed methods, the filters calculated by the mirroring method
achieved the best separation. Compared to the results in previous work
for impulse input, the separation for the mirroring method was around 5
dB lower for the passenger zone, and 7 dB lower for the back seat zone.
However, for the speech and guitar inputs the mirroring method gave 7 -
15 dB lower separation, mostly due to the fact that the method in previous
work performed better for those inputs. In terms of variation over mea-
surement positions in the addressed zone, the mirroring method had the
best performance of the methods in this thesis. The standard deviation of
the driver zone level for this method was 0.3 dB higher than that for the
method proposed by Kleiven and Zinserling.
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Table 4.2: Separation for different sound input, calculated in the frequency
range 100 Hz to 800 Hz. The window width used in the homomorphic
windowing method is displayed in parenthesis.

Separation from driver [dB]
Impulse Speech Guitar

pass. back pass. back pass. back
Frequency domain [Kle 12] 22.4 31.5 24.9 36.0 25.4 38.7

Mirroring method 17.0 24.2 16.9 24.5 18.3 24.9
Hom. mirroring 8.9 14.7 8.6 14.6 9.1 14.8

Hom. windowing (8) 10.3 11.3 10.2 11.2 10.1 11.2
Hom. windowing (16) 9.8 11.2 9.8 11.1 9.6 11.0
Hom. windowing (32) 9.6 11.2 9.6 11.0 9.5 11.2
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4.3 Subjective Results

The signals produced by the sound zone simulation presented in this chap-
ter were auralised and evaluated subjectively. This section aims at describ-
ing the sound quality as perceived by the author during informal listening
tests. The sounds considered are the same as in Section 4.2, i.e. an im-
pulse, a speech recording and a guitar recording. For the guitar recording,
comments on the musical quality of the sound are included. The focus is
directed to the quality of the sound reproduction in the addressed zone,
since the sound in this zone is the most audible, and intended for criti-
cal listening. As stated in Section 4.1, the frequency spectra of all sounds
were limited to frequencies below 800 Hz, making speech more dull and
impulses less distinct for example. This should be kept in mind when lis-
tening to and evaluating the sounds. Further, the different complexities of
the homomorphic windowing method are here treated as one, using win-
dow width 16, since the sounds were very similar.

4.3.1 Impulse Sound

The sound in the driver zone produced by the mirroring method was not
as sharp as the original impulse, and had a smeared out feel to it. This
was true also for the homomorphic mirroring method, and here the sound
was even less sharp. The homomorphic windowing method, on the other
hand, produced sharper and more distinct sounds although not as sharp
and distinct as the original sound. An explanation for these characteristics
may be found in the spectra of the sounds, seen in figures 4.3 to 4.6. There
it shows that the homomorphic windowing method produced more gain
in the high frequency region, above 400 Hz, than the other methods, giving
rise to a sharper sound. The more distinct feel is likely caused by the more
compact impulse responses of this method, as shown in figures A.7 to A.9
in Appendix A.

4.3.2 Speech Recording

The mirroring method reproduced the speech signal in the driver zone with
no audible difference to the original sound. The homomorphic mirroring
method gave a slightly more booming sound in the driver zone, discrimi-
nating it from the original sound. The homomorphic windowing method
produced a thinner sound, with considerably less low frequency content
as compared to the original sound. Again, looking at figures 4.3, 4.5 and
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4.6, it is confirmed that while the mirroring method gave a rather flat re-
sponse for low frequencies, the homomorphic mirroring method produced
more gain in that range. The homomorphic windowing method, however,
resulted in a spectrum with an attenuated low frequency region.

4.3.3 Guitar Recording

The reproduction of the guitar recording as performed by the mirroring
method was fairly consistent with the original sound, although slightly
more blurry. The homomorphic mirroring method gave the recording some
resonance, and made it sound less full than the original. The homomorphic
windowing method gave a brighter sound than the other methods, which
the author found pleasing. However, since the frequency spectra of the
sounds were very limited, making the sounds inherently dull, it is reason-
able to assume that brightness was valued more than if full-range sounds
had been used.

4.3.4 Summary

Of the three methods evaluated in this thesis, the mirroring method repro-
duced the input sound most accurately in terms of frequency content and
overall impression. However, the most distinct sound was obtained from
the homomorphic windowing method. This was most apparent for the im-
pulse, which was less smeared out than for the other methods.
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Chapter 5

Discussion

One of the most interesting aspects of this thesis was to see how much of
the performance from previous work that could be preserved when im-
plementing the complex source strengths in FIR filters, as this would give
a first indication of how a real-world implementation would perform. In
Chapter 2 the method used by Kleiven and Zinserling was briefly described.
A multiplication of source strengths and propagation transfer functions in
the frequency domain produced sound pressures in each measurement po-
sition. Theoretically, there is of course no difference between doing a mul-
tiplication in the frequency domain and a convolution in the time domain.
However, when transforming the complex source strengths and transfer
functions into the time domain, care needs to be taken to ensure e.g. causal
and real valued time signals. The mirroring method succeeded well in real-
ising the magnitude and phase responses of the complex source strengths,
although a time delay was necessary to achieve causal impulse responses.
In the end, the mirroring method performed 5 � 7 dB worse than the
method in previous work for impulse input. Since a time delay does not
change the phase relations of a filter, this is not believed to be the reason.
The most likely cause is the interpolation of the frequency data given from
previous work. It was done in order to get uniform frequency spacing,
to allow the ordinary FFT algorithm to work. It was seen that the sound
pressure levels in the silent zones were fluctuating, with the lowest levels
close to the original, not yet interpolated, frequency points. This can be
interpreted as an indication that the interpolation error makes the sound
zones less efficient for frequencies between the original points. Thus, to im-
prove performance, uniformly spaced frequency data from the research of
Kleiven and Zinserling should be acquired. An estimation of the improve-
ment was made by only considering the data points in which the lowest
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sound pressure levels occured, i.e. near the original frequency points. The
separations for that case, 22.7 dB and 30.6 dB, were indeed very close to the
separations achieved by the method in previous work, 22.4 dB and 31.5 dB.

The performance of the two homomorphic filtering methods was less
satisfying, with separations 10 � 20 dB lower than the method in previous
work, for impulse input. This is most likely explained by the large devi-
ations from the phase responses of the desired complex source strengths.
While the delay time introduced by the filtering was decreased from 40 ms
to under 5 ms, the phase responses needed for correct interference patterns
in the zones were destroyed. Hence, even though the filters’ magnitude
responses were unchanged for the homomorphic mirroring method, the
separation was made worse. The incorrect interference patterns may also
explain why the output magnitude spectra, with impulse input, deviated
so much from a flat response, leading to audible differences in sound qual-
ity. The homomorphic windowing method was an attempt at a compro-
mise between phase following and magnitude following, aiming for better
phase following by allowing more deviations from the desired magnitude
response. While tendencies of this was seen, the phase was still far off
from the desired phase response. One way to improve the phase following
could be to window the cepstrum differently, for example allowing some
noncausal zeros. As for the mirroring method, the filter would then need
delay in order to be causal. However, the necessary delay time might be
reduced compared to the delay needed in the mirroring method.

In terms of sound quality, the more compact impulse responses of the
homomorphic windowing method compared to the mirroring method caused
the sounds to have a more distinct feel. This together with the lower initial
delay comprise the only apparent benefits of using the presented homo-
morphic filtering techniques for a sound zone application.
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Chapter 6

Conclusion

This thesis presents three methods for calculating impulse responses from
frequency responses. These are evaluated subjectively and objectively by a
sound zone simulation. The mirroring method, which is based on inverse
transformation of an altered version of the frequency response, performed
a separation between the addressed zone (driver seat) and the silent zones
(passenger and back seats) of 17.0 dB and 24.2 dB respectively, or 5 dB and
7 dB less than for the method used by Kleiven and Zinserling. The time de-
lay introduced by the filtering was 40 ms, and the flatness of the frequency
response in the driver zone was ± 2 dB in the range 100 Hz � 775 Hz. Two
homomorphic filtering methods were developed for the purpose of reduc-
ing initial delay by creating minimum phase versions of the desired mag-
nitude response. However, this gave too large deviations from the desired
phase responses, and the separations achieved by these methods are signif-
icantly worse than those from the mirroring method. The sound quality of
the auralisations in this thesis suffer from a small frequency range. How-
ever, the mirroring method reproduced sound in the addressed zone which
for some signals was indistinguishable from the input sound.
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Chapter 7

Future Work

For future work in this project, it is recommended that transfer functions
and source strengths with uniform frequency spacing are generated, to
eliminate the interpolation errors believed to cause the performance dif-
ference between the results in this thesis and those from previous work.
Further, it is of great interest to adapt the current work to the full audio
range, as well as to study how different source configurations affect the
sound zone performance. When a full range simulation has been done suc-
cessfully, the work may be focused on implementing the filters in a digital
signal processor, and investigating the possibilities and limitations of the
current sound zone strategy in a real-world application.
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Appendix A

Figures
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Figure A.1: Impulse response of the mirroring method and the homomor-
phic mirroring method. 2048 filter coefficients.
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Figure A.2: Impulse response of the homomorphic windowing method for
varying effective filter orders. 2048 filter coefficients.
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Figure A.3: Magnitude response of the mirroring method and the homo-
morphic mirroring method compared to the desired magnitude response.
2048 filter coefficients.
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Figure A.4: Phase response of the mirroring method and the homomorphic
mirroring method compared to the desired magnitude response delayed
by 640 ms. 2048 filter coefficients.
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Figure A.5: Magnitude response of the homomorphic windowing method
compared to the desired magnitude response. 2048 filter coefficients.
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Figure A.6: Phase response of the homomorphic windowing method and
the homomorphic mirroring method compared to the desired phase re-
sponse, with no delay included. 2048 filter coefficients.
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Figure A.7: Impulse responses for all sources, calculated by the mirroring
method. 128 filter coefficients.
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Figure A.8: Impulse responses for all sources, calculated by the homomor-
phic mirroring method. 128 filter coefficients.
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Figure A.9: Impulse responses for all sources, calculated by the homomor-
phic windowing method with a window width of 16. 128 filter coefficients.
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