x}‘{ CNANCES 3;
N )f
NS

1000 ; ; ;
| | |
e
| f
800k - - - Amplitude Ly
o | | |
S | | |
i 700————}————}————}4 --
= l l l
2 600F----———-----
o | | |
(4]
E 500,,,,:,,,,:,,,,:,
% | | | SC-FDM Sybmol
g 400f -
‘» | | |
- | | |
e
= | | |
© 200 - ook -
| | |
1000 -~ - - |
l l l
0 | | | |
0 100 200 300( 400 500 600 700 800 900 1000 o
Inwt signal x(n) > o
Frequency
Subcarrier
Bandwidth

Uplink Power Control for IMT-Advanced

Master’s Thesis in the Master Degree Programme, Communication Engineering

Mujeeb Ur Rehman
Fahad Muslim

Department of Signals and Systems

CHALMERS UNIVERSITY OF TECHNOLOGY

Goteborg, Sweden, 2010 Ex018/2010
Authors contributed equally to this work.



Uplink Power Control for IMT-Advanced

Thesis for the degree of Master of Science

Cover page: The first figure represent a threshold clipping device used to model the non-
linear amplifier while the second one shows the SC-FDMA scheme used in the uplink to

lower the PAPR ratio that increases the amplifier efficiency.

All rights reserved. This publication is protected by law in accordance with "Lagen om
Upphovsritt, 1960:729". No part of this publication may be reproduced, stored in a retrieval
system, or transmitted, in any form or by any means, electronic, mechanical, photocopying,
recording, or otherwise, without the prior permission of the authors. Please contact for any

comments or feedback at “itzmujeeb@gmail.com”.

Copyright © Mujeeb Ur Rehman, Fahad Muslim, Géteborg, Sweden 2010.



ABSTRACT

The challenges in the wireless world are basically creating motivations to bring advanced
techniques to improve not only the data rates but also the quality of service for users in
mobile communication. Development is an ongoing process that has enhanced the different
chain of standards like Global Systems for Mobile communications (GSM), Universal Mobile
Telecommunications System (UMTS), Code Division Multiple Access (CDMA) and Long
Term Evolution (LTE) and now International Mobile Telecommunication (IMT) Advanced is
of our interest after LTE that has made a promise to give more services, capabilities, and
better performance to the end users than any other radio interface technology has been
able to give till date.

This thesis study involves the implementation of an IMT-Advanced uplink model for
the bit error rate (BER) performance analysis of Turbo coding, different subcarrier mapping
schemes e.g. Localized Frequency Division Multiple Access (LFDMA), Interleaved FDMA
(IFDMA), Block Interleaved FDMA (BIFDMA) and Discrete Fourier Transform (DFT) pre-
coding. These techniques have been implemented in linear and non-linear environments.
Since pulse shaping has not been used so IFDMA performance analysis in non-linear
environment was not possible with the non-linearity model used in this thesis. Hence the
BER performance analysis in non-linear environments has been limited to BIFDMA and
LFDMA schemes only. Non-linearities have been introduced by using a threshold clipping
model using three different clipping percentages ie. 1%, 10% and 30%. Moreover
simulations have been performed for single user and multiuser environments, where we
also analyzed the near far effect.

It has been found as expected that Turbo code performs better in the Additive White
Gaussian Noise (AWGN) channel than in the Rayleigh-fading channel. DFT precoding is
mainly intended to keep the Peak to Average Power Ratio (PAPR) value small, which is
necessary for efficient performance of High Power Amplifiers (HPA), but it also gives
slightly improved BER performance as compared to the non DFT precoded system. The
single user BER performance for all the three mapping schemes is identical to the long term
average BER performance of multiple users in linear environments. The performance in
non-linear environments is however distorted in single user case mainly by Inter-carrier

Interference (ICI) and in multiuser case by multi-access interference (MAI).
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CHAPTER 1

Introduction & Background

In this chapter the historical background regarding advancement in wireless
communication has been described. It also includes the details about the objectives,

scope and organization of the thesis.



Chapter-1 Introduction & Background

1.1 Evolution of 34 Generation Mobile Systems

It is said that “necessity is the mother of invention” and this was the reason that
many rapid advancements were being made in the world of wireless communications over
the years. Higher data rates and a better quality of service are always required by the users
and this is what everything circulates around. The story begins with the invention of the 1st
telephone by Alexander Graham Bell and since then, many rapid advancements took place
till the 1st International mobile communications system Nordic Mobile Telephony (NMT)
was introduced in 1981 at the same time when Advance Mobile Phone Service (AMPS) was
introduced in North America. Due to some service issues in the First Generation System the

Second Generation System (2G) emerged.

The second Generation Mobile System came with a good prospect of increasing the
capacity and consistent quality of service using the digital communication system. The shift
from analog to digital domain gave a great boost in the capacity, improved cost, speed and
power efficiency of the digital hardware [1]. The primary services introduced in 2G were
text SMS and circuit switched services enabling e-mail and other data applications. Multiple
time slots were assigned to the users and coding schemes were modified. Later on 2.5G was
introduced with some more latest services like GPRS and packet data over the cellular
technologies [2].

Wireless communication is a field where rapid changes are taking place due to the
need for high speed, high data rates and good quality of service which are the measures that
bring advancements in the wireless world. This was the reason that 3G or UMTS emerged
on the scene. The initial name for 3G was Future Public Land Mobile Telecommunications
Systems (FPLMTS), which was later on changed to International Mobile Telecommunication
(IMT-2000). ITU started the standardization process and defined the standard for 3G. The
3G system was intended to provide high speeds but also to provide a global mobility and
various kinds of services including broadband and internet. As the time passed different
types of improvements took place and the role of Third-Generation Partnership Project
(3GPP) is very important to discuss here.

3GPP is a collaboration between groups of telecommunications associations that is
developing the specifications for 3G Universal Terrestrial Radio Access (UTRA) and Global
system for mobile communication (GSM). 3GPP is a partnership project formed by the

different standard bodies [2]. 3GPP has published many releases among which in the
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Chapter-1 Introduction & Background

release 8 and 9 it has specified the specifications and enhancements of LTE. The latest

release is the release 10.

1.2 Emergence of LTE

LTE is an abbreviation of “Long Term Evolution”. This is an upgraded standard of
UMTS. The standardization process of LTE was initiated in a workshop in November 2004.
Different companies of broadband and mobile communications participated and presented
their perceptions and requirements which needed to be satisfied. In the following, we have

illustrated some of the major requirements and targets set for the LTE.

1.3 Requirements and Targets for the LTE

There are always some factors and needs for which a new technology arises and fills
the gap left by the older technologies. The same is the case with LTE that comes with some
objectives and targets. The requirements and targets were refined and finalized in June

2005. The key targets were like,

- Reducing the delays in terms of connection establishment and transmission

- Increasing the data rates and increasing the cell edge bit rate

- Reducing cost per bit in order to improve the spectral efficiency

- Creating a greater flexibility for spectrum usage, in both new and previously existing
bands

- Creating simplified network architecture

- Seamless mobility, including mobility between different radio-access technologies

- Working on reasonable power consumption for the mobile terminals

The different releases of 3GPP have shown a tremendous development to achieve the

requirements and targets for LTE.
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Chapter-1 Introduction & Background

1.4 LTE to IMT-Advanced

The 3GPP partners compiled a formal documentation and submitted it to ITU and
proposed that LTE release 10 and beyond must be evaluated as a candidate for IMT-
Advanced. The IMT-Advanced capabilities go beyond those of IMT 2000. The major features
and characteristics of IMT-Advanced includes worldwide functionality, roaming, its
compatibility of services with previous technologies, internetworking with other radio
access systems, enhancing the data rates, services along with applications, also improving
the deficiencies lying in the previous versions of LTE. In addition to the above features, one
of the main reasons for aligning LTE with the call for IMT-Advanced is to make it a
candidate for future new spectrum bands to be identified at WRCO07.

If we take a look at the overall research areas and the community involved then
there are many projects running in the area of IMT-Advanced and in the next generation of
radio access. It will be worthwhile to discuss the WINNER project which was partly funded
by the European Union [2]. The WINNER concept is very close to LTE, however it is
concentrating more on the higher data rates and that’s why it has been designed for a wider
bandwidth than 20MHz. The WINNER is also working with the multi-hop modes and
relaying concept. This is also true that the major stability and enhancements have been
brought and settled by the standardization organizations [2].

So as a summary of the above discussion, we can say that the development is an
ongoing process that always enhances the previous versions of technology and performance.
The research is going on but the deployment and feedbacks from customers will make this
process even faster. We have to admit that IMT-Advanced is still several years away
whereas deployment of HSPA Evolution and LTE are in the process. High Speed Packet
Access (HSPA) is a continuing evolution of the existing standards like WCDMA/HSPA
technology whereas LTE is a new entrant and radio access optimized purely for IP based
traffic. These two technologies have made a promise to give more services, capabilities, and
performance to the end users than any other radio interface technology has been able to till

date.
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Chapter-1 Introduction & Background

1.5 Thesis Objectives

The basic objective of the thesis is to do some study, research and then writing out
results in a presentable format through a report. In this part we have discussed briefly what

we have done in different parts of the report.

1.5.1 SCOPE OF THE THESIS

In this thesis project firstly we observe the performance of different multiple access
schemes on LTE Uplink. This requires the simulation of a time varying frequency selective
channel and the simulated system should overcome the short comings of such channel like
fading, Inter-Symbol Interference (ISI) and Inter-Carrier Interference (ICI). Then amplifier
non-linearities are introduced by clipping the modulated signal to different amplitude
clipping levels and analyzing its effect on the overall performance of the system. First of all a
single user system is simulated followed by introducing more users and studying the effects
on the overall system behavior. Finally the near far problem inherent in mobile cellular

communications is considered in the system under study.

1.5.2 ORGANIZATION OF THE THESIS

In chapter 2 of this thesis report, readers are given an over view of the different
building blocks present in the transceiver of the simulated system. Additionally all the
blocks are explained briefly to give the readers an idea of what this thesis study was all
about. The chapter covers different blocks in order as they occur in the system. The channel
encoder is explained first, which is followed by modulation and the importance of pulse
shaping. This is followed by a brief introduction of DFT precoding and different sub-carrier
mapping schemes. OFDM modulation and amplifier non-linearities are introduced followed
by some theory about power control. Finally we describe the fading channel and

equalization to mitigate the adverse effects of wireless channels.

In chapter 3, readers are given details about the simulations and results obtained
from those simulations. This includes presenting the various system parameters and
describing what should the different system parameters be to keep the system safe from the
wireless channel impairments i.e. ICI and ISI. Besides simulation parameters, the results

deduced from the simulations are also being presented with discussions on those results.
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Chapter-1 Introduction & Background

In the final chapter of this thesis report we conclude our work and try to summarize
what we have learnt from this thesis work and also we shed some light on what possible

future work can be done in the areas covered in this master’s thesis.

1.5.3 ASSESSMENT METHODOLOGY

The simulations have been performed in MATLAB. The channel model used is
WINNER-C2 NLOS channel. It has been simulated using the spectrum method (see appendix
A). First of all, all the blocks have been constructed individually and tested with an ideal
channel to see if they are working properly. This is followed by introducing an AWGN
channel and seeing if our BER curve resembles the theoretical BER curve. Finally the fading
channel has been introduced and various results have been obtained thereafter by
modifying the relevant system parameters for each aspect being tested. All the simulations

have been carried out using the C3Se Linux Platform at Chalmers.
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CHAPTER 2

SYSTEM MODEL

This Chapter includes the block by block description of the Shannon Model and the
IMT-Advanced Uplink System Model. Before going to the simulations chapter, here
the theoretical background is sketched related to channel coding, modulation,

subcarrier mapping schemes, non-linear amplifier and power control.



Chapter-2

System Model

2.1  Shannon Digital Communication Model

In a broader perspective a communication system consists of three main parts i.e.

the transmitter, the receiver and the channel. In a digital communication system the

information is transmitted in the form of binary digits or bits. The information source

inputs bits into the transmitter, which processes the information and then it is transmitted

over the channel. The channel distorts the signal through sources such as noise or

interference and the role of the receiver is to retrieve the signal sent by the information

source with certain precision.

Claude Shannon is rightly called the “Father of modern communications” as his

communication model is the basis of modern communications. In this chapter we briefly

describe the different blocks of Shannon’s communication model which is

figure below:

Transmitter

shown in the

Source Channel Modulator
Source !
-;’ Encoder Encoder —:—
Channel
LT T IR
: Receiver
Sink : Source Channel Demodulator
<« Decoder Decoder

Figure 2.1: Shannon Communication Model

2.1.1 SOURCE ENCODER

Information theory says that any information can be represented in digital form by a

number of bits depending on required fidelity. The source encoder here does this by

representing the information from source into number of bits depending on end user’s

requirements [3].
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Chapter-2 System Model

2.1.2 CHANNEL ENCODER AND MODULATOR

Unlike the source encoder which removes redundancy, the channel encoder actually
adds redundancy to the data to mitigate the channel distortions. The modulator then
translates the encoded data into an analog waveform that can then be transmitted over the

channel.

2.1.3 CHANNEL

The physical characteristics of the channel can vary widely and good channel
models are necessary for designing efficient communication systems. The channel would
corrupt the signal with distortions such as noise. The channel may be a wire line or wireless

one and it has to be estimated somehow for efficient transmission across it.

2.1.4 DEMODULATOR AND CHANNEL DECODER

The demodulator then processes the received analog waveform which is actually a
distorted version of the transmitted signal. The main tasks of the demodulator is to take
care of synchronization between the clocks and oscillators at transmitter and receiver, and
channel equalization to compensate for ISI introduced by a dispersive channel. Thus the
demodulator’s ultimate goal is to produce hard or soft decisions on the transmitted symbols
to be fed into the channel decoder which then makes use of the redundancy in the coded
data to improve upon the estimates from demodulator and to produce estimates of the

sequence of information symbols that were input to the channel encoder [3].

2.1.5 SOURCE DECODER

The source decoder then converts the estimated information bits produced by the

channel decoder into a form that can be used by the end user i.e. the sink [3].
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Chapter-2

System Model

2.2  IMT-Advanced Uplink Power Control System Model

In this section of the report we have discussed the different blocks of the IMT-

Advanced Uplink System model, which we have developed and used it to analyse the BER

performance of different sub-carrier mapping schemes (BIFDMA, IFDMA and LFDMA) and

to see the impact of amplifier non-linearities.

Information Bits

d (a)

'

Channel Encoder
(Turbo Encoder)

\ 4

Modulation
(QPSK)

v

DFT Precoding
(K-Point DFT)

A4

T@ Sub-Carrier Mapping

'

OFDM Modulation
(M-Point IFFT)

F v

A 4

Cyclic Prefix

Threshold Clipper

H® 1w,

Decoded Bits

d EQ)

A

Channel Decoder
(Turbo Decoder)

Demodulation
(QPSK)

A

DFT De-Precoding
(K-Point IDFT)

A

Channel Equalization
(MMSE)

*

Sub-Carrier
De-Mapping

K

OFDM Modulation
(M-Point FFT)

f

Remove Cyclic Prefix

Channel

(WINNER-C2 NLOS)

Figure 2.2: The IMT-Advanced model
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We have used the IMT-Advanced model with different variations that are briefly

described below,

1. Uncoded System
In this model we have used the same system without the Turbo coding blocks to see
the performance of the system. Later on we have compared uncoded system results with

coded system results.

2. Without DFT Precoded System
In this model we have removed the DFT precoding and DFT de-precoding blocks in

order to see the effect of DFT precoding on the system under test.
3. Threshold clipping model

Threshold clipping model has been used to see the impact of amplifier non-linearities

by using different clipping levels.
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2.2.1 CHANNEL CODING

The basic objective of channel coding is to introduce redundant bits to save the
information from channel impairments and to minimize the errors. There are different
channel coding techniques used to mitigate the adverse effects of the wireless channels for
example Block codes, Convolutional codes and Turbo codes. In this project we have used the
Turbo code due to its efficient performance when dealing with large blocks of data.

Before going in to the details of Turbo codes here it is very necessary to mention
about the history of Turbo codes. Turbo codes were developed by C. Berrou and A. Glavieux
at the Ecole Nationale Superieure des Telecommunications de Bretagne in Brest, France, as
an exercise in VLSI design [4]. The first proposed Turbo code was a parallel concatenated
convolutional code (PCCC) with two convolutional codes with an interleaver between the
two codes. The concatenated codes are basically divided into two types, one is parallel
concatenated convolutional code (PCCC) and the other one is serial concatenated
convolutional codes (SCCC) [4]. A very good performance from Turbo code can be achieved
by passing larger blocks of data. In the following we have discussed about the structure and
functionality of the Turbo encoder and decoder to understand the necessary background,

applications and the performance of Turbo codes.

2.2.1.1 Turbo encoder

The Turbo encoder consists of two or more essential recursive systematic
convolutional (RSC) encoders separated by a pseudo-random interleaver. It is not necessary
that the encoders will be identical but normally they are identical. As an example a block
diagram of a Turbo encoder is shown with systematic feedback convolutional encoders and

an interleaver. The constraint-length is 3 with generator matrix G=[7, 5] octal.

bk > Yk

(Systematic
1N
o—D

bits)

A

\ 4
O
O

Yk
»  (Parity bits)

L1
L/

Figure 2.3: RSC encoder with generator matrix G = [7, 5] octal, constraint-length 3
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In the figure the data bits “b, ” are generated and fed into the first encoder that

generates a set of systematic and parity bits. The data bits are passed in to the second
encoder after being altered by the pseudo-random interleaver. The second encoder also
generates a similar set of bits while the over all code is punctured by deleting the second set
of systematic bits. So the resulting bit stream consists of systematic bits from the first
encoder followed by the parity bits from the first and second encoders, respectively. The
overall code rate in this model is 1/3 while code rate can be varied to 1/2 by alternately
puncturing the parity bits from each of the encoders before the transmission takes place.

By increasing the code rate, the bandwidth efficiency is increased while the
performance of the system is ruined in terms of power efficiency [4]. Another essential and
fundamental part of the Turbo code is the interleaver that is necessary to be described here
with the encoder. There are different types of interleavers including block, pseudo-Random
and convolutional Interleavers. The Turbo code performance is highly affected by the type

of interleaver. With a few exceptions, random interleaver provides good performance [4].

2.2.1.2 Turbo decoder

A very effective feature of the Turbo code is the iterative decoding process. As an
example in the following figure an iterative Turbo decoder has been shown that basically
comprises of two soft input and soft output (SISO) decoding modules which are separated

by an interleaver and a de-interleaver.

L[: r1 .
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L':1 | {bl) . L_P_I"[':ﬁ" +
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|_|_,r|.']I l—:rt '
@) . . L7(b) -
Le' '(bt) l l Lel' .I(bt] Lg-l-{b|} Decision
Decoder 1 ;f \ » Interleaver > Decoder 2 De- >
'\Aj " Interleaver
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Figure 2.4: The Iterative Turbo decoder with two SISO decoding modules
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The decoding process follows a decoding algorithm used by the SISO modules. There
are two major types of trellis based algorithms that are used to decode the Turbo codes.
One is the Viterbi algorithm and the other one is the Maximum A Posteriori (MAP)
algorithm. The Viterbi algorithm accepts soft inputs and produces hard outputs while the
MAP accepts soft inputs and produces soft outputs. The SISO algorithms are necessary for
Turbo decoding as they share their extrinsic information with each other while they are
computationally more complex. They also allow iterative sharing of results between

decoders, which permits the use of powerful concatenated coding structures [4].

2.2.1.3 Performance of Turbo Codes

The Turbo codes are very efficient for processing long blocks of data but results in
longer delays. There are some factors that affect the Turbo encoder performance. The major
ones include the size of interleaver and the number of iterations on the decoder side. The
figure 2.5 shows the performance of the Turbo code on the AWGN channel with different
number of Iterations. As the number of Iterations is increased the performance gets better
but the processing time is also increased [5].

Turbo codes Performance
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W T \ \
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BER (Bit Error Rate)
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Figure 2.5: Turbo code BER Performance with Iterations (1, 2, and 5)
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2.2.2 MODULATION AND PULSE SHAPING

In this section we will discuss about the base band modulation schemes (QPSK) and
a brief description of pulse shaping will also be given.

2.2.2.1 Baseband modulation

Modulation is a technique in which one or more properties of a high frequency
carrier signal is varied with respect to the modulating signal. The three main properties of
carrier signals are its frequency, phase and its amplitude and hence the modulation can be
frequency, phase and amplitude respectively depending on which property of the carrier is
being varied. Quadrature amplitude modulation (QAM) is a technique in which the data is
modulated both on the phase and amplitude of the carrier signal. Modulating digital data on
an analog signal is called “Keying”. So we have phase shift keying (PSK), frequency shift
keying (FSK) and amplitude shifty keying (ASK) techniques to modulate digital data on the

phase, frequency and amplitude of an analog signal respectively.

Here in this thesis the baseband modulation technique used is Quadrature Phase
Shift Keying (QPSK) in which two bits are assigned to each symbol and which consists of
four points in its constellation plot. The four constellation points are placed in each of the
four quadrants of the signal space. They are equally spaced from the origin and can be seen
as lying along the circumference of a circle with the origin representing the centre of the
circle. Thus all the QPSK symbols have the same energy but have different phases. The axis
lines thus become decision boundaries while each of the quadrants becomes the decision

regions. The figure below shows a typical QPSK constellation plot consisting of four points

along the circumference of a circle
01 00
10
11

Figure 2.6: QPSK constellation diagram
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It should be noted that the figure 2.6 depicts gray mapping in which each next
symbol bit allocation differs from the neighbor symbols by a single bit. Since in QPSK we
have two bits represented per symbol so a single symbol in error would correspond to two
bits in error at the maximum. Grey mapping ensures that the most likely symbol errors
would only cause a single bit in error. The theoretical bit error probability for QPSK
modulation with the AWGN channel is given by

P, =Q(

(2.1)

Where “E, ” is the average bit energy, “ N, ” is the noise power spectral density and

“Q” represents the Q-function.

2.2.2.2 Pulse shaping

With continuous advancements in communications and with the need of
accommodating multiple users in a limited bandwidth, the bandwidth has become one
scarce resource. Thus efforts are made to make an efficient use of this scarce resource. Pulse
shaping filters are used to narrow bandwidth and to improve bandwidth usage. However,
pulse shaping can introduce distortions and can increase the risk of inter symbol
interference (ISI). These distortions make the design of an optimal receiver difficult [7]. The
choice of pulse shaping filter is thus a tradeoff between bandwidth efficiency in frequency
domain and ISI introduction in time domain. Hence pulse shaping filter is chosen to limit the
bandwidth of the signal while minimizing the ISI in the system.

In order to better explain the concept of pulse shaping we would consider the most
basic unit of digital transmission which is a simple rectangular pulse. Ideally the rectangular
pulse has an infinite bandwidth but since in practical cases we have band limited channels
hence the transmitted pulses tend to be “spread” during transmission. This pulse spreading

would cause the pulses to overlap in adjacent time slots thus causing ISI [8].

One method of controlling ISI is to shape the transmitted pulses properly and one
pulse shape that produces zero ISI is the sinc pulse which is shown in the figure below in
time and frequency domain. The frequency response is just a rectangular waveform, band

limited between -5 f, and +5 f,, where “ f,” is the pulse rate.
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Figure 2.7: Frequency and impulse response of sinc pulse shaping filter
This filter shape is however practically unrealizable since an ideal low pass filter is
not causal and also because this wave form critically depends on timing precision [8]. So for
practical purposes an excess bandwidth factor “a” is used to spread the sinc pulse through
some extra bandwidth which solves the problems with the sinc pulse. This new pulse is
called the raised cosine pulse and the factor “a” is called roll off factor. The frequency

response of this raised cosine filter is given in the equation below

| f |<1—_a
2t
T T l-« l+a
HRC(f)= E[l+COS(?(| f |)—(l—a)/21))],? q f |S|?I; (2.2)

0; otherwise

“_n

Where “f”is the frequency and “t” is the pulse interval. The impulse response is given as

cos(@)

o L T
hRC(t)_SmC(T)—(l_(Zth)z) (2.3)
T

Where “t” is the time.
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As the roll-off factor is increased from “0”, at which the raised cosine pulse is
nothing but a sinc pulse, the response characteristics of the raised cosine filter would
change and we would move further and further away from the ideal rectangular shaped
frequency response. The figures below show the impulse and frequency response of the

raised cosine filter with different values of the roll-off factor.

Raised Cosine Filter Frequency Response Raised Cosing Fiter Time Response
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Figure 2.8: Frequency and Impulse response of RC filter at different values of a [9]

So we see that as the value of “a” increases from 0 to 1 the oscillations in the
impulse response also increases while the impact in the frequency response can be seen in
the form of more smooth transitions in the magnitude of frequency response as the value of
“a” increases from 0 to 1. So the rectangular pulse after pulse shaping doesn’t remain
perfectly rectangular but is a smoothly rounded pulse consisting of ripples before and after
the original period, and the amplitude of the ripples actually indicates what value of “a” is
being used. So in short designing a pulse shaping filter requires a tradeoff between the
bandwidth efficiency in frequency domain and ripple attenuation in the time domain. The
tighter the bandwidth in frequency domain the higher the amplitude of side lobes would be

in the time domain.
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2.2.3 DFT PRECODING & DE-PRECODING

The DFT precoding & De-precoding blocks have been introduced in the uplink
transmission in LTE and IMT-Advanced. The process of DFT precoding and De-precoding is
very simple. In DFT precoding we take the K-point FFT of the modulated symbols while on
the other side we need to take K-point IFFT of de-mapped symbols. This type of
transmission scheme based on DFT precoded OFDMA is also called single carrier frequency
division multiple access (SC-FDMA).

Some of the major advantages of SC-FDMA are to enable power efficient
transmission in the uplink, improving the coverage, reducing the terminal cost and resulting
in low envelop fluctuations of OFDMA signals [10]. DFT precoded OFDMA has much
smaller peak to average power ratio (PAPR) than regular OFDM thus enabling very less
complex and higher power terminals [11]. In this project we have seen the effect of DFT
and Non- DFT precoding over the different carrier mapping schemes that will be discussed

in the coming sections of the report.

2.2.4 SUBCARRIER MAPPING

The DFT precoded symbols coming out of the “DFT precoding” block are then
mapped to a set of sub-carriers and the process is called sub-carrier mapping. The sub-
carrier mapping block actually assigns the DFT complex values as amplitudes to some of the
selected sub-carriers [12]. Usually a set of “N” sub-carriers is mapped to a set of “M” sub-
carriers where M>N. Subcarrier mapping is of two main types: localized (LFDMA) and
distributed (DFDMA) mapping. In localized mapping consecutive sub-carriers or a complete
chunk (a time frequency unit in which the sub-carriers included essentially experiences flat
fading) is assigned to users while in distributed mapping sub-carriers separated by some

frequency offset are assigned to users.

Hence in localized mapping the sub-carriers are confined to some part of the total
bandwidth while in distributed mapping the sub-carriers are assigned non-continuously
over the whole bandwidth thus resulting in zero values for the remaining sub-carriers. A
special case of the distributed mapping where the sub-carriers are separated equidistantly
over the entire bandwidth is called interleaved SC-FDMA (IFDMA) [12]. It should be noted
that DFT followed by the subcarrier mapping schemes effectively implements interpolation

[13]. The figure below shows a generalized view of both the mapping schemes
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Figure 2.9: Localized mapping vs Distributed mapping of SC-FDMA

It is clear from the figure above that the localized mapping consists of “N”
consecutive sub-carriers while in case of distributed mapping each set of “N” sub-carriers is
separated by “L-1” zeros [13]. SC-FDMA inherently gives diversity gain over OFDM as the
information data is spread over multiple sub-carriers by the DFT mapper. In comparison
however the distributed mapping scheme collects more frequency diversity than the
localized mapping scheme, but the pilot overhead for channel estimation is increased
compared to the localized mapping scheme, LFDMA however in combination with channel
dependant scheduling can offer multi-user diversity in frequency selective channel
conditions [12].

In addition to LFDMA and IFDMA another mapping scheme called block interleaved
FDMA or BIFDMA was introduced in [14] which is actually a generalization of IFDMA and
LFDMA. Unlike IFDMA in BIFDMA equidistant blocks consisting of more than one subcarrier
are assigned to users and unlike LFDMA non-consecutive sub-carriers are assigned to users
[15]. If the DFT precoding step is removed before BIFDMA then it converts to block
equidistant IFDMA or BEFDMA. The figure below shows the sub-carriers allocation in the

three schemes
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Figure 2.10: BIFDMA with 4 sub-carriers and 3 OFDM symbols per block in comparison
with IFDMA and LFDMA

Here in this research study the subcarrier allocation matrix “T” is an “MxK” matrix
where “M” is the total number of sub-carriers e.g. 1024 and “K” is the number of sub-

carriers per user e.g. 128. The subcarrier allocation matrix in all the three cases can be given

by the following equations:

1Lm=kQ+q;
IFDMA: T@  (mk)=1" ’ 2.4
o (M. K) {O,otherwise; (2:4)
1Lm=qK +Kk;
LFDMA: T (mk)={" ’ 2.5
Lrowa (M. K) {0,0therwise; (2:5)
1Lm= M+I +q.L;
BIFDMA and BEFDMA: T 0 (M K) =T a(mk)=4"""" P 4t (2.6)

0, otherwise;
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Where “P” is the number of blocks assigned to a specific user and “L” is the number
of sub-carriers per block. The index variables in the equation are m=0,..,M-1, k=0,...,K-1,
p=0,..,P-1 and 1=0,...,.L-1.The figure below shows exactly how four sub-carriers are mapped

in the three mapping schemes.

X0 X1 X2 X3

¥ () (DFT precoding)

[FDMA
LFDMA
EIFDMA
-
Frequency

Figure 2.11: Example of mapping four sub-carriers in [IFDMA, LFDMA and BIFDMA

2.2.4.1 Time Domain Representation

The symbols after being mapped are then transformed into time domain symbols by
taking their IFFT on the transmitter side. Thus it is useful to study the time domain
representation of the three mapping schemes. For this purpose we would use the running

example that is being used in the previous figure.
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2.2.4.1.1 IFDMA

The IFDMA scheme can be visualized by up-sampling a signal. The example above
can be seen as equivalent to up-sampling the original DFT precoded sequence “X,” by factor
of 3 and as a result we get 2 zeros between each consecutive sample. Thus, if transformed
into time domain it would give repetitions of the original time domain symbols as shown in

the figure below

Xo X1 X2 | X3 Xo | X1 X2 | X3 Xo | X1 | X2 X3
{XIFDMA} »

Time
Figure 2.12: Time Domain Representation of IFDMA mapping

Hence we get “Q” repetitions of the original signal which is scaled by a factor of 1/Q

where “Q” is the number of users in the system.

2.2.4.1.2 LFDMA

The figure below shows the time domain representation of LFDMA which is

similar for the time domain representation of BIFDMA in our running example

* *
Xo 0 1| Xa 2 3 X2 4 5 X3 6 7

{XLFDMA}

v

Time

3
*= " mX:Cm = ComplexWeight
k=0

Figure 2.13: Time domain representation of LFDMA mapping

Hence in LFDMA, the input symbols are repeated with a scaling factor of 1/Q at

sample positions which are actually the integer multiples of “Q” where “Q” is the number of

«Xkn

users. The values indicated by are actually combinations of all the input symbols with

different complex weights. It should be noted that the time domain notations for LFDMA
and BIFDMA are the same in our running example, but the intermediate terms between the

input symbols are different in the case of BIFDMA than in the case of LFDMA.
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2.2.5 OFDM, OFDMA & SC-FDMA

With the passage of time, to accommodate increased number of users and to handle
the channel conditions, different modulation schemes and multiple access techniques have
been developed. The next block in the IMT-Advanced simulation model is the OFDM
modulation and demodulation. In this section we discuss about the Orthogonal Frequency
Division Multiplexing (OFDM), its multiuser version that is Orthogonal Frequency Division
Multiple Access (OFDMA) and Single Carrier-Frequency Division Multiple Access (SC-
FDMA) in combination with the Single Carrier-Frequency Domain Equalization (SC- FDE) to

give our reader a brief and interesting picture of these basic terms.

2.2.5.1 OFDM and OFDMA

OFDM is a multicarrier modulation scheme that is based on frequency division
multiplexing (FDM). FDM uses multiple frequencies simultaneously to transmit multiple
signals in parallel. FDM and OFDM are not similar as there are few differences between
them like OFDM is much more spectrally efficient by spacing the carriers or channels much
closer together and saving the bandwidth by excluding the guard bands and allowing
signals to overlap. FDM constitutes guard bands so it covers more bandwidth.

Another advantage of OFDM over FDM is the orthogonality of sub-carriers due to
which they can be received without interference. The figure 2.14 below shows the structure

of FDM and OFDM signal in frequency domain

ANAVATATAVAYA

F D M Frequenc*,
OFDM Freauency

Figure 2.14: The structure of FDM and orthogonal sub-carriers in OFDM
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A very important objective to bring OFDM into the game is to mitigate the fading
channel effects. If a signal wants to experience flat channel then it must occupy less
bandwidth than the coherence bandwidth of the channel. OFDM is a very good solution to
defend the hindrances created by a fading channel as each of its sub-channels or sub-

carriers experience a flat fading due to lesser bandwidth.

S(k) S(K)  Receiver

Transmitter
<Sn ‘ l Sk-1
FFT

Figure 2.15: OFDM Transceiver

IFFT

OFDM is also good from the time domain perspective as having slim and narrow
band signals will cause the symbol duration of each one to be long enough. As symbol
duration gets longer than the maximum delay spread in time, it helps to eliminate the Inter
Symbol Interference (ISI) [9]. In the figure above a simple OFDM transceiver has been
shown with its major blocks. The S (k) and S (k') are the modulated and demodulated
symbols respectively. On the transmitter side the symbols are first converted from serial to
parallel and are passed through the IFFT block that brings the signal into the time domain.
After that, it is passed through the “parallel to serial” converter and finally a cyclic prefix is
added to it and we get an OFDM symbol. This OFDM symbol is then sent on the channel after
applying the pulse shaping (that reduces the out of band interference) and is then passed
through D/A converter.
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The cyclic prefix size should also be adjusted and it must be same as or greater than
the delay spread of the channel so that the original information must be protected from the
channel transients. On the receiver side the inverse process takes place and we get the
demodulated symbol. In this simple model, there is no equalization but normally
equalization is applied to mitigate the adverse effects of the channel. In OFDM, there are
different types of sub-carriers; most are used to carry data. Few are used as pilot and some
don’t have any information and they are called null carriers. The pilot sub-carriers provides
a reference to minimize frequency and phase shift during transmission and null sub-

carriers serve as guard band and DC carrier [17].

S(k) S(k)

. Receiver
Transmitter

Figure 2.16: OFDMA Transceiver

The figure 2.16 above shows a typical OFDMA transceiver. The basic construction of
OFDMA transceiver is almost similar but the difference comes at the carrier mapping and
De-Mapping stage. OFDMA is nothing but multiple user version of OFDM. OFDMA is a
multiple user access technique in which the information is sent to many users on different
sub-carriers assigned to each user. This technique is used in the downlink when
information is sent to a lot of users. Each user extracts the information from the sub-
carriers assigned to it. In the uplink, the way how the carriers are assigned is different. In
OFDM, all the sub-carriers or the full frequency band is assigned to a single user for a

specific time interval. While in case of OFDMA the sub-carriers are allocated to users and
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the users receive information on these sub-carriers. This technique improves not only the
bandwidth utilization but also brings power gain over OFDM system in the uplink, as it

allows the users to transmit only through the sub-channels that are assigned to them [17].
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Figure 2.17: Sub-carriers in Uplink in OFDM
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Figure 2.18: Sub-carriers in Uplink in OFDMA

In the figure 2.17 and figure 2.18, the subcarrier allocation has been shown for 4
users for OFDM and OFDMA in uplink respectively. OFDMA has many advantages like; it has
brought reduction in the interference among the users as well as, has improved the Non line
of sight (NLOS) communication in a mobile environment [12].

There are many advantages of OFDM like; it creates immunity against the fading and
interference, provides high spectral efficiency, has no ICI due to orthognality among the
sub-carriers (assuming linear environments) and is better in scenarios where channel
conditions are constant. OFDMA also offers impressive features like better use of frequency

resources and power gain and is suitable in the scenarios where the channel is time -
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frequency selective. There are also some drawbacks of OFDM/OFDMA that are needed to be
mentioned at this point of discussion. The first and major one is the high peak to average
power ratio (PAPR) that is the result of superposition of all the sub-carriers with different

carrier frequencies. Due to the superposition of all sub-carriers, it is very difficult to avoid

high peaks of the signal. This is indicated in the figure below
4 1
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Figure 2.19: Superposition of all sub-carriers in OFDMA
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Figure 2.20: OFDM Modulation using many sub-carriers
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Figure 2.21: SC-FDMA using single carrier in the uplink

2.2.5.2 Advantages of Using SC-FDMA

SC-FDMA is a Single carrier-Frequency division multiple access technique that has
been used in the uplink in IMT-Advanced and LTE. This modulation technique is used in
combination with frequency domain equalizers (FDE) due to increased complexity of time
domain equalizers. A major difference between the SC-FDMA and the OFDMA transceiver is
just an addition of a DFT block on the transmitter side and IDFT detection block on the
receiver side. Hence on the transmitter side, the symbols are transmitted as time domain
symbols while on the receiver side, they are transformed into frequency domain symbols
before equalization and after that they are detected.

The major advantage of using SC-FDE or SC-FDMA in the uplink is low PAPR ratio of
the transmitted signal caused by DFT precoding done at the transmitter. PAPR is basically
the ratio between the peak power to average power of the transmitted signal. PAPR is very
important in relation with the amplifier efficiency at the transmitter and in the amplifier the
maximum efficiency is achieved when it operates at the saturation point. The low PAPR

value will allow the amplifier to operate close to the saturation region.
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SC-FDMA has subcarrier bandwidth common to all sub-carriers, so there is no
superposition of subcarriers like in OFDMA in figure 2.19 so the peak of the transmitted
signal is not so high. Interleaved SC-FDMA is a preferred modulation technique for lower
PAPR. Pulse shape filtering of SC-FDMA in fact degrades the PAPR level of interleaved SC-
FDMA whereas it shows no effect with localized SC-FDMA [12]. Now if we look at figure 2.20
and figure 2.21 we can see that SC-FDMA uses the whole bandwidth for each symbol in the
frequency domain hence, it is more immune to frequency selective fading. But in time
domain it is very short and will face more ISI as compared to OFDMA. So it becomes

necessary for SC-FDMA to use an equalizer to mitigate the ISI effects [9].

2.2.6 NON-LINEAR AMPLIFIERS

It is a well known fact that OFDM comprises of large envelope fluctuations as
compared to single carrier systems with same modulation and same spectral
characteristics. This is because OFDM is nothing but sum of multitude of digitally modulated
signals with Gaussian like probability density function (PDF). Hence the peak to average
power ratio (PAPR) of OFDM is quite large which results in an inefficient usage of the high
power amplifier (HPA) at the transmitter [18]. The high PAPR causes the HPA to enter into
the non-linear region and thus we get distortions due to non-linearities at the output of the
HPA. Normally non-linear regions are prevented by “backing off” the amplifier from the
saturation region thus keeping it in the active or linear region of operation. This backoff
would however affect the efficiency of the HPA. Hence it is desired to maintain low back off
values but this would cause an additional interference as non-linear distortions and peak
value limitations produced as a result would result in inter-modulation between different
carriers [19]. It is thus desired to keep the back off values low but at the same time prevent

the non-linearities caused by the HPA.

2.2.6.1 Amplifier characteristics

To better understand the impact of non-linearities on our multicarrier modulated
signal it is useful to study briefly the basics of a bipolar junction transistor (B]JT) amplifier. A
BJT basically consists of three alternatively doped semiconductor regions and two PN
junctions. The three layers are called emitter, base and collector and the junction between
emitter and base is the emitter base junction while the junction between collector and base

is called the collector base junction.
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For normal operation of the BJT the emitter base junction is forward biased and the
collector base junction is reverse biased. There are four different modes of operations of a

BJT which are briefly explained below:

2.2.6.1.1 Cut off region

In the cutoff region both the emitter base junction and the collector base junctions
are reverse biased and hence there is a negligible current flow due to minority carriers.

Hence the amplifier is essentially in “OFF” state.

2.2.6.1.2 Saturation region

If both the PN junctions of the BJT amplifier are forward biased, it will be in
saturation region of its operation. The saturation region operation is opposite of the cutoff
region operation and is essentially a logical “ON” state. The collector emitter current in the

saturation region reaches a maximum which is independent of the base current [20].

2.2.6.1.3 Active region

In this case the emitter base junction is forward biased while the collector base
junction is reverse biased and the output collector emitter current increases as a function of
the base current in this region. Moreover the collector emitter current has a very small

slope with Vg [20].

Ic ¥ Saturation Breakdown
Ip4
«— Active
Ip3
Ir2
Iz:
Iz=0

Cutoff Ver

Figure 2.22: BJT IV characteristics curve
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2.2.6.1.4 Breakdown region

In the breakdown region the input collector to emitter voltage would increase
beyond the breakdown value as a result of which the transistor breaks down with a
tremendous increase in the collector emitter current. The figure 2.22 shows IV
characteristics of a typical BJT indicating the four regions of its operations that are

mentioned above.

2.2.6.2 Non-linearity Modeling

Non-linearities in multicarrier systems can be modeled in many different ways.
Some of the techniques used for modeling HPA non-linearities are travelling wave tube
(TWT) amplifier with strong AM/PM conversion, solid state amplifier (SSA) model and
idealized amplifier model called “envelope limiter” (LIM) [19]. For our analysis in this thesis
we use non-linear amplifier at the transmitter side and we implement it using simple non-
linear distortion-clipping or soft limiter (SL). However the same analysis can be applied to
more sophisticated non-linear amplifiers. The clipped outputs x¢(n) of our time domain
signals x(n) are given by

. x(n),| x(n) < A

XT(N) =19 | argtx(ny (2.7)
Ae Jx(n) > A

Where A is the clipping threshold [21].

The figure below shows a typical threshold clipper with threshold value equal to A=500.
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Figure 2.23: Threshold clipping for Non-linearities modeling
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2.2.6.3 System degradation by HPA Non-linearity

The distortions produced by a non-linear amplifier are dependent on envelope
fluctuations. A non constant envelope signal when modulated by a non-linear amplifier
would be distorted in different ways. The non-linearities in the HPA would cause additional
interference in the receiver. We would get interference between the in-phase and
quadrature components due the AM/PM conversion. Moreover the power spectral density
(PSD) of the modulated signal with fluctuating envelope would be broadened by the non-
linear effects of the HPA that would cause spectral spreading of the signal and hence
adjacent channel interference would be introduced in the amplifier output. Finally it should
be noted that when several channels are amplified in the same HPA, there would be inter-
modulation effects in the amplifier output signal. In other words the orthognality in OFDM

would be completely destroyed by the non-linear distortions in the HPA [19].

As mentioned earlier one way of preventing these effects is to make the amplifier
operate in the linear region which would require introduction of “output back off” (OBO) of
the HPA which is given by

OBO =10log,, (%) in dBs (2.8)

S

Where the reference power “Po” is the saturating power of HPA and “Ps” is the mean
output power of the transmitted signal. It is however unfortunate that the efficiency of the
HPA is very low at high values of OBO so there is a tradeoff between maximizing output
power on one side and avoiding degradations due to non-linear distortions on the other

side [19].

2.2.6.4 Power Control in Uplink

In this part of the report we discuss the role of power control in the LTE uplink and

its mathematics followed by its types.

2.2.6.4.1 Power Consumption

As discussed already, power consumption is a key factor when we are dealing
with the LTE uplink. The user equipment (UE) is actually energy limited by its energy
source usually a battery. The SC-FDMA approach mentioned earlier is actually intended to

keep the PAPR to a lower level. Power control in uplink can also be seen as a method to save
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unwanted power consumption in the user equipment (UE) and hence increasing the battery

life [22].

2.2.6.4.2 Inter and Intra Cell interference

Secondly the SC-FDMA signals from different UEs are orthogonal and hence they
do not interfere at the receiver in ideal circumstances but in practice the orthognality is
disturbed by certain impairments in transmitter and receiver. These transmitter
imperfections would cause the signals from different UEs to leak beyond their intended
frequency bands and interfere with each other. The transmitter impairments can be
expressed by the Inband Subcarrier Set Leakage (ISSL) which describes the allowed
disturbance from one UE transmitter located on one subcarrier set onto another subcarrier
set within the regulatory bandwidth of the UE. ISSL is thus a measure of the leakage
between the sub-carriers. It should be noted that ISSL of about 25dBs or more seems
reasonable to achieve [23]. The figure below shows a typical received PSD affected by

transmitter impairment with an ISSL of 25dBs
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Figure 2.24: Transmitter imperfection model: PSD with ISSL=25dBs

The transmitter impairments may include phase noise or 1Q imbalance. Moreover,
the HPA non-linearities being discussed earlier in this chapter is also one of the transmitter
impairments that would cause leakage between sub-carriers assigned to different UEs

(intra cell multiple access interference). In addition to intra-cell interference due to
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transmitter and receiver impairments there can be interference from the neighboring cells
which is called inter cell interference and which can limit the system performance in terms
of its capacity [24]. These forms of interference can be controlled by a power control
scheme which would essentially control the received PSDs and would restrict the signals to

their desired frequency bands [25].

2.2.6.4.3 Power control Equation

Power control is a technique that varies the radio-link transmit power in
accordance with the instantaneous variations in the channel conditions. In simple words the
transmit power control would increase the transmit power when the radio link experiences
poor radio conditions and would reduce power in case of good radio conditions. Hence the
transmit power is essentially inverse of the channel quality [2]. The agreed upon power
control formula for LTE uplink is

P =min{P,, 10.10g;0 M + P, + B.P_ + 8, + T (A;)} [dBm] (2.9)
Where

e  Phais the maximum power allowed and it depends on the UE power class.
e Mis the number of physical resource blocks (PRBs).

e P, is cell/UE specific parameter signaled by radio resource control (RRC).

e [tis measured in dBm and represents power contained in one PRB.

e [ is pathloss compensation factor with values ranging between 0 to 1.

e PLis the downlink path loss estimate at the UE.
®  Omes is cell/UE specific modulation and coding scheme.
e f(Aj)is UE specific and it permits to use absolute or accumulate correction value.

e P, inthe above equation can be calculated as

P, =8.(SNR, +P,) + (11— 8)(P,

max

—10.log,; M) [dBm] (2.10)
Where
e SNR,is the open loop SNR target.

e P, isthe noise power per PRB.

e M, is the number of PRBs for which the target SNR is achieved with full power [24].
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The parameters “P,” and “B” are broadcast by the base station (also called evolved

node B (eNB) in 3GPP terms) to all the UEs and together with path loss are sufficient to set
initial transmit power. These are thus called open loop terms. The “Ome” and “A" are
however signaled to UE as its grant from the eNB after the initial power has been set

according to open loop terms and feedback is sent to eNB.

These are thus called the closed loop terms [26]. The power control equation given
above can be simplified by neglecting the unnecessary terms to get the simplified equation

given below

P=P, + 8.P_ [dBm/PRB] (2.11)

2.2.6.4.4 Types of Power control
Based on speed of channel variation power control is of two types
e Slow Power Control: Designed to compensate for slow channel variations.

e Fast Power Control: Designed to compensate for fast channel variations.

Based on the type of information sent to the UE to adjust its transmit power, power control

is of two types

e Open Loop Power Control: The transmit power is measured at the UE using the

open loop parameters sent by the eNB and no information is sent to eNB.

e C(Closed Loop Power Control: The UE send feedback to the eNB in this kind of

method to correct its transmit power value [26].
Based on the value of 3 we have three types of power control schemes

e No Path Loss Compensation: When f is 0 we won’t have any power control and
all users would use maximum allowed transmission power.

e Fractional Path Loss Compensation: For 0< 3 <1 the type of power control is
called fractional power control scheme as it compensates fraction of the path
loss. Since Po and 3 are same for all UEs so it’s the path loss PL which would
make each user to be received with different values of PSDs.

e Conventional Path Loss Compensation: When =1 the power control scheme is
called conventional power control scheme as it compensates for the whole of

path loss. This scheme would essentially equalize the power of all UEs before
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being received at the eNB and thus has an advantage of eliminating the near far problem as

of typical CDMA systems [24].

Fractional compensation

No compensation »  Full compensation
p=0 p=1

Figure 2.25: Power control schemes based on values of

2.2.7 Channel & Equalization

In this part of the text we have discussed about the key channel characteristics and

later on the equalization methods to reduce the effects of the channel impairments.
2.2.7.1 Channel Characteristics

The wireless channel consists of many severe challenges like noise, interference
and many other impairments that effect mobile communication over time and frequency
due to the high mobility of users. We have discussed some key impairment in general that
affect the wireless communication signal.

2.2.7.1.1 Path Loss

Path loss is one of the channel characteristics that is caused by dissipation of the
power radiated by the transmitter as well as effects of the propagation channel. There are
different path loss models including the free path loss and empirical path loss models that
describe the path loss. In case of free space model no obstructions are considered in
between the transmitter and receiver and the propagation is assumed to be line of sight
(LOS). The channel model associated with this transmission is called a line-of-sight (LOS)

channel, and the corresponding received signal is called the LOS signal or ray [1].

Let Pt be the transmitted power of the signal and let Pr be the received power of the

signal then path loss PL is defined as,

p =Lt (2.11)

While the path loss can also be defined as in dB,

P
P_dB =10log,, FtdB (2.12)

r

The modern day complex mobile environments cannot be modeled by using simple

free space path loss models so some more complex models that are more near to mobile
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communication environments are required. The empirical models are one of them that are
used to predict path loss in typical wireless environments such as large urban macrocells,
urban microcells, with more distance in a given frequency range and a particular
geographical area or building. The examples of such kind of models are the Okumura Model
and Hata Model [1].

2.2.7.1.2 Shadow Fading

A signal that is transmitted through a wireless channel experiences different
random variations due to the hurdles and different obstructions or objects in the
environments that comes in the signal path. Such variations are also caused by changes in
reflecting surfaces and scattering objects and they result in the variation of power of
received signal. This type of effect on the received power is called shadowing or shadow
fading. Here in the figure below we can see the combined effect of the three different factors

that causes variation in signal strength.

—— Path Loss Alone
nmnmn Shadowing and Path Loss

K (dB) |, . -
flq _________ Multipath, Shadowing, and Path Loss
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Figure 2.26: Combined Path loss, shadowing and multipath propagation effect

2.2.7.1.3 Narrow band fading

Before moving to narrow band fading here we would like to discuss briefly about
multipath propagation that creates ISI at the receiver. The Multipath propagation results
due to the multiple copies of the same signal coming from different paths at the receiver

with different delays in time. The multiple copies are also called multi path components.

48



Chapter-2 System Model

Here it is also necessary to mention about the delay spread that is the time difference
between the arrival of the 1st multipath component and the last multipath component of the
transmitted signal. This is denoted by “Tm”. There is a difference between the delay spread
and Doppler spread. The Doppler spread occurs due to the Doppler shift and the Doppler
shift is basically the change of frequency of wave as observed by the receiver when it is
moving toward or away from the source with some velocity [9].

When many multipath components are generated then due to the constructive and
destructive addition of multipath signal components, the received signal strength varies
very rapidly over a small distance usually in the order of signal wavelength. Since the
propagation channel varies over small distance it is called small scale fading. Small scale
fading has been modeled as random time varying impulse response.

Narrow band fading is one of the types of the small scale fading that results from the

multipath propagation and is based upon the relationship between signal bandwidth and

maximum delay spread of the channel and it fulfills this relation Tm <<B™.

“Tm” is the delay spread while “B” is the bandwidth of the transmitted signal. So this
means that in narrow band fading the delay spread or the difference between the delays of
multipath components will be very small as compared to the bandwidth of the signal.
Narrowband fading can be modeled practically by Clarke's or Jake's model that assumes
that all the multipath components arrive uniformly with same average power and with

same angle of arrival [9].

2.2.7.2 Wideband fading

This is another type of small scale fading where we observe distortion due to

multipath delay spread when the signal bandwidth is approximately equal to inverse of

delay spread B~1/T . In the wideband fading the delay in between the multipath

components is much lower than the narrow band fading. This results in longer duration of
received pulses that creates interferences with the neighbor pulses thus causing the ISI
OFDM is a kind of mitigation technique that is used to change the characteristics of the
transmitted signal by extending the symbol duration mainly to overcome ISI [9]. The
Wideband channels are usually characterized by time-varying impulse response and time-
varying frequency response. Time-varying impulse response c (7 ; t) is modeled as a two-

dimensional random process and time-varying frequency response C (f; t) is obtained from
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c (7, t) by taking the Fourier transform with respect to 7 ie, C (ft) = F [c(7;{)]. An

example of a two-dimensional discrete-time varying impulse response ¢ (7 ; t) is shown in

the figure below [9].
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Figure 2.27: Time-Varying Discrete-Time Impulse Response Model for a Multi-
Path Channel
In the following some key properties of a wideband fading channel has been
discussed including the power delay profile, coherence bandwidth, and Doppler power

spectrum. These characteristics are based on channel autocorrelation or scattering function.

2.2.7.2.1 Power Delay Profile

Power delay profile (PDP) is one of the important characteristics of wideband
fading. The PDP represents the average power of each multipath delay component. The PDP
basically shows the strength of multipath components and their corresponding delays in the
channel so it is also referred to as multipath intensity profile. It is important to mention

here about the channel delay spread that can be either average delay spread (4,) or the
root mean square (RMS) delay spread ( o, ). Both of them can be analyzed from the power

delay profile.

Jpe =) A

fm j:?xc(r)’ " [Ac(z)

(2.13)
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The power delay profile of the WINNER-C2 NLOS can be seen shown below,
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Figure 2.28: Normalized Power Delay Profile of WINNER-C2 NLOS

We can describe the delay spread as the maximum delay “Tm” after which the
power of all multipath components becomes negligible. The PDP can be used to assess
whether the system has ISI or not. In the channels that have many scatterers the delay

spread is approximately equal to the RMS delay spread.

2.2.7.2.2 Coherence bandwidth

The coherence bandwidth “Bc” according to [1] is where Ac (Af) = 0 for all Af >Be.
Coherence bandwidth is actually the range of frequencies over which the channel passes all
spectral components with almost equal gain and linear phase [9]. It is also the band of
frequencies over which the channel is highly correlated in frequency. There is a high
relationship between the fading and the coherence bandwidth of the channel. If the
bandwidth of the signal is much less than the coherence bandwidth, then this signal is going

to experience fading equal over its entire bandwidth and this type of fading is called flat
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fading. If the bandwidth of the signal is more than the coherence bandwidth of the signal

then the signal will experience frequency selective fading.
2.2.7.2.3 Doppler Power Spectrum & Coherence Bandwidth

Doppler power spectrum is also one of the important characteristics of the
wideband fading. The Doppler power spectrum basically describes the variations of the
channel which occur due to the movement of transmitter or the movement of receiver. As
the transmitter or the receiver moves rapidly there is a change or shift in the frequency of
the received signal that is called the Doppler shift. This Doppler Effect can be measured by

taking the Fourier transform of the autocorrelation Ac ( Af; At)) with respect to “At” so

Sc(Af; p) = FAI[AC(Af;At)].SC(p)iSC(O; p) characterizes Doppler shift for a single frequency

A
and Ac(At) = Ac(Af =0; At) describes the behavior of the autocorrelation function with time

and is used in defining the Coherence time [1]. The coherence time “Tc” describes how the
channel de-correlates over time. It defines the range of values over which Ac (At) is
approximately non-zero. The fast or the slow fading depends on the coherence time. If the
symbol duration is very small as compared to the coherence time (Ts<<Tc) then the channel
impulse response would be time invariant over one symbol period and this type of fading is
called slow fading while on other hand if Tc<<Ts then the Impulse response varies over one

symbol period and the fading is known as Fast fading.

2.2.7.3 Channel Equalization

Equalization is a technique that is used to recover the signal by mitigating the
adverse effects of the channel. The basic objective of the equalizer is to typically balance ISI
mitigation with noise enhancement. There are various types of the equalizers including
linear and non-linear equalizers. The non-linear equalizers suffer less from noise
enhancement than linear equalizers, but they are more complex. Equalizers estimate the
channel impulse or frequency response to mitigate the resulting ISI. As the wireless channel
varies over time, then the equalizer must also discover the frequency or impulse response
of the channel (training) and then update its estimate of the frequency response as the
channel changes (tracking) [1]. This type of process in which the equalizers adopt them self
with the change of channel by training and tracking process is often called as adaptive

equalization, as the equalizers adapt to the changing channels. The process of the
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equalization might be very different and the process of tracking and training becomes
complex when the channel is changing rapidly.

An equalizer can be implemented at baseband, Radio Frequencies (RF), or IF. Most
equalizers are implemented digitally after A/D conversion, since such filters are small,
cheap, easily tunable, and very power efficient [1]. The OFDM symbol, with flat fading
experienced by each of its sub-carriers, offers an advantage in equalization. This is because;
a single tap equalizer can be used for compensation. A single tap equalizer is nothing but a
simple delay-line meaning that a previous detected symbol can be used for equalization of
flat fading channels.

There are different types of equalizers but in this thesis project we have used an
MMSE equalizer. In MMSE equalization the goal of the equalizer design is to minimize the
average mean square error (MSE) between the transmitted symbol and its estimate at the
output of the equalizer. Here is the equation that describes the parameters of an MMSE

equalizer

Cwmise 2—0_2 (2.14)
[H 2+ 7
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Chapter 3

SIMULATIONS & RESULTS

In this chapter we describe the simulations parameters as well as the results
acquired from these simulations that are based upon different cases related to

performance analysis of Turbo coding.



Chapter-3 Simulations & Results

3.1 System Specifications

The basic system that is being simulated looks like the one shown earlier in figure
2.2. Here we try to present the signal flow from the transmitter to receiver and the
dimensions of each block used to process the signal. All the signals are represented by their
discrete time equivalents in the complex baseband. The matrices are represented by capital
letters while the vectors are represented by small letters. Super-scripts and sub-scripts are
used to indicate the number of users and the number of sub-carriers related to each signal
respectively. ()7, (.)H and (.)Tare used to represent transpose, hermition and pseudo inverse
respectively.

A system having “Q” users is considered throughout the derivation with the user
index “q” ranging from 0, 1..., Q-1. Raw data for each user is represented by “d@”. The data
from each user is first encoded by the Turbo encoder and the coded bits in one chunk
duration are fed into the QPSK modulator. The energy of each modulated symbol is
normalized to make it equal to unity. The modulated symbol for each user is denoted by
“sg(@” where “K” is the number of sub-carriers assigned to a user.

In the DFT precoded linear system the modulated symbols are converted into
frequency domain by taking a K-point FFT. The DFT precoding matrix is a KxK matrix
denoted by “F, ”. The DFT precoded symbols are them mapped to “K” out of “M” sub-

carriers by the subcarrier mapping matrix denoted by “T @ ~ which is an MxK matrix. The
matrix “T® ” can take any of the form mentioned earlier in the report in equations 2.4, 2.5
and 2.6 depending on the type of subcarrier mapping scheme being used. M-point IFFT of
the signal is then taken and cyclic prefix of suitable length is added. The signal is then
transmitted over the channel. The channel being used is the WINNER-C2 NLOS whose

multipath propagation channel coefficient matrix for gt user is denoted by “H®”. The

J

signal is also corrupted by AWGN “W,,” as it is passed through the channel. The
mathematical representation of received signal in DFT precoded system is thus given as
Y =H@QF*T®F s 1w, (3.1)
The process in the non DFT precoded linear system is the same except that the DFT

precoding matrix “ F, ” in equation 3.1 is not used. This implies that in non DFT system the

modulated symbols can be seen as time domain symbols unlike in DFT precoded where

they are in frequency domain.
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The mathematical representation of the received signal in a non-DFT precoded

system is given below

r’\(AQ) =H (GI)_F'\;| T (Q).SIEQ) +W,, (3.2)

In the non-linear system a threshold clipper is added into the system which is seen
shaded in the figure 2.2. This makes the system non-linear by clipping the signal above a
certain pre-determined threshold. Moreover it is worth mentioning that the cyclic prefix
and the clipping are not included in the mathematical equations. This is because cyclic
prefix is just addition and subtraction of some bits and has no real impact on the
mathematical modeling of the system as far as its length is greater than or equal to the delay
spread of the channel [9]. The clipping on the other hand will change the mathematical
modeling of the system and can be approximated by mathematical models but they are

ignored since they are outside the scope of this thesis.

One the receiver side the cyclic prefix is first removed which is followed by taking
an M-point FFT. This is followed by subcarrier demapping. The subcarrier demapping
matrix “T@?"” is a KxM matrix and is pseudo inverse of the subcarrier mapping matrix “T@”",
The adverse effects of the channel are mitigated by using an equalizer. The equalizer being
used in this thesis is MMSE frequency domain equalizer (FDE). The equalizer coefficient
matrix is represented by a KxK diagonal matrix denoted by C@. This is followed by DFT pre-
decoding the signal if DFT precoding has been employed at the transmitter. Then the
received signal is demodulated and decoded to get estimates of the transmitted bits. The
mathematical representation of the received signal being processed at the receiver is given

below

A

S k(Q) — FkH c@ @t Fy _r'\(/lQ) (3.3)

For non DFT precoded system the equation remains the same with the removal of

the DFT pre-decoding matrix “FH”.

A

S, —c@ @t Fy .r’\(ACI) (3.4)
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The table below shows the simulation parameters of the simulated system,

Bandwidth 80MHz

Carrier Frequency 3.7GHz

Sampling Frequency 1/12.5ns

Sampling Time 12.5ns

Guard Interval 1.47ns

Total Number of SCs (M) 1024

No of SCs per User (K) 128

SCs per Block (BIFDMA Only) 4

Chunk Width 12

Modulation QPSK

Coding Turbo Coding, Code rate %,
[G1,G2]=[11111,10001]

Equalizer MMSE

Channel Estimation Perfect

WINNER-C2 NLOS

User Velocity=50 Km/h

Channel

Coherence Bandwidth=680.27 KHz

Coherence Time=5.8 ms

Table 3.1: Simulation Parameters
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3.2 Delimitations

The cases with amplifier non-linearities have been analyzed excluding the IFDMA
mapping scheme. The reason behind this is that we have not used pulse shaping in this
thesis. At a later point in the thesis it was realized that IFDMA mapped signal cannot be
clipped with the clipping method that we have employed. In our “threshold clipper” the
absolute value of the input signal to the threshold clipper is first sorted to find the
appropriate clipping threshold which is then used to clip the original input signal to the
threshold clipper. In case of IFDMA however if we observe its time domain representation
as shown in figure 2.12, it’s nothing but “Q” repetitions of the original signal scaled by a
factor 1/Q. Thus sorting it and then clipping it will not clip the IFDMA signal by the
percentage intended but would rather clip each repetition by some amount which is not
what is required. A more practical approach for analyzing IFDMA in non-linear
environments will be to include pulse shaping in the simulations which we have not

included due to time constraints in this thesis.

3.3 AWGN & Rayleigh Fading Channel

10°

BER values
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Figure 3.1: BIFDMA & LFDMA Performance on AWGN Channel
With respect to Turbo [Iterations=1]
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Figure 3.2: BIFDMA & LFDMA Performance on Rayleigh Fading Channel
With respect to Turbo [Iterations=1]

Figures 3.1 and 3.2 above show the performance of Turbo codes over AWGN and
Fading channel respectively with 1% clipping. As expected the performance with AWGN
channel is better than with fading channel. The performance of both BIFDMA and LFDMA on
AWGN channel is similar with some deviations above approximately 4dBs. The reason is
that both the schemes collect the same frequency diversity over AWGN channel with no
fading, while the deviations are a result of the inter-user interference caused by the non-
linearities which would cause the power from one user to leak into the other user. Here 1%
clipping means clipping only 10 samples out of total 1024 samples which will result in very
small deviations as seen in both the above figures. Considering the Rayleigh Fading channel
the BER is higher for LFDMA beyond 5dBs due to the increased frequency diversity
collected by BIFDMA compared to LFDMA. Moreover BIFDMA is more robust against
amplifier non-linearities due to relatively small envelope fluctuations compared to the

LFDMA scheme [10].
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3.4 Performance evaluation of Turbo Coding

In this section we analyze the performance of Turbo code over Rayleigh Fading

Channel in Linear environments with single user and multi-users.

3.4.1 SINGLE USER
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Figure 3.3: Uncoded Vs Turbo Coded Performance on Rayleigh Fading Channel

The figure 3.3 represents the BER performance of the three sub-carrier mapping
schemes with and without the Turbo code. The performance of the three schemes in
uncoded case is almost similar and much worse than the coded performance. In the Turbo
coded case the BER performance of IFDMA is better in comparison to the other two
schemes. This is due to the fact that IFDMA collects more frequency diversity compared to
BIFDMA which in turn collects more frequency diversity than the LFDMA scheme. This is
visible in the figure above as BER performance of IFDMA is followed by BIFDMA and then
LFDMA.
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3.4.2 MULTI USERS (2, 4, 8)

Case 1: 2 Users:

R values
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Figure 3.4: Uncoded Vs Turbo Coded Performance for 2-Users

Case 2: 4 Users:
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Figure 3.5: Uncoded Vs Turbo Coded Performance for 4-User

61



Chapter-3 Simulations & Results

Case 3: 8 Users:
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Figure 3.6: Uncoded Vs Turbo Coded Performance for 8-Users

In Multi User Linear Environment as we increase the number of users from two to
eight, the long term average BER performance resembles the single user BER performance
as shown in figures 3.4, 3.5 and 3.6 above. This is because we do not have any interference
in a linear environment. In a non-linear environment the deviation in performance, as we
increase the number of users, is more visible due to effect of ICI and MAI. This will be

discussed in some more detail later on in the report.
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3.5 Performance evaluation of DFT Precoding

In this section we analyze the performance of DFT precoded system compared to a

Non DFT precoded system having a single user and multi users in linear environments.

3.5.1 SINGLE USER
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Figure 3.7: DFT precoded Vs Non DFT precoded performance for Single User

The figures 3.7-3.10 show the BER performance analysis of the three subcarrier
mapping schemes for a single user and multiple users with respect to DFT precoded and
Non DFT precoded system. In all the cases the BER for DFT precoded system is better than
the system without DFT precoding. The change in BER beyond approximately 7dBs with
DFT precoding compared with Non DFT precoding System is almost same for all the three
mapping schemes. The reason behind the lower BER for DFT precoded system is the
spreading of each data symbol over multiple sub-carriers that also causes the spreading
gain or frequency diversity gain in a frequency selective channel [12]. The difference in BER

due to DFT precoding is more visible at higher SNRs.
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3.5.2 MULTI USERS (2, 4, 8)

Case 1: 2 Users:

BER values

—— BIFDMA-With DFT
IFDMA-With DFT
—— LFDMA-With DFT
--+-BIFDMA-Without DFT | =
IFDMA-Without DFT |-
-<-- LFDMA-Without DFT
— IDEAL AWGN BER

5

10

10
4

Eb/No indBs

Figure 3.8: DFT precoded Vs Non DFT precoded performance for 2-Users

Case 2: 4 Users:
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Figure 3.9: DFT precoded Vs Non DFT precoded performance for 4-Users
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Case 3: 8 Users:
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Figure 3.10: DFT precoded Vs Non DFT precoded performance for 8-Users

It is thus clear from the figures above that as was the case in performance
evaluation of Turbo coding, here as well, the BER performance for single user is the same as
the long term average BER performance for multiuser system. Again this can be motivated
by the lack of non-linearities in the system which makes sure that there is no out of band
interference in the system. The Performance impact of DFT precoding in non-linear

environment will be discussed later on in the report.
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3.6 Modeling Amplifier Non-Linearities

The results up to now (except figures 3.1 and 3.2) have been achieved in linear
environments where the power in each sub-carrier and each user, in case of multiple users,
is limited to itself and does not leak into other sub-carriers and users respectively. Beyond
this point, non-linearities are introduced in the system. This is done by employing a
threshold clipping device which would clip the signal above certain predetermined
threshold. Results include clipping levels of 10% and 30%. It should be noted that clipping
the signal will reduce the average energy of the clipped signal which would also result in
some difference in BER performance due to the reduction in energy of clipped signal but
this is not an interesting result. So we prevent this by rescaling the clipped signal to keep
the average energy of the clipped signal the same as the average energy of the input signal
to the clipping device. This would enable us to see the effect of only the interference in the

BER curves.

3.6.1 INTER CARRIER INTERFERENCE (ICI)
This section of the report deals with a single user simulation done in linear
environment and in non-linear environment with different percentage clipping levels to see

thue effect of ICI.
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Figure 3.11: Inter Carrier Interference (10%, 30 % and no Clipping)
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The figure 3.11 indicates that as the percentage clipping level is increased, the BER
performance becomes worse. This is expected as increasing the clipping level will cause
increased non-linearities and hence increased power leakage between adjacent sub-carriers
i.e. ICI. Rescaling ensures that the variation in BER with increased non-linearities is only due
to ICI and not due to any power variation of clipped signal with respect to the unclipped
signal. It is noteworthy here that 10% clipping means clipping about 102 samples and 30%
clipping means clipping about 307 samples of the total 1024 samples of SC-FDMA symbol.

Moreover the figure above also shows that the BIFDMA performs better than the
LFDMA whether we have 10% or 30% clipping. This can be explained as the out of band
radiation, caused due to non-linear distortions produced by non-linear amplifier, is
dependent on the envelope of the input signal to the amplifier [15]. The envelope
fluctuations of BIFDMA in turn are considerably lower than those of LFDMA when we have
no over-sampling and no windowing of the signal [10]. Thus these lower envelope
fluctuations for BIFDMA may account for the relatively better BER performance of BIFDMA

compared to LFDMA in non-linear environments.
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3.6.2 PERFORMANCE OF DFT AND NON DFT IN NON-LINEAR ENVIRONMENT
The Performance of DFT precoded system is still better even in non-linear
environment as compared to the Non DFT precoded system. In this section we analyze the
performance of BIFDMA and LFDMA by introducing non-linearities using two different
clipping levels (10% & 30%). The figure 3.12 shows the change in BER of BIFDMA and
LFDMA at 10 % and 30 % clipping in presence of DFT and Non DFT precoding. The BER of
the Non DFT precoded system is higher than that of DFT precoded system due to the fact
that the absence of DFT precoding results in higher envelope fluctuations that would
ultimately cause higher out of band interference. Furthermore the BER for BIFDMA is lower
as compared to LFDMA as it has comparatively lower envelope fluctuations [10]. Another
reason for the low BER for DFT precoded system is the spreading of each data symbol over
multiple sub-carriers thus giving frequency diversity as mentioned before. The BER for the

two schemes is higher for 30 % clipping than for 10 % clipping due to more samples being

clipped with 30% clipping.
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Figure 3.12: DFT & Non DFT precoding System with 10%, 30 % Clipping
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BER values

3.6.3 MULTI-ACCESS INTERFERENCE (MAI)
In this part of the report we discuss the multi-access interference between
multiple users in non-linear environment. Test cases with two, four and eight users

have been used and 30% clipping is applied to introduce non-linearities.
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Figure 3.15: Multi-Access Interference with 8-Users

The figures 3.13, 3.14 and 3.15 above clearly indicate that increasing the number of
users would worsen the BER performance for both BIFDMA and LFDMA. Again rescaling
makes sure that any variation in the long term BER of multiple users relative to BER of
single user is purely due to multi-access interference. Increasing the number of users in
multiuser non-linear system should increase the multi-access interference which in our
case holds true but the variation in BER for different number of users and that for single
user is not that evident from the figures above. More over the degradation in BER is more
noticeable at higher values of SNRs beyond approximately 8.5dBs. The multi-access
interference with 10% clipping for two, four and eight users is depicted in figures in

appendix B of this report.
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3.7 Multi-Access Interference (MAI) with Near Far Effect
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Figure 3.16: Multi-Access Interference with Near Far Effect 8-Users

Near far effect is a phenomenon that is introduced when one mobile user is more
near to the base station than the others. In this situation the user that is near to the base
station will be receiving higher power than the ones far from it. In figure 3.16, we have
analyzed the near far effect in a system having eight users. In this scenario we have one user
that is far away from base station while the rest of others are near to it. The affected user
(farther from the BS) has been assigned 5dBs less power as compared to the rest of seven
users while we have introduced non-linearities in our system by clipping 30% of the
samples in the signal. The seven users are rescaled with respect to the affected or weak
user so as to eliminate the effect of power change due to clipping while analyzing BER of

affected user due to the near far effect.
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Conclusions & Future Work

The chapter includes the summary in terms of our conclusions made from
simulations and results. The possible future work related to our thesis is also

discussed here.



Chapter-4 Conclusions & Future Work

4.1 Conclusions

In this part of our report, we have described our key findings & conclusions based

upon the simulations we did in this thesis.

e The performance of Turbo code over AWGN channel is much better as compared
to the fading channel. Moreover owing to the fact that there is no frequency
selectivity in AWGN channel both the BIFDMA and LFDMA collects same
frequency diversity and hence BER curves for both almost fall over each other.
In case of fading channel however BIFDMA performs better than LFDMA owing
to its ability to collect more frequency diversity. Non-linearities on the other
hand cause slight deviations in the BER curves for the two schemes in both
AWGN and fading channel due to out of band interference resulting from non-
linearities.

e In linear environments, the BER performance of single user is identical to the
long term BER performance of multiple users because of lack of out of band
interference as is the case in non-linear environments. IFDMA performs the best
in terms of BER which is followed by BIFDMA and then LFDMA. This is because
of the ability of IFDMA to achieve more frequency diversity than the other two
schemes.

e DFT precoding is mainly intended to keep the PAPR of the signal to a lower level
and hence to ensure efficient use of HPA. However DFT precoded system also
shows an improvement in BER performance compared to non DFT precoded
system owing to the frequency diversity gain in frequency selective channels
caused by spreading of each data symbol over multiple sub-carriers.

e BIFDMA and LFDMA perform differently in terms of their BER performances for
a single user, in linear environments and in non-linear environments. The
reason for this difference in BER performance is the ICI that is caused due to the
non-linearities in the system. The ICI increases as the clipping percentage is
increased that result in higher non-linearities. This is evident from increased
difference in the BER compared to linear case.

e In non-linear environments, DFT precoded systems again have better BER
performance compared to non DFT precoded systems. The reason for this is the

reduced PAPR caused by DFT precoding which reduces not only envelope
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fluctuations but also reduces influence of out of band radiations caused by non-
linearities. Similarly BIFDMA also performs better compared to LFDMA in non-
linear environments, again due to lower envelope fluctuations in BIFDMA
compared to LFDMA.

e In non-linear environments with multiple users, the system suffers from MAI
which degrades the BER performance of multiuser system compared to single
user system. As the number of users is increased the BER performance worsens
due to increased MAI

e In the multi-user system with non-linearities, the near far effect is evident when
few users with high power (near to base station) creates interference for the
users that are far away from the base station, resulting in comparatively higher

BER for the effected users.

4.2 Future Work

This thesis research work does not include pulse shaping due to which we haven’t
been able to assess the performance of IFDMA in non-linear environments. In future the
simulations can be carried out in presence of pulse shaping to have more realistic
comparisons of the three mapping schemes in linear and non-linear environments.
Threshold clipping has been used to model the amplifier non-linearities in this thesis
work which can be replaced by more sophisticated non-linearity models like the Rapp
model. The impact of carrier frequency offset (CFO) and Doppler can also be included to
in the future research work. Finally the channel scenario being used in this thesis work

is the WINNER-C2 NLOS. It can be an interesting option to use other channel scenarios.
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Appendix-A
SIMULATION OF RAYLEIGH FADING CHANNEL

In this Appendix we have described spectrum method by which we have simulated our
channel. There are two methods to simulate Rayleigh fading channel, one is “Filter method”
and the other one is “Spectrum method”. Filter method is more accurate but more complex
as compared to the spectrum method, this is due to the convolution process which is

replaced by the multiplication in spectrum method.

A.1 Spectrum Method

In the spectrum method, the complex gain of the channel c(t) is calculated in the

frequency domain that has been shown in the equation below.
C(f)=X(1)G(f) (1)

Where C(f) is the Fourier transform of the channel gain c(t), G(f) is the frequency response
of the filter while X(f) is the Fourier transform of the input to the filter x(t). Where x(t) is
complex wide Gaussian Noise with unit power spectral density. The samples of c(t) that is

c(nTs) is then computed as inverse Fourier transform of the samples of C(f) [6].

x(¢) (1) c(t) = x(t)* g(1)

-

4

X0 G | e =xme

Figure A.1: Channel gain as the output of a linear filter

In spectrum method, “Ts” is chosen such that, fs=1/Ts >2f,. This makes sure that
no aliasing occurs. After that, G(f) is formed from G(f) asG(f)=G(f)+G(f — fs). Then
“Ns” samples of G(f) are formed as G(kfs/ Ns) where k=0, 1,..... , Ns-1. Finally ¢(nTs) is

computed as an Ns-point inverse FFT of G(kfs/ Ns) Z (k), where Z(k) fork=0,1,....,Ns-1
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are independent, zero mean, complex Gaussian random variables. The variance of Z(k) is

chosen such that c¢(nTs) will have unit variance [6].

A.2 Time & Frequency Varying Rayleigh Fading Channel

In this section we have explained how to simulate a time frequency varying channel
using the complex channel gains obtained from the spectrum method. A discrete-time

model of such a channel with “L” taps and sample interval Ts is shown in figure below,

s(nT))

r(nT,)

Figure A.2: Discrete-time model of a time and frequency-varying channel

The C,(nTs) represents the tap gains for each channel tap. The tap gains would

amplitude scale any signal passing through any particular channel tap. The time and
frequency varying response, C (f, nTs) is the amplitude scaling a complex exponential with

frequency “f” experiences, when it is transmitted over the channel [6]. So we have that

L
C(f,nTs)=>_c,(nTs)exp(-j277T,) @)

1=1
Where “7,” is the tap delay for each channel tap. For frequencies f = k/ (NTs) where k=0,1, .

...., N-1. The equation 2 can be simplified as

C(k/(NTs),nTs) = ZL:cl (nTs)exp(—j2zr,k/ N)

1=1

A
=C[k,n] (3)
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The time frequency varying response for WINNER-C2 NLOS with 1000 time samples

and 128 Frequency samples is shown in the figure below,
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Figure A.3: Time and Frequency Response of WINNER-C2 NLOS Channel
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Appendix-B

Additional Results

BER values
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Figure B.1: Multi-Access Interference with 2-Users (10 % Clipping)
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Figure B.2: Multi-Access Interference with 4-Users (10 % Clipping)
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Figure B.3: Multi-Access Interference with 8-Users (10 % Clipping)
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