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Abstract
The sodium-ion storage mechanism in hard carbon was studied by the means of
nano-plasmonic resonance spectroscopy. The measurements were made operando,
using a gold nano-film deposited onto an optical fiber which was inserted into a bat-
tery half cell, cycled at different C-rates. The most favourable sensor type was also
investigated. It was found that correlation between the optical signal and voltage
signal was possible. The fast cycles in the cycling regime used, led to capacity fade,
which can be seen to mainly affect the plateau region of the discharge voltage signal.
This could be explained by the more sluggish diffusion of intercalated sodium-ions
in the hard carbon structure.

The first cycle of the cells showed a unique response in the optical spectra, suggest-
ing that the fiber is sensitive to events during formation cycles, such as the solid
electrolyte interphase formation.

Keywords: Nano-plasmonic sensing, Na-ion, Hard carbon, Na-ion storage mecha-
nism, Fiber optical battery sensing.
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1
Introduction

Sodium-ion batteries (SIBs) have attracted much attention during the past decade
as an alternative to lithium-ion batteries (LIBs), especially for large-scale energy
storage applications [1]. SIBs are showing a number of significant advantages over
LIBs, such as ease of storage and transportation along with having abundant and
easily accessible raw materials, thus explaining the attention these systems have
received [1–7]. The stochastic nature of some green energy sources such as wind and
solar, require us to be able to stabilize the energy to enable us to use it during the
times where no energy is produced, during the night or during windless days. This
among other applications connected to our ever-growing energy consumption, have
highlighted the need for further development of different battery technologies.

First and foremost lithium is mainly found in small amounts in the Earth’s crust,
leading to high prices, long transports and other undesirable complications con-
nected to mining industry, such as humanitarian concerns regarding the workers as
well as the environmental impact. Sodium on the other hand is one of the most
abundant elements in the earth’s crust and in the sea, making it both cheaper and
more environmentally friendly to extract [3]. Worth mentioning is that some lithium
is present in soil and seawater as well, and there exist methods to extract it, but the
low concentrations prove a challenge [8]. The concentration of sodium as compared
to lithium in the earth’s crust is 23600 ppm to 20 ppm, this combined with an overall
higher cost for extraction and purification of lithium as compared to sodium, makes
this option rather undesirable [9].

Another benefit of SIBs is that unlike lithium, sodium does not alloy with aluminium
at low potentials, allowing for both current collectors to be made from inexpensive
aluminium. LIBs require the current collector at the anode side to be made from
copper, which is significantly more expensive and also dissolves into the electrolyte
below a certain voltage, thereby destroying the battery. SIBs do not show this
behaviour since aluminium does not dissolve into the electrolyte even after full dis-
charge to 0 V, allowing for safer storage and transportation [10].

Since the LIBs have been firmly integrated into the industrial apparatus over the
years, SIBs have a great opportunity as a "drop-in" technology, since all the principal
components are very similar, and a battery factory could with minimal adjustment
transition to production of either battery [4]. At least this is considered a possibility,
although there are many aspects to be considered and investigated before one can
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1. Introduction

say whether it is feasible and/or lucrative.

One of the problems with SIBs is the not yet fully understood internal mechanisms,
this in turn slows the development and improvement of the technology [11]. Com-
paring a well developed commercially available LIB, with 350 mAh/g of specific
capacity, to a hard-carbon SIB with 250 mAh/g, which corresponds to Na0.67C6
formation at 0.25 V versus Na/Na+, we see that there is still some improvement
to be made [9]. Comparing energy density instead, a commercially available 18650
LIB will range from 530 to 785 Wh/l, whilst an 18650-size cell SIB reported by the
French research agencies CNRS and CEA has 250 Wh/l [9]. The aforementioned
SIB might be considered the most advanced commercial cell of its kind, but no
information on electrode or electrolyte materials is provided [12].

To truly be able to improve this capacity and enhance other aspects of the SIB
technology we need to deeply understand the mechanisms at play, and there has been
a lot of research for elucidating these mechanisms [13–22]. Of particular interest is
the formation of the solid electrolyte interphase (SEI), which is formed in the first
few cycles of the battery due to degradation of the electrolyte.

Another mechanism of great importance is the intercalation of sodium into the an-
ode structure. In LIBs the preferred anode material is graphite, and it is highly
structured and allows for good and predictable Li-ion intercalation. Graphite does
not produce any reasonable capacity for SIBs, and the to date most promising anode
material for SIBs has been hard-carbon (HC), sometimes referred to as nongraphi-
tizable carbon [23]. HC has an amorphous structure with some highly ordered
domains, making it rather unpredictable. The production of HC is very simple and
it can be derived via pyrolysis of coconut husk or banana-peels [24, 25], as well as
other organic materials, making it very cheap. Due to its highly disordered struc-
ture it is susceptible to change with varying production methods, temperatures and
precursors. While not posing a great difficulty when considering large scale produc-
tion, it is a hindrance when it comes to research. Many articles only mention that
HC is used as an anode, while many factors such as porosity, loading etc. can have
great impact on capacity and cycling characteristics, thus making comparisons in
literature harder.

The sodium storage mechanism into HC is thought to be constituted by three main
processes: edge/defect site occupancy, intercalation and pore filling [13–22]. The
different mechanisms are illustrated in figure 1.1. The debate is mainly as to what
occurs when, the voltage profile for sodiation/desodiation is well known, the chal-
lenge is in correlating and interpreting data to fit this curve. The voltage profile
will usually have a linear decrease in potential until reaching approximately 50% of
capacity (this is usually referred to as the sloping region), which usually constitutes
the majority of the voltage drop (down to 0.1 V), and it is then followed by a plateau
that stretches over the remainder of the capacity as seen in figure 1.2 (called the
plateau region).

2



1. Introduction

Figure 1.1: The three main processes for Na+ (shown as red dots) storage into
HC.

These two different regions have been investigated using diffusion coefficient mea-
surements, different NMR techniques, small angle X-ray scattering just to mention
a few, but no consensus on the mechanism has been reached [15].

Figure 1.2: The voltage profile for the discharge of a SIB. Cycle 1 at charging/dis-
charging rate C/10. These curves will have a different appearance depending on
anode material used, this one is for the HC used in this study. More information in
section 3.1 (Electrochemical cycling and cell build).

3



1. Introduction

1.1 Battery monitoring
To be able to monitor these battery systems different optical sensors have been in-
vestigated [26]. The optical sensors allow for operando measurements by placing the
sensing part into the actual battery. This allows not only for measurements at the
highest value location, but also real time monitoring. Considering these benefits
from optical sensors, the step towards using them for operando mechanistic studies
seems small. Optical sensors are not the only option being explored, electrochemical
impedence spectroscopy (EIS) [27–29], and remote query measurement [30–32] are a
few techniques falling under the category contact measurement, just like the optical
sensors. Contact measurements are characterized by the direct sensing, which in
turn reduces the need for complex and computationally demanding algorithms used
in contemporary systems [33]. More importantly than potentially reducing the com-
putational load, is reducing the need for algorithm based estimations, and relying
on actual measurements instead.

1.2 Aim
The aim of this project is to incorporate fiber optic sensors into SIBs to better un-
derstand the storage mechanism of sodium-ions into HC in SIBs. This will be done
by implementing fiber optic sensing, using the nanoplasmonic sensing (NPS) tech-
nology developed by Insplorion AB (Gothenburg, Sweden). The fiber optic sensor
will be embedded into the battery, allowing for measurements of internal chemi-
cal events. Operando measurements will then be conducted to be able to monitor
battery internal processes in real time. The batteries will undergo electrochemical
cycling while measurements are carried out, hence operando measurements. These
two datasets will then be compared to find correlations between signal and mecha-
nism. All the steps leading up to mechanism determination will be documented and
evaluated. Thus a sizeable amount of this study focuses on findings and method
development along the way.

A rigorous approach will be taken where each component of the system is investi-
gated before moving on to operando measurements. Based on these findings and
literature research, an attempt will be made to shed light on the mechanism at play,
and the possibility to measure it. A considerable amount of research has been done
on the subject, but no real consensus has been reached, hopefully this study will be
another brick in the building of a complete understanding of the mechanism.

1.3 Limitations
This study is limited to using voltammetric data provided by the cycling unit as well
as the optical data aquired by the spectrometer. Whilst it would have been beneficial
to perform further studies on the HC anode, there is published data available which is
used in this report [34]. The optical data could have been attempted to be verified
via a greater range of different system combinations, such as different sensors or

4



1. Introduction

battery assemblies. Autopsies of cycled batteries could have been attempted for
further information as well. The comparisons made to existing mechanistic theories
found in this report are purely based on comparison to literature. Deciphering the
raw optical data is very difficult due to the complexity of the system measured.

Another limitation to drawing final conclusions is the use of half cells in this study.
By using pure sodium metal as the cathode material, the contribution from any
structure or chemical components to the system can be ruled out. Especially since
a part of the focus is to investigate the anode properties, this is beneficial. For
applying the findings to an actual working full cell on the other hand, this approach
will limit the usability of the data.

5
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2
Background and Theory

The following sections give a short introduction to the batteries being studied and
the sensors used for this. Furthermore some of the mechanisms proposed for HC
sodiation in the literature will be introduced.

2.1 Batteries

While batteries have been around for a very long time, we make certain distinction
between something like a voltaic pile, which was invented by Alessandro Volta 1800,
and a rechargeable battery. Since electric current in batteries is based on the electric
potential between two electrodes and their ion and electron transport pathways (like
a simple lemon battery), the battery will be consumed once the starting materials
have reached equilibrium [35]. This type of battery is referred to as a primary bat-
tery. Secondary battery technologies were later developed where the application of
a reversed current charges the battery by reversing the ion flow. The first secondary
battery was a lead-acid battery invented by Gaston Planté in 1859 [36].

The use of these secondary batteries has been widespread and soon more energy
dense solutions were researched, leading to the development of the lithium ion bat-
tery (LIB) by Sony Co. in the 1990s [37]. The following 30 years this technology
has been commercialized, optimized and integrated into other technologies. But
with increased global usage some limitations of the LIBs become apparent. Among
other the mining of lithium is limiting. Adding to this limitation, the climate change
pushes the development for green alternatives to fossil fuels, such as wind and so-
lar. These energy technologies are of a stochastic nature, leading to the necessity of
grid stabilization and energy storage [38]. Together with the development of more
electric vehicles the demand for batteries is higher than ever. This is reflected in
the research done in the field, there were 119188 new publications on batteries from
2010 to 2017 [37]. This corresponds to a 260% increase in total literature volume
on the subject in that time span according to a search on the Web of Science on-
line database. Compared to other published literature in the same period, battery
research experienced 4.5 times the percentual rate of growth.
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2. Background and Theory

The battery research is divided between those further striving to enhance the lithium
based technologies and those looking for new alternatives. The alternatives to LIBs
are among others, battery systems based on sodium, magnesium, zinc and alu-
minium, of which the sodium systems show the greatest promise to be able to
replace the current LIBs [39]. The aforementioned battery systems are based on the
same working principle as LIBs, although different approaches exist, for example
flow batteries [40] and metal-air batteries [41], just to mention a few.

2.1.1 Sodium-ion batteries
There is a lot of research going into greener alternatives to LIBs [4], and the obvious
choices to replace Li are some of the elements surrounding Li in the periodic table,
such as Na and K for example. These elements share some important traits such as
low ionization energy, and can be used in batteries in a similar manner to Li. The
SIBs have shown great promise for a number of reasons, mainly abundance and cost
efficiency of raw materials. LIBs require an expensive copper current collector at
the anode side due to an alloying process between lithium and aluminium at low
potentials, something that cannot be observed for sodium aluminium systems [42].
Therefore a more inexpensive aluminium current collector can be used on the anode
side as well as on the cathode side in SIBs. The stability of the system allows for
storage and transport at 0 V. This has a great impact on improved shelf life, but
the main benefit is the ease of transportation, which furthermore is beneficial for
global commercialization.

Comparing SIBs to LIBs, there are some intrinsic differences, among others the
ionic radius, 1.03 Å for Na+ and 0.71 Å for Li+ [23]. The electrochemical potential
is also different, 2.71 V vs. standard hydrogen electrode (SHE) for Na/Na+ and
3.04 V vs. SHE for Li/Li+. These differences play a large role when considering
suitable electrolytes, anode materials, and final applications based on performance.
See section 2.1.2 (Hard carbon), for more information on how the anode material
needs to be adapted to suit Na+ storage. The working voltage of the battery is of
course affected by the difference in electrochemical potential, reducing the output
voltage of a single SIB cell. Nevertheless, a lower voltage also opens up a greater
range of possibilities for electrolytes, since the stability under applied voltage is not
as constrained as in the LIB-systems.

Considering capacities, a SIB based on HC has the theoretical capacity of 279
mAh/g, based on the assumption that the intercalation compound formed is NaC8
[43]. This is the most used reference capacity in literature, although higher capaci-
ties can be achieved. Wen et al. showed that expanded graphite with an interlayer
spacing of 0.43 nm could deliver 284 mAh/g at a current density of 20 mA/g [44].
This suggests that the intercalation contribution to the Na+ storage reaches it limit
at 279 mAh/g, as calculated, but that there are more factors at play. More on
this in section 2.5 (Sodiation mechanism). There are much higher capacity alterna-
tives as well, such as the red phosphorous anode, which is theoretically capable of
2596 mAh/g [45]. However, due to a number of limitations including large volume
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expansion and poor conductivity, the system is not ready for use.

2.1.2 Hard carbon
Many different options have been considered and investigated as anodes in SIBs [11].
A wide range of materials has been tested, including carbons [46–49], oxides/sulfides
[50–52], phosphorous[45, 53, 54] and alloys [55, 56]. Among these the HC anodes
have distinguished themselves as the most promising alternative due to their low
cost, ease of production and non toxicity in tandem with a reasonably high capacity
[22].

The behaviour of different types of graphitizing carbons and their temperature de-
pendence during synthesis has been investigated in the first half of the 1900s [57].
It was as early as 1934 that graphite-like structures were found in carbon black
materials [58]. The most common anode material for LIBs is graphite, which has an
interlayer spacing of 0.33 nm, and even though the Na ions are theoretically small
enough to fit in between the layers, experiments with electrochemical/vapor inter-
calation have shown that it only produces a capacity of 31 mAh/g [59]. Instead the
material mainly used for SIB anodes is HC, which is amorphous and varies greatly
based on synthesis procedure [60]. Depending on the pyrolysis temperature the HC
will exhibit varying degrees of graphitization, Sun et al. propose a differentiation be-
tween purely disordered, pseudo-graphitic and graphite-like regions in the material
[22]. They define disordered carbon as having above 0.40 nm d-spacing, pseudo-
graphitic as having a d-spacing between 0.36 and 0.40 nm and the graphite like will
as mentioned above have a d-spacing of 0.33 nm. There are also other structural
details arising from different concentration of defects and impurities in the material,
depending mainly on the precursor used in the synthesis process [22, 24, 60–62].

2.1.3 Solid electrolyte interphase (SEI)
In a battery based on alkali and alkaline earth metals, these are always covered by
a thin surface layer, created by the reaction between the electrolyte and the metal
[63]. This surface layer has the properties of a solid electrolyte, still capable of ion
transport, although it provides stability to the electrode. Because of it acting as an
interphase between electrode and electrolyte, it is referred to as the solid electrolyte
interphase (SEI). The SEI is also present at the anode side, where it plays a vital
role in hindering anode decomposition into the electrolyte [64]. The SEI is formed
during the first cycles in a battery and it affects a multitude of factors, such as metal
electrode corrosion and reaction kinetics [65].

2.1.4 Sodiation mechanism
As mentioned in the introduction there are a number of theories regarding the Na
ion storage mechanism into HC, but no consensus on which of them is correct.

The first proposed mechanism was put forward by Stevens and Dahn [66–68], and
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suggested an insertion-filling mechanism. The first step of the mechanism would be
the insertion of Na+ into the parallel graphitic layers. This step would correspond
to the sloping region of the voltage profile as seen in figure 1.2. The following plateau
region was then attributed to the filling of the nanopores of HC. This conclusion
was drawn from in-situ small angle X-ray scattering (SAXS) measurements indi-
cating that the scattering from the nanopores decreased once reaching the plateau
region, suggesting the nanopores filling up with Na+. This theory was backed up
by Komaba et al. [18], analyzing commercial HCs using ex-situ X-ray diffraction
(XRD), SAXS and Raman spectroscopy. Again, after discharging to 0.1 V, the
Bragg peak from X-ray measurements shifted to a lower angle from 23.4◦ to ca. 21-
22◦, suggesting Na+ insertion into graphitic layers during the sloping region. The
Raman spectroscopy showed a red-shift during the sloping region, but no shift in
the plateau region, further strengthening the proposed theory. A red-shift means a
change that corresponds to a change from higher to lower wavelengths.

Another study by Zhang et al. employing X-ray spectroscopy found no shift of
the Bragg peak during the discharge process while performing in-situ measurements
of polyacetonitrile-derived HC [69]. Instead a new mechanism was proposed, the
adsorption-filling mechanism correlates the sloping region to two different mech-
anisms depending on the HC structure, and the plateau region to mesopore fill-
ing. Samples prepared at temperatures exceeding 1000 ◦C show greater amounts of
mesopores, as well as a more significant contribution to the capacity of the plateau
region. The plateau region therefore still exhibits a pore filling mechanism as previ-
ously thought. The sloping region is thought to be a combination of two adsorption
mechanisms, one being Na+ adsorption at heteroatom defect sites, mainly N and
O. A decrease of these heteroatoms gave rise to a loss in capacity during the sloping
region. The other mechanism during the sloping region is Na+ adsorption on the
disordered graphite sheets, but due to the broad Bragg peak, Na+ intercalation
cannot be entirely ruled out. There are more studies supporting the adsorption-
filling mechanism with minor adjustments to the theory [70, 71]. There are some
deficiencies in the filling-part of the theory since the storage mechanism in this part
is thought to be dependent on porosity, there are some contradicting studies. For
example, some HCs have been found to have a smaller amount of pores when in-
creasing the pyrolysis temperature, while at the same time experience an increase
in plateau capacity [25, 71].

The third, more renowned mechanism is the adsorption-insertion model proposed
by Cao et al. [72]. By investigating Na+ storage into hollow carbon nanowires
produced by pyrolyzing polyaniline, the storage mechanism of Na+ below 0.1 V can
be observed to be similar to that of Li storage into graphite. Calculating the energy
cost based on the carbons interlayer spacing of 0.37 nm and the energy barrier of
0.053 eV, the insertion of Na+ is likely. Ding et al. was the first to observe a
reversible d-spacing expansion and contraction in the HC derived from peat moss,
using ex-situ XRD [73]. Since this layer dilation is analogous to the behaviour of
graphite upon Li intercalation, the mechanism has by many been believed to rule out
the pore filing alternative [25, 73, 74]. Sun et al. proposed an "Extended adsorption-
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insertion" model, which fills some gaps from previous work and offers an approach
to theoretical capacities of HC [22].

A more recent study by Stratford et al. tries to find a framework into which HCs
can be categorised, allowing for more accurate comparisons between different studies
[75], introducing a new concept of "average local structure", and defining this as
a region consisting of two parallel graphene fragments. To model these average
structures, pair distribution function analysis (PDF) and derivative PDF (dPDF)
are used. For the sloping region this study proposes two different mechanisms,
beginning by addition of Na+ near the surface of the HC. This results in carbon
layer expansion due to electron donation from the Na, making the interlayer spacing
and split pores virtually indistinguishable. During the plateau, cluster forming is
believed to be the dominant contribution to the capacity, which is confirmed by
solid state NMR, displaying a "Knight-shift" which is indicative of metallic sodium
forming. The proposed mechanism is therefore intercalation-filling, which brings us
almost all the way back to the mechanism suggested by Stevens and Dahn [66–68,
75].

2.2 Electrochemical cycling
Galvanostatic Cycling with Potential Limitation (GCPL) is a method where the
battery is charged and then discharged with a constant current over several cycles.
The speed of these cycles is determined by the C-rate, which is defined as the applied
(constant) current that will fully charge an empty battery during one hour. Of course
this also applies to discharge, so a full charge/discharge cycle at 1-C takes two hours.
Slower C-rates operate at lower currents, so C/10 will take ten hours for a complete
charge/discharge. The limits defining when a charge or discharge is complete are
based on the potential, in the case of the batteries in this study, the limiting lower
and upper potentials are 0 and 2 V respectively. The lower limitation is naturally
the equilibrium state, but the upper limit is derived from the battery components
stability in the electrolyte. Voltages well above 2 V may result in the decomposition
of the components, and to stay perfectly safe the 2 V limit was chosen [76].

For determining the cycling current, the capacity of the battery needs to be known,
then the applied current to achieve a certain C-rate can be calculated according to
equation 2.1, where mA is the current in milliamperes and h is the time in hours.

Capacity(mAh)
Cycling time(h) = Applied current(mA) (2.1)

2.3 Fiber optic sensors
With the increasing demand for electricity, specifically green energy, used for grid
applications as well as transportation, batteries have a big role to play. Optimiza-
tion of these batteries, both in production and in application, relies on accurate
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measurements of the batteries internal components. In application this is repre-
sented by measuring systems determining the state of the battery and feeding this
to a battery management system (BMS), which will optimize the use of the battery
while having safety switches for extreme conditions. To gain all this information,
contemporary BMS systems use measurements like voltage, current and temperature
information to compute parameters like state of charge (SOC) and state of health
(SOH) [77]. These measurements are based on electrical connections, which may
suffer from electromagnetic interference. Furthermore, these measurements cannot
be taken within the cell structure, leading to delays and poor convergence with BMS
algorithms [26]. As mentioned in the introduction there are methods for improved
battery measurements not relying on fiber optics, such as EIS [27–29] and remote
query measurement [30–32], but they lie outside the scope of this work.

To solve aforementioned problems with the traditional measuring systems using
electrical connections, a number of different fiber optic sensors have been investi-
gated, for example fiber bragg grating (FBG) sensors and fiber optic evanescent wave
sensors [26]. Fiber optic sensors possess some inherent features which make them
desirable for battery monitoring, such as being electrically insulated and immune to
electromagnetic and radio frequency interference, as well as being small enough to
be inserted into a battery almost without changing overall size and weight of even
smaller cells [78]. Over the last five years the fiber optic sensing for battery applica-
tions has made up 32% of the published articles regarding new battery monitoring
technologies. This showcases the recognized potential of the technology.

In this study an optical fiber with a metallic nanostructure enabling plasmonic res-
onance will be used for measurements. More on the sensing structure in section 2.4
(Nanoplasmonic sensing(NPS)). This nanoplasmonic sensor possesses many of the
aforementioned desirable traits of fiber optic sensors. While the different sensors
mentioned earlier in this section focus on on-board sensing, and the NPS sensors
also are mainly focused on fulfilling that specific function, this study will use the
technology for research and development work which in this case is inherently differ-
ent from the on-board application. Therefore the outcome of the sensors suitability
for this task will be evaluated.

2.3.1 Nanoplasmonic sensing (NPS)
Most of us are familiar with the particle-wave duality where a photon can be de-
scribed as either a wave or a particle depending on our observation [79]. The same
kind of phenomenon can be observed in the electron field composed of delocalized
electrons found in metals. The oscillations in the mechanical vibration of the elec-
tron field can be described and quantified into a quanta, called a plasmon. There
is a phenomenon called surface plasmon resonance (SPR), which is the foundation
nanoplasmonic sensing (NPS) is based upon. Nanomaterials exhibit uniquely differ-
ent properties from their bulk counterparts since the scale reaches the limit for some
physical phenomena. Therefore many fundamental processes become size/thickness
and shape dependent [80].
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NPS enables measurements at the nanoscale without the need for invasive high-
energy methods such as electrons, neutrons or X-rays, having high enough energy
to affect the true equilibrium, or leave artifacts in the material measured. Instead
the SPRs can be read by the means of low-energy optical spectroscopy, resulting in
minimal impact of the measurement [81].

Figure 2.1: Schematic illustration of the working principle of NPS. A: The plas-
monic peak and its correlation to wavelength. B: The effects of changing the refrac-
tive index of the material surrounding the plasmon, from low RI (blue line) to high
RI (red line).

The surface plasmons (SPs), can interact with photons of a wavelength matching the
SPs resonance condition. When the plasmon is excited it will absorb and scatter the
incoming light, which can be seen as a peak in an extinction spectrum as illustrated
in figure 2.1. Figure A is highlighting how a specific wavelength produces a peak
extinction at the wavelength λpeak, figure B shows the two most useful readouts of
the optical signal upon changing the plasmons resonance conditions, that is change
in λpeak (∆λ) and change in ∆extinction (∆Ext).

For most plasmonic sensors Au is used for its nobility, ensuring chemical resistance
in many measuring environments. Furthermore Au displays a narrow and well de-
fined plasmonic peak, allowing for clean and easy to read spectrum. The plasmons
are sensitive to their dielectric surrounding thanks to the strongly enhanced elec-
tromagnetic fields in the direct proximity of the nanostructures. Through such
enhancement, plasmon resonance sensitivity depends on the tiny variations in their
surrounding dielectric medium. The plasmons can interact with the photons trav-
eling within an optical fiber, thus producing an easy and fast way to monitor ev-
erything the plasmons sense. The greatest weakness of this system is that there is
only one readout, but not necessarily only one process that is being measured [81].
In effect this means that the signal lacks specificity, it can tell that it senses some-
thing but not what it is. Therefore a framework of other methods needs to exist to
be able to verify what happens in the system subject to analysis, alternatively the
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system needs to be so well known that there is no doubt as to what is actually being
measured.

2.3.2 NPS applied to battery sensors
The NPS technology is compatible with optical fibers, by physical vapor deposition
(PVD) the gold structure can be applied to the optical fiber. The instrument used
for the fibers in this study is a FHR MS 150 Sputter. Sputtering is a class of thin
film technology based on the material to be deposited being bombarded with plasma
ions, vaporizing it. The gaseous material can then be uniformly condensed onto the
substrate surface [82]. The coating can be done selectively while the fiber rests on
a surface, allowing for a one sided coating or a two sided one if desired. This allows
for further selectivity, since the sensing structure can be turned towards a specific
location of interest within the battery. Noteworthy is that without any sensing gold
structure at all, the fibers are still able to sense their surrounding quite efficiently,
much like an evanescent wave sensor would [26].

To ensure the sensor remains unaffected by chemical events or current inside the bat-
tery, a fluoropolymer coating is applied to most sensors in this study before testing.
A number of cells in this study are cycled with uncoated fibers as well to investigate
the effects of the coating. Current might affect the sensor via plasmoelectric effects,
which is a relationship between plasmons and charge. Warren et al. has shown that
plasmons produce a current under light irradiation and vice versa [83]. In the case
of the cells investigated in this study, the plasmoelectric contribution to the charge
in the battery might be considered negligible, although the plasmons are more likely
to be affected by the charge in the battery.
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The system that is studied in this report is very complex due to the possible in-
teractions between the fiber sensor and the battery components. To be able to
understand all the components, how they perform, and how they will contribute to
the collected signals during operando measurements, they will initially be studied
separately. First the sensing fibers are tested, then the batteries, and finally they are
assembled and tested together. The cells in this study are half cells, which enables
the exclusion of any disturbances from cathode contribution to the system.

3.1 Materials

The HC used in this study was kindly provided by Beda et al. [60] table 3.1. The
HC was dried in a kiln for 2-3 hours at 100◦ C, before assembly of any cells. The
parameters available for the electrode material from Beda et al. [60] is seen in
table 3.1. It is a commercially available hard carbon called PAC2 from Aekyung
petrochemical, South Korea. This commercially available electrode material has
according to Beda et al. a reversible capacity of 278 mAh during the first cycle, and
a 14% initial irreversible capacity.

Table 3.1: The parameters for the HC used [60]. Listed to the left is a short
explanation to the measurements, for further information please refer to the original
article.

Property Value
Part. size (µm) 5-10
Interlayer spacing d002 (Å) 3.75
Specific surface area N2 2 SSA (m2/g) 3.8
Specific surface area CO2 SSA (m2/g) 3.6
Active surface area ASA (m2/g) 6.4
Oxygen based surface groups COx (mmol/g) 0.070
Tap density (g/cm3) 0.96
He Tap density (g/cm3) 1.95
Electrode porosity (%) 46
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The sodium used was bought from Sigma Aldrich as cubes in mineral oil, 99.9%
trace metals basis. For cleaning the cubes from oil hexane was used, also purchased
from Sigma Aldrich, laboratory reagent grade >95%. The separator material used
was a Whatman glass fiber filter which was dried in the same fashion as the HC (2-3
hours in a kiln at 100◦ C). The electrolyte is 1 M hexafluorophosphate (NaPF6) in
EC:DMC(1:1) by weight. The battery casings and other metal components of the
cell were made from stainless steel.

For the fibers a multimode optical fiber was used. For more on the sensor fabrication
see section 2.4.1 (Applied to battery sensors).

3.2 Methods
Below the different methods and procedures for measuring and data processing are
introduced.

3.2.1 Cell set-up and electrochemical cycling
Before the cells for operando testing were assembled the same principle as for the
fibers was followed, the system was simplified for easier optimization and trou-
bleshooting. The first step was to ensure proper cell handling and operating proce-
dures using LIBs, the reasoning behind this is to train on a similar system without
wasting for example hard carbon. After three successfully cycling lithium iron phos-
phate (LFP) cells, the focus was moved onto SIBs. The SIBs constructed will serve
as reference cells to be able to compare how the fiber might affect cell stability and
performance.

The cells for operando measurements are built in two stages, first outside of the
glovebox, and then under argon atmosphere inside the glovebox where oxygen and
water content was kept <10ppm. The first step consists of drilling a hole through
the casing to allow for the optical fiber to pass through. This was done with a 0.8mm
carbide drill in a Proxxon drill press, drilling from the inside out while the casing
is supported by an angled holder. This allowed for the burr created by the drill bit
to be pushed to the outside where it would not interfere with internal components
such as the gasket, and more importantly the fiber. This method proved superior
to drilling from the outside in, which required further polishing and cleaning up of
the hole. After drilling the casing, the fiber sensor was installed and secured with
tape to ensure proper alignment with the drilled holes. The alignment is crucial
to success since a misalignment during crimping of the cell certainly will lead to
breaking the fiber, and it is very hard to do inside the glovebox due to thick gloves
and lower visibility. After inserting the lower casings with their attached fibers into
the glovebox the rest of the components are added according to figure 3.1. First
the gasket is put in place, followed by the HC anode with a diameter of 14 mm
which needs to be slipped under the fiber. Then the separator measuring 17 mm
in diameter is added and soaked with 60 µl of the electrolyte. Thereafter a 15 mm
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in diameter Na metal cathode is brushed with a toothbrush to ensure cleanliness
and lack of oxides upon assembly, then spacer, spring and upper casing are added
to enclose the cell. The assembled cell is then put into a hydraulic crimper and put
under 70 kg/cm2 of force to permanently close the battery. As a last step a small
amount of 5-minute epoxy was prepared and used to seal the drilled holes were the
fiber protrudes to make sure no contaminants reach inside the battery. The battery
was left for the glue to cure in the glovebox.

Figure 3.1: Components of battery cells for operando measurements.

The cells were then connected to the electrochemical cycling equipment, a Biologic
(BCS-805 and BCS-810), as well as an Insplorion M8: 8-Channel Analyzer. The
connection of the fibers is explained in section 3.3 (Bulk refractive index sensitivity
(BRIS)). The program used for cycling is shown in table 3.2, and is designed to
give a wide variety of C-rates to analyze, as well as a number fast cycles (C/1)
to age the battery to some extent and evaluate the fiber performance under these
conditions. This cycling program was not the first one used, and some cells seen in
the results have been cycled using a similar program with the single difference being
that the two C/10 cycles at the beginning are not part of the looping. Meaning that
step number 17 in table 3.2 would read "Steps 5-16 x 4" instead. The Insplorion
8-Channel Analyzer software is amongst others used to adjust the integration time,
ensuring a photon count of approximately 30000, regardless of possible defects in
the spliced fibers.
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Table 3.2: Cycling program, where CC is constant current.

Step Type Mode C-rate Voltage
number cut-off
1 Discharge CC C/10 0V
2 Charge CC C/10 2V
3 Rest 5 minutes
4 Repeat Steps 1-3 x 2
5 Discharge CC C/5 0V
6 Charge CC C/5 2V
7 Rest 5 minutes
8 Repeat Steps 5-8 x 4
9 Discharge CC C/2 0V
10 Charge CC C/2 2V
11 Rest 5 minutes
12 Repeat Steps 9-12 x 4
13 Discharge CC C/1 0V
14 Charge CC C/1 2V
15 Rest 5 minutes
16 Repeat Steps 16-18 x 4
17 Repeat Steps 1-16 x 4

3.2.1.1 Capacity fade determination

An important characteristic of batteries is their deterioration over time, this can be
due to electrolyte degradation amongst others [84]. It is of course desirable that this
deterioration, collectively labeled capacity fade, is as slow and as small as possible,
therefore it becomes a good measure for how well your batteries are performing
capacity-wise. Operando measurements mean little to nothing when performed on
a system that is not functional, therefore the capacity fade is investigated for the
different batteries used.

As we can see in 3.2, there are several platforms following a pattern, these correspond
to the different C-rates. The cycling starts off at C/10 which is the curve we see
coming from the top, then the program follows a rythm of four C/5 cycles, four
C/2 cycles and four C/1 cycles to then restart at C/5. Each plateau is hence
comprised of four datapoints. The harder the battery is pushed, meaning higher
charge amperage and higher C-rates, the lower the capacity will be due to the ions’
inability to move fast enough, and the lack of time for the entire system to stabilise.
No permanent damage is done to the system, it simply does not operate as well
under these conditions, which is why the capacity rises once more as soon as the
C-rate drops. The previous sentence is apparently not entirely true, because the
following C/5 plateau is not as high as the last one. This is the capacity fade, but
it makes no great sense to compare it across C-rates, instead the value from each
plateau is taken early on, and the same corresponding plateau is then measured a
few cycles later.
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Figure 3.2: The capacity fade for different C-rates as a function of cycling. Lines
to guide the eye only.

3.2.1.2 Dip coating of fibers

Some fibers were coated with a fluoropolymer to protect the sensing structure from
the harsh environment inside the battery as well as from the plasmoelectric effect.
The fibers were first cleaned for 10 minutes in an ozone cleaning device, then dip-
coated with a submersion and extraction speed of 40 mm/min, and a hold time of 3
s. Great care was taken as to not allow the wet fiber touch anything (in the region of
the sensing structure) during the curing process. The curing consists of 15 minutes
at 80◦C followed by 30 minutes at 180◦C.

3.2.2 Experimental set-up, optical measurements
Two different setups have been used, one for BRIS measurements and one for
operando measurements. The optical part of the measurement remains the same,
apart from only one channel being needed during BRIS experiments, therefore omit-
ting the 8-channel optical switch. Otherwise the setups are much the same, one hav-
ing connected leads for the voltammetric equipment and the BRIS measurements
not having them, therefore the splicing procedure will be explained only once for
BRIS-measurements.

3.2.2.1 Bulk refractive index sensing (BRIS)

A method commonly used to assess sensor performance in solution is called BRIS,
it consists of measuring the ratio between sensor output changes to the change in
refractive index. When experimenting with different fibers this is an invaluable tool
to get basic information regarding a sensor without having to go through the rather
lengthy setup and preparation for operando measurements.
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The connection between the fiber from the instrument and the fiber sensor is achieved
via fusion splicing. The instrument used for this is a fusion splicer made by Furukawa
electric, model: fitel ninja NJ001. The ends of the fibers are clamped within the
instrument, then brought together and finally melted together by the means of an
electric arc. Prior to this process the fiber ends need to be stripped of any coating
and cut to produce a good edge for fusion splicing. Two different fiber coatings were
used in this study, one composed of acrylate and the other of polyimide. The coat-
ing can be removed chemically or mechanically for the acrylate fiber, in this study
the mechanical approach was taken due to the speed and simplicity of the process.
The coating is stripped with a fiber stripper tool, much resembling a cable strip-
per, then it is cut with a fiber cleaver made by Ericsson model: EFC11-STD. The
polyimide coating cannot be mechanically stripped and was therefore chemically
stripped instead.

Figure 3.3: BRIS as measured from optical center in nm vs refractive index unit.
The BRIS value is the slope of the model fitted to the curve.

The resulting BRIS value is given in nm/R.I.U where R.I.U is Refractive Index Unit.
This can be calculated by several different optical parameters such as peak position,
extinction and optical center. In the case of BRIS calculation using extinction,
the unit will be Ext.(%)/R.I.U . The most reliable method was found to be optical
centre, the reason for this is sometimes ill defined peaks in the spectrum. The optical
center is the weight center of the spectrum. For this determination the optical signal
is filtered using a Savitzky-Golay filter to smooth out the data, before any further
calculations were made. The BRIS calculation is then performed as seen in figure
3.3, where the peak position as calculated by optical center is plotted against the
known refractive index of the tested solutions. Then a linear function is matched
to the plot, and the slope of this linear function is the BRIS. Due to complications
when taking a reference spectrum in pure water, the measurement for 0% is taken
during the time-span right before measurements, when the fiber is suspended in air.
Figure 3.3 is derived from figure 4.1.
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The sensing part of the fiber is approximately 1.5 cm long, and the fiber is bent into
a small loop where the sensing structure is at the apex of the loop. This loop is then
firmly affixed overhanging a table enabling a glass dish to be brought to the fiber.
A schematic view of the set-up can be seen in figure 3.4, where the path of the light
is indicated with arrows. With a pair of tweezers the surface tension is broken and
the fiber is submerged into the liquid. For these tests a mixture of ethylene glycol
(EG) and water is used in concentrations of 5%, 10% and 20 %. The test sequence
is starting at 0%, represented by the fiber freely hanging in the air, and goes up
to 20% and then ramps back down to 0%, which is to confirm that the fiber is not
affected by residual solution. Based on the results it was decided that no rinsing
between cycles is needed. The different concentrations of EG in water are used for
changing the refractive index in the surrounding of the fiber. Water has a refractive
index of 1.333 refractive index units (RIU) [85], and the different concentrations of
the EG in water when measured with a refractometer, correspond to 5% = 1.339
RIU, 10% = 1.345 RIU and 20% = 1.350 RIU, which matches the numbers in figure
3.3 rather well. The refractive index values on the x axis of figure 3.3 are calculated
from the fractions of water and EG and their corresponding refractive indexes as
seen in equation 3.1, where A is the fraction of EG in %, 1.43 is the refractive index
of EG and 1.333 is the refractive index of water.

RI = A ∗ 1.43 + (100 − A) ∗ 1.333
100 (3.1)

Figure 3.4: A simple schematic of the experimental set-up for BRIS-measurements.

21



3. Materials and methods

The setup seen in figure 3.4 is not optimal due to the fact that the fiber is bent
during measurement. This both affects the lights pathway and the surface density
of the gold nano-film. In the case where the fiber only has the sensing structure
on one side this effect is also highly dependent on fiber orientation. This bend is
furthermore not present in the battery during operando measurements, and not as
comparable as might be desirable. To negate these effects a new fiber holder was
designed and produced using 3D-printing. The holder can be seen in figure 3.5, and
is designed to be able to squeeze the fiber between two O-rings horizontally. This
ensures the straightness of the fiber while allowing for liquid to surround the entire
sensing structure. After clamping the fiber it does not need to be removed from the
holder to change solutions due to the drain at the bottom, which can be opened to
collect the previous solution, and then closed again to receive the next solution to
be measured.

Figure 3.5: The final prototype of the new fiber holder. Fiber location highlighted
by the blue line.

In spite of trying several different rinsing procedures, the signal remained affected.
Furthermore, the signal was noisy as seen in figure 3.6 in spite of the holder sitting
rigidly clamped in a holder. Due to the poor results this holder was abandoned.

3.2.2.2 Operando measurements

For the electrochemical cycling a Biologic (BCS-805 and BCS-810 with the BT-
lab software V1.65) was used according to the tabulated program in table 3.2. As
previously mentioned, the splicing for these measurements was carried out in the
same manner as described in section 3.2.1 (Bulk refractive index sensing (BRIS)).
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Figure 3.6: Transmission spectrum when using redesigned fiber holder.

For the spectral measurements an Insplorion M8: 8-Channel Analyzer was used,
enabling simultaneous operando measurements for up to eight batteries at a time.
Noteworthy is that the batteries were cycled in a room subject to sunlight through
an adjacent window. Depending on the season, the temperature could change up to
3◦C during the course of 24 hours. To reduce the influence on the fiber by sunlight
and fluorescent lighting from light bulbs in the room, a box with a dark lining was
placed over the cells whilst cycling. A perfect fusion splice should be affected as
little as possible by the surrounding light, but in some cells a peak in the spectrum
revealed the presence of stray light when the spliced region was uncovered.

3.2.3 Data processing
The data collected from the instruments is stored in .txt files which then are used
in Matlab© for further calculations [86]. The majority of the code was provided
by Athmane, the first supervisor of the project. Although some sizeable rewrites
happened and new pieces of code were added during the course of the year, the
large majority of the code was used as is. A complete check of the entire code is far
beyond the scope of this thesis. The code will not be available in this thesis due to
Insplorion AB (Gothenburg, Sweden), still using the code in their work to further
develop their technology.

The electrochemical data is matched to the optical signal by time indexing, allowing
for the detection of discrepancies or mismatches in the data set due to e.g. lag. The
majority of the code is for sorting data parameters, and presenting them in different
graphs, although a few calculations are made, which are explained below.

The optical center is calculated by integrating the area under the curve of the spec-
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Figure 3.7: Schematic of the experimental setup for operando experiments. Red
and black are the positive and negative leads respectively, and orange are the con-
nectors to the optical fiber (in black).

trum and then finding whatever wavelength corresponds to half the area value [87].

State of charge (SOC) is defined in 3.2 and will usually be given in %. The available
capacity is whatever capacity is available at that instance in time, while the rated
capacity is the calculated max capacity of the cell.

SOC = Available capacity

Rated capacity
(3.2)

Depth of discharge (DOD) is defined in 3.3, and is essentially SOC reversed, where
100% DOD corresponds to a fully discharged cell, and therefore 0% SOC.

DOD = 1 − Available capacity

Rated capacity
(3.3)
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The results are divided into to the preparatory tests (BRIS and electrochemical
cycling), before moving on to the operando tests. The first tests are performed to
get an understanding of how the components function on their own to better be able
to interpret the more convoluted and complex operando experiments.

4.1 BRIS
By reducing the system to a simpler state where the sensor preferably only senses one
changing parameter, the performance of the sensor can be investigated. Extinction
plots give information on response and signal stability.

Figure 4.1: Light extinction as recorded in Insplorer software. Change in extinc-
tion as a function of time. The different colored lines correspond to the different
wavelengths in nm shown in the legend. The specific fiber used for this test is a
single sided fiber without fluoropolymer coating.
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As we can see in figure 4.1, a sharp increase can be seen each time the fiber is
submerged into the liquid and equilibrium is reached very fast, most of the bumps
preceding the equilibrium is probably due to fiber movement or interactions with
the tweezers used to break the surface tension. After submersion, a small slope can
be observed until extinction levels drop back down to zero, this is probably due to
residual liquid drying on the fiber. An effort was made to let the levels drop back
down to zero extinction before proceeding, though it matters little, since it is washed
away by the next solution and the amount is too small to significantly change the
concentration of following solutions. Another clear trend when comparing the 600
nm and 700 nm spectra (blue and green plots in figure 4.1), is that the concentration
has reversed effect on the extinctions. This is due to the maximum of the plasmonic
peak being located in between these measurements, this phenomenon can be seen
more clearly in figure 4.2, where some full spectra for one battery cycle is shown,
the spectra are referenced to the beginning of the cycle, and each line represents
the spectrum position in time, where the blue lines are the beginning of the cycle,
and they become more and more red towards the end. For a more comprehensive
explanation to the correlation in voltage signal see figures 4.10-4.12. For now we
are primarily interested in the plasmonic peak, which would be located close to 750
nm in this case, at the inflection point. When the plasmon peak shifts, the greatest
change in extinction may be seen in the inflection points of this peak. As can be seen
in figure 4.2, these inflection points are found at 600 nm and 820 nm respectively,
meaning that the peak is found in between these wavelengths. The peak is located
where a minimal change in extinction can be seen, which is approximately at 750
nm.

Figure 4.2: Some ∆Ext. spectra for one complete battery cycle (charge/discharge),
referenced at the beginning of the cycle.
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To better understand the information we get from these spectra a few extra plots
have been constructed. In figure 4.3 data from the same fiber as in figure 4.1 is shown
where the transmission referenced to air vs wavelength is shown. The signal in air is
simply taken during the first seconds of measurements before the fiber is dipped into
solutions. One can see a clear overlap of the two curves in each concentration (apart
from 20%, which only has one curve), suggesting that the signal is not significantly
affected by previous measurements, considering the order in which the measurements
were taken, as explained in section 3.2.2.1 (Bulk refractive index sensing (BRIS)).
There is also a visible shift in ∆λ, following the concentration gradient as explained
in figure 2.1.

Figure 4.3: Extinction referenced to the signal in air as a function of wavelength,
this is considered the plasmonic peak

To be able to quantify these result for easier comparison, three different values are
extracted from the data, all of them are measures of BRIS. One is based on peak
position, one on the optical center and the last on on percentage of extinction. The
plot for the optical center BRIS determination can be seen in figure 3.3, and the BRIS
value is the slope of the curve. The different results from the three determination
methods can be seen in table 4.1, and based on the stability of the optical center
determination, this was chosen as the preferred method, see section 3.2.1. Variance
of the extinction method was 65000 with a standard deviation of 260.
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Table 4.1: BRIS-values as calculated from different parameters.

Fiber Fluoropolymer Single or Peak Optical Extinction
(#) coated (y/n) double sided Pos. Center

fiber (nm) (nm) (%)
1 n Single 1886.8 1600.2 199.5
2 n Single 2010 1452.8 376.7
3 n Single 1651.5 1718.6 651.7
4 y Single 1465.8 1046.4 155.5
5 y Single 1361.9 885.5 188.0
6 y Single 1237.2 911 108.6
7 n Double 1796.6 1695.9 444.6
8 n Double 1149.1 1540.3 477.8
9 n Double 1613.2 1609.9 583.7
10 y Double 826.1 1201.4 336.8
11 y Double 1115.1 1244.2 -324.1
12 y Double 717.6 1005.5 188.4
13 n Double 1552.2 1293.8 258.5
14 n Double 1254.5 962.5 269.4
15 n Double 1379.6 1310.2 275.9
16 n Double 1603.3 1170.3 486.1
17 y Double 1076.6 1128.1 357.7
18 y Double 1887.5 1014.7 202.1
19 y Double 1031.3 1073.9 177.8
20 y Double 1144.5 963.7 60.5

To easily visualize the variance of each data set and the difference between them,
figure 4.4 was constructed. There are two sets of two sided fibers due to these
being the fibres mainly used for operando testing. As can be seen in figure 4.4, the
fluoropolymer coating has a negative impact on the sensitivity.
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Figure 4.4: Variance in nm/R.I.U for the BRIS tested fibres. X marks the middle
measurement, the line in each stack represent the median value, and for the last two
measurements which contain four data-points instead of three, the extreme values
are shown with the extending markers.

4.2 Electrochemical cycling
To get an understanding of how intrusive the fiber might be to the battery, a set
of reference cells are cycled alongside the cells with optical sensors embedded into
them. The two measures used to determine this are the capacity fade over cycles,
which is calculated as mentioned in 3.2.1.1, and the efficiency. In figure 4.5 and
figure 4.6 we can see the different plateaus corresponding to the different C-rates
and we can see that the reference cells follow the same trends as the operando cells.
To further be able to compare these results, four representative cells of each category
have been tabulated in table 4.2.
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Figure 4.5: Capacity fade for the first 50 cycles for 5 reference cells, each data-
point corresponds to a cycle, they appear in groups of four following the cycling
plan as seen in table 3.2

Figure 4.6: Capacity fade for the first 50 cycles for 4 operando cells, each data-
point corresponds to a cycle, they appear in groups of four following the cycling
plan as seen in table 3.2

When comparing the values in table 4.2 the cells with optics show a trend of expe-
riencing more capacity fade. This might be due to leakage at the drilled entry holes
for the fiber, even though it has been glued with epoxy. It may also be that the
electrolyte is contacting the epoxy and is interacting with it. And of course there are
possible interactions with the fiber sensor that might affect this as well. It should
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also be mentioned that the 40 first cycles are the most turbulent ones, and that the
trend might stabilize upon further cycling.

Table 4.2: Capacity fade over 40 cycles

Cell type C/5 C/2 C/1
(%) (%) (%)

Reference 9 25 33
Reference 10 17 50
Reference 10 14 20
Reference 10 14 20
With optics 25 38 50
With optics 18 29 40
With optics 30 29 40
With optics 22 33 75

A second way for comparing the cells is to take a look at the Coulombic efficiency
vs cycle number where the efficiency should be close to 100% across the cycles. In
figure 4.7 we see the reference cells, and in figure 4.8 we see the cells containing
the optical sensors. Notice that the outlying high and low values correspond to the
changes in C-rates, but that the majority of the data points are right where they
are supposed to be, at 100%. To further clarify this, figure 4.9 shows a reference cell
(in blue) and a cell with optics (in red), where the coulombic efficiency stays stable
for both cells during 80 cycles.

Figure 4.7: Coulombic efficiency vs cycle number for reference cells.
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Figure 4.8: Coulombic efficiency vs cycle number for operando cells.

Figure 4.9: Coulombic efficiency vs cycle number for one cell with optics (red) and
one reference cell (blue).
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4.3 Operando measurements
The operando measurements have suffered from complications with the set up and
the fragility of the fibers. Since every single step is carried out manually, many cells
had defects which made the data unsuitable to collect. In the end three cells with
the double sided fibers showed similar and reproducible trends. Six cells with single
sided fibers are also presented, and the different fibers and their characteristics are
listed in table 4.3. The last two single sided fibers (with sensing structure towards
the anode) are included mainly to provide a better overview of the system and a
wider base for discussion. They are nevertheless the only two cells of their kind, and
not the three most stable and representative as is the case with the other two sets,
and therefore do not carry the same weight and significance in the conclusions.

Table 4.3: Fiber number and characteristics

Fiber number 1 or 2-sided Coated (y/n) Orientation
1 2 yes -
2 2 yes -
3 2 yes -
4 1 no Separator
5 1 no Separator
6 1 no Separator
7 1 yes Anode
8 1 yes Anode

To analyse the spectrum as efficiently as possible, it is of great importance to find
the signal which contains the most relevant information. In this case it would be
the spectrum with a wavelength triggering the maximal response from the plasmonic
resonance. To investigate this figures 4.10-4.12 have been produced to show how the
spectrum responds during cycling. In figure 4.10 the plasmonic peak is found close
to 750 nm, furthermore, the response at higher wavelengths shows greater amplitude
compared to wavelengths below the plasmonic peak. In figure 4.13 the effect of this
can be clearly seen in the optical signals. In the light of this distribution, closer
analysis is made using the ∆Ext. at 850 nm.

33



4. Results and discussion

Figure 4.10: Voltage data compared to the ∆Ext. spectra at a few timestamps
for cell 1 (2-sided, coated). The time correlation between the plots is illustrated by
the color of the graph.

Figure 4.11: Voltage data compared to the ∆Ext. spectra at a few timestamps
for cell 6 (1-sided, uncoated, towards separator). The time correlation between the
plots is illustrated by the color of the graph.

Figure 4.11 is showing cell 6, which has no fluoropolymer coating and the sensing
structure towards the separator. Compared to cell 1 in figure 4.10 the plasmonic peak
has shifted to approximately 650 nm. This can be due to a number of reasons, firstly
the lack of coating obviously changes the refractive index in the fibers immediate
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surrounding, a theory that might be discarded due to the similarities to figure 4.12.
Cell 8 as seen in figure 4.12 has the fluoropolymer coating, which is why we would
rather suspect the sidedness of the fiber to cause the change in plasmonic peak
position and not the coating. However, the single sided cells with fibers oriented
towards the anode make up a poor population size, combined with the data not
showing as clear trends as the other cells, it is a poor foundation for conclusions.
As mentioned, a possibility for the change in plasmonic peak position between the
double and single sided fibers is the interaction of light between the two sides,
where the double sided fiber due to the larger sensing area might sense multiple
chemical events surrounding it, leading to extinction at different wavelengths. A
third possibility is that the sensing structure towards the separator senses little to
no change. This would be expected due to no chemical change in the structure of
the separator as opposed to the anode material. The sensing would then in this case
be done by the naked fiber, acting like an evanescent wave sensor as mentioned in
section 2.3 (Fiber optic sensors).

Figure 4.12: Voltage data compared to the ∆Ext. spectra at a few timestamps
for cell 8 (1-sided, coated, towards anode). The time correlation between the plots
is illustrated by the color of the graph.

Even though the data in figure 4.12 does not show any overwhelmingly clear signal,
the plasmonic peak remains close to 650 nm, suggesting that the coating of the fiber
has less significance to the results than the single or double sidedness of the sensor.

In figures 4.13-4.15, we see one representative cell from each category and the data
collected for them. The other cells and their graphs as seen in table 4.3, can be
found in Appendix 1 as figures A.1-A.5. Electrochemically, the voltage and current
is recorded and then via Matlab matched to the optical output, which is a spectrum
recorded in intervals. In theses overview figures the wavelengths 650 nm and 850 nm
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were chosen to represent the entire picture, this is due to their favourable position
in correlation to the plasmonic peak. The extinction is presented as ∆Ext. with the
reference is taken at the beginning of cycling.

Figure 4.13: An overview of the different parameters measured during operando
measurements for fiber 1 (2-sided, coated). 650 and 850 nm were chosen as best
wavelengths according to figure 4.10.

Before any deeper analysis of the signal, some features of the graphs ought to be
more thoroughly examined, in figure 4.13 both optical signals show an increase in
amplitude as time progresses, the 850 nm signal more so than the 650 nm one.
Furthermore, a slight drift in the signal can be observed, again more prominently
for the 850 nm signal.
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Figure 4.14: An overview of the different parameters measured during operando
measurements for fiber 4 (1-sided, uncoated, towards separator). 650 and 850 nm
were chosen as representative wavelengths according to figure 4.10.

In figure 4.14, the fiber is single sided and oriented towards the separator, the
drift and amplitude increase as seen in 4.13 is minimal here. At this point in the
measurements the cycling regime has changed to the one found in table 3.2. For
further information on the change in cycling regime see section 3.2.1 (Cell set-up
and electrochemical cycling).

Figure 4.15: An overview of the different parameters measured during operando
measurements for fiber 7 (1-sided, coated, towards anode). 650 and 850 nm were
chosen as representative wavelengths according to figure 4.10.

The measurement for cell 7 was interrupted due to computer issues, and therefore
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the graph in figure 4.15 is starting in between cycles. Since the majority of the
measurement was intact and uninterrupted during this period, it was chosen to
represent the entire cycling of the cell. Some drift and signal amplification can be
seen.

Figure 4.16: Voltage signal and ∆Ext. vs time for cell 1 (2-sided, coated).

Having established that 850 nm produces a high amplitude in ∆Ext. for all the
different sets, a few more figures were produced to get a better sense of signal drift
and correlation between the voltage and optical signals. These trends can be seen in
figures 4.16-4.21, and like before, the cells not shown here are listed in the appendix
in figures A.6-A.15. The seemingly inverted signal which is clearly visible when
comparing figure 4.17 and 4.19, is due to the plasmonic peak shifting in different
directions. measurement in the light of the plasmonic peak shift, hence the raw
signal is much the same between the two figures.
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Figure 4.17: Voltage signal and ∆Ext. vs time for cell 1 (2-sided, coated).

Figure 4.18: Voltage signal and ∆Ext. vs time for cell 6 (1-sided, uncoated,
towards separator).
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Figure 4.19: Voltage signal and ∆Ext. vs time for cell 6 (1-sided, uncoated,
towards separator).

Figure 4.20: Voltage signal and ∆Ext. vs time for cell 8 (1-sided, coated, towards
anode).
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Figure 4.21: Voltage signal and ∆Ext. vs time for cell 8 (1-sided, coated, towards
anode).

The inverted readout between the fibers depending on sidedness is further clarified
in figures 4.22-4.25, where figures 4.22 and 4.23 show cell 3:s voltage and ∆Ext. vs
DoD at C/10 and C/5 respectively. Comparing this to the corresponding plots for
cell 4 in figures 4.24 and 4.25, one can see the trend of the optical signal, though
inverted, remains the same. Every ∆Ext. is referenced to the start of the discharge,
meaning that permanent changes such as SEI layers, will be referenced out for
following cycles.
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Figure 4.22: A collection of signal responses from the discharge cycles at C/10,
voltage and ∆Ext. vs DoD. The colors match the optical responses to the voltage
signal of corresponding cycle, and also show a gradient where early cycles are deep
blue and later cycles turn to red. This graph is for cell 3 (2-sided, coated).

Both figure 4.22 and 4.24 contain the first cycle of the cycling regime, and in both
cases the first optical signal response deviates from the rest of the cycles. This is most
likely due to the SEI formation process, further proving the sensors ability to sense
change in chemical composition. Every ∆Ext. in figures 4.22-4.25, is referenced to
the start of the discharge, meaning that permanent changes to chemical composition,
such as a SEI layer, become hidden in the signal after complete formation.
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Figure 4.23: A collection of signal responses from the discharge cycles at C/5,
voltage and ∆Ext. vs DoD. The colors match the optical responses to the voltage
signal of corresponding cycle, and also show a gradient where early cycles are deep
blue and later cycles turn to red. This graph is for cell 3 (2-sided, coated).

The voltage signal displays a trend where the plateau region diminishes over time,
most clearly seen in figure 4.24. According to Sun et al. the Na-ion storage mech-
anism follows the adsorption-intercalation model, and states that the contribution
from intercalation to the overall capacity is seen in the plateau region. The reason
for the intercalation being associated with the plateau region is the slow kinetics
involved in reaching the areas suitable for intercalation as well as the intercalation
itself. Considering the cells in this study and the very high C-rates they experienced
in intervals, it is reasonable to assume some capacity fade due to ions left in the
HC structure, more specifically, one would expect to see a decrease in the plateau
region. Since the kinetics in this region are slower, it would be here the main part
of ions are trapped, leading to a "poisoning" of the anode.
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Figure 4.24: A collection of signal responses from the discharge cycles at C/10,
voltage and ∆Ext. vs DoD. The colors match the optical responses to the voltage
signal of corresponding cycle, and also show a gradient where early cycles are deep
blue and later cycles turn to red. This graph is for cell 4 (1-sided, uncoated, towards
separator).

Figure 4.25: A collection of signal responses from the discharge cycles at C/5,
voltage and ∆Ext. vs DoD. The colors match the optical responses to the voltage
signal of corresponding cycle, and also show a gradient where early cycles are deep
blue and later cycles turn to red. This graph is for cell 4 (1-sided, uncoated, towards
separator).
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Since the data collected are insufficient to enable us to propose a Na-ion storage
mechanism, most of the analysis and discussion are on a qualitative level.

As the plasmons are sensitive to many phenomena, sensing complex systems, will
need to rely on correlations. Using different sensors and protocols and other probes
as references. In tandem with other methods that possess greater specificity, such as
Raman and in situ NMR spectroscopy, NPS might be a valuable tool in elucidating
the Na-ion storage mechanism in HC.

The sensors clearly do, however, sense internal events in the battery cells, and can
reliably measure these in real time. The measurements are reproducible and sensitive
to the charge and discharge cycles as well as SEI formation.

5.1 Improvements to the method
The sensor holding implement for BRIS measurements might be improved to allow
for measurements in a fashion more closely resembling the way they are oriented
during operando measurements i.e. without a bend. How to properly do this still
needs to be explored, although it is most likely a very low priority due to the decent
results gathered from the bent setup.

Having the batteries cycle in a climate controlled chamber without light sources
would greatly decrease the number of factors potentially affecting the measurements.
The room in which the measurements were conducted was open and other people
were working at adjacent surfaces, which means further risk of drafts or bumps that
might shake the fibers, which they are quite sensitive to.

5.2 Further experiments
The test most notably lacking from the lineup of tests is maybe the one with a bare
fiber. Using this measurement as a reference one might get a better understanding
of how and why the single sided fibers differ from the double sided ones, which
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could be very valuable. Furthermore, completing the tests with a matrix of all the
different configurations, and have more tests to reliably produce statistically sound
theories would be of great benefit.

There is significant difference between the fiber types measured, suggesting that
different setups might be used to gain different insights to the system. In this
study the greatest change in position of the fiber was achieved by orienting the gold
structure towards the separator or the anode, although there might be information
gained on how ion transport is perceived by the fiber if it was placed on the other
side of the separator (between the separator and the cathode). In this position we
would not expect any chemical change after formation cycles, and if it indeed does
not sense anything in this position, a double fiber setup might be used where the
second fiber could act as an internal reference sensor.
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Figure A.1: An overview of the different parameters measured during operando
measurements for cell 2. 650 and 850 nm were chosen as representative wavelengths
according to figure 4.10

Figure A.2: An overview of the different parameters measured during operando
measurements for cell 3. 650 and 850 nm were chosen as representative wavelengths
according to figure 4.10
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Figure A.3: An overview of the different parameters measured during operando
measurements for cell 5. 650 and 850 nm were chosen as representative wavelengths
according to figure 4.10

Figure A.4: An overview of the different parameters measured during operando
measurements for cell 6. 650 and 850 nm were chosen as representative wavelengths
according to figure 4.10
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Figure A.5: An overview of the different parameters measured during operando
measurements for cell 8. 650 and 850 nm were chosen as representative wavelengths
according to figure 4.10

Figure A.6: Voltage signal and ∆extinction vs time for cell 2.
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Figure A.7: Voltage signal and ∆extinction vs time for cell 3.

Figure A.8: Voltage signal and ∆extinction vs time for cell 4.
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Figure A.9: Voltage signal and ∆extinction vs time for cell 5.

Figure A.10: Voltage signal and ∆extinction vs time for cell 7.
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Figure A.11: Voltage signal and ∆extinction vs time for cell 2.

Figure A.12: Voltage signal and ∆extinction vs time for cell 3.
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Figure A.13: Voltage signal and ∆extinction vs time for cell 4.

Figure A.14: Voltage signal and ∆extinction vs time for cell 5.
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Figure A.15: Voltage signal and ∆extinction vs time for cell 7.
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