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Abstract

Along with the common goal of reducing fuel consumption for vehicles, the hybrid
electric vehicle stands out as a mean for more fuel efficient driving. Besides the
conventional combustion engine and fuel tank, the hybrid electric vehicle is also
equipped with an electric motor and a battery for propulsion. Car manufacturers
are presently working to provide the markets with the next step of this concept,
the plug-in hybrid electric vehicle, allowing the on-board battery to be recharged
from the power grid.

The aim of this master thesis is to evaluate two different energy management
strategies for plug-in hybrid electric vehicles. These energy management strategies
consist of both control strategies as well as battery discharge strategies.

This thesis evaluates an already existing control strategy based on rules for
energy management. It also involves Matlab R� and Simulink R� implementation
of a control strategy; the Equivalent Consumption Minimization Strategy (ECMS),
which is based on the concept of optimal control. ECMS operates by continuous
evaluation of the fuel consumption cost for different power splits as a basis for
selecting the most fuel efficient operating point between the internal combustion
engine and the electric motor.

Two battery discharge strategies have been investigated. The first one is the
Charge Depletion Charge Sustaining (CDCS) strategy, depleting the battery in an
all-electric drive first and then operating in sustaining mode. The other method is
to blend the use of the electric motor with the combustion engine at various points
throughout the entire trip in a blended mode discharge strategy.

A comparison has been made between a rule-based control strategy with CDCS
and the ECMS control strategy for both blended and CDCS discharge. The com-
parison is done with respect to fuel consumption but side effects related to the
battery power usage are observed as well. It is concluded that fuel consumption
using ECMS with a blended discharge can be reduced by 4.2 % on average and by
1.0 % on average for CDCS discharge, compared to using the rule-based control
strategy with CDCS. Battery power losses are reduced by 15.6 % under a blended
discharge strategy and by 7.9 % for CDCS discharge.

Keywords: Plug-in hybrid electric vehicle, ECMS, Optimal control, Charge Deple-
tion Charge Sustaining, Blended discharge, Discharge strategies, Control strate-
gies, Energy Management, Fuel consumption minimization.
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Abbreviations
AER All Electric Range
CDCS Charge Depletion Charge Sustaining
ECMS Equivalent Consumption Minimization Strategy
ECU Electric Control Unit
EM Electric Motor
EMS Energy Management System
GB Gearbox
ICE Internal Combustion Engine
ISG Integrated Starter Generator
HEV Hybrid Electric Vehicle
NEDC New European Drive Cycle
PHEV Plug-in Hybrid Electric Vehicle
RMS Root Mean Square
SoC State of Charge

Physical parameters

Notations of the physical parameters with their units
ρair Density of air, [kg/m3]
ηgr,EM Efficiency of the gear between the electrical motor and the rear wheels
ηgr,belt Efficiency of the belt connection between the ICE and the ISG
Af Front area, [m2]
Cd Air dynamic drag resistance
Dtot Estimated trip distance, [m]
fr Rolling resistance coefficient
g Acceleration of gravity, [m/s2]
grEM Gear ratio between the electric motor and the rear wheels
grbelt Gear ratio of the belt connection between the ICE and the ISG
m Vehicle mass, [kg]
Paux Auxiliary power, [W ]
rwhl Wheel radius, [m]
Q Electric charge capacity, [C]
Qlhv Lower heating value, [J/kg]
SoCfinal Final State of Charge, [%]
SoCinit Initial State of Charge, [%]
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Physical variables

Notations of the physical variables with their units
ωwhl Wheel angular velocity, [rad/s]
ωEM EM angular velocity, [rad/s]
ωCrSh Crankshaft angular velocity, [rad/s]
ωISG ISG angular velocity, [rad/s]
θ Road grade, [rad]
d Currently traveled distance, [m]
Fdrive Drive force of the vehicle, [N ]
Fdrag Drag force of the vehicle, [N ]
Froll Rolling resistance force of the vehicle, [N ]
Fgrade Road grade force of the vehicle, [N ]
grGB Gearbox ratio between crankshaft and front wheels
i Battery current, [A]
ṁfuel Fuel mass flow, [kg/s]
Rbatt Battery resistance, [Ω]
Pbatt Battery power, [W ]
Pbatt,loss Battery losses, [W ]
PEM,El Total EM power, [W ]
PEM,mech Mechanical EM power, [W ]
Pfuel,ICE ICE fuel power, [W ]
Pfuel Total fuel power, [W ]
PISG,El ISG total power [W ]
Ploss,El Electrical power losses, [W ]
Ploss,mech EM mechanical power losses, [W ]
SoCref State of Charge reference, [%]
SoC Current State of Charge, [%]
TEM,whl EM torque seen at the wheels, [Nm]
TEM EM torque seen at the motor, [Nm]
TCrSh,whl Crankshaft torque seen at the wheels, [Nm]
TCrSh Crankshaft torque, [Nm]
TICE ICE torque seen at the engine, [Nm]
TISG ISG torque seen at the shaft, [Nm]
Twhl Requested torque at the wheels, [Nm]
Vbatt Battery voltage, [V ]
v Velocity, [m/s]
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1 Introduction

In times of frequent debate regarding the price, peak production, politics and
secure delivery of oil as well as if or how to best prevent climate change, the
much oil associated automotive industry is consequently handed a list of matters
to consider. One way of decreasing the fossil fuel dependency of vehicles is to use
a different energy source for their propulsion. A Hybrid Electric Vehicle (HEV) is
based upon a conventional vehicle powertrain with an Internal Combustion Engine
(ICE) and fuel tank, but with the addition of an Electric Motor (EM) and a
secondary energy storage in the form of an electric battery. The main purpose
of a HEV is to save fuel, which is done by partially using the EM for propulsion
and regenerative braking (to charge the battery). A more recent development
from the HEV is the Plug-in Hybrid Electric Vehicle (PHEV) which introduces
the ability to charge the battery externally, from the grid, before the trip and
then leaving it depleted at the end. Doing so allows for larger potential savings
in fuel consumption, especially since the battery size is usually selected larger for
a PHEV. A larger battery increases the All Electric Range (AER) of the vehicle,
allowing it to drive further distances while only consuming electric energy. For a
more detailed description of the hybrid vehicle concept, see Section 2.

According to [1] and [2], about half of all trips made in Sweden (by any means
of transportation) are work related, and the average distance to work is 16 km.
This suggests that even a modestly sized battery for a PHEV may have a significant
impact on fuel consumption and carbon dioxide emissions by allowing all-electric
driving for a large part of the daily trips. When it comes to “well-to-wheel”
emissions, it is important to consider how the grid electricity is produced.

The commercialization of PHEVs is still in an early stage with the earliest
launches in 2010 and many more to come in 2012. This may suggest that there is
plenty of room for improvement and optimization with respect to fuel consumption
as academia findings are being bridged into the industry. One such area is within
the Energy Management System (EMS) of the vehicle, whose task is to control the
power split between the ICE and the EM in order to achieve an efficient energy
usage.

1.1 Project background

Volvo Car Corporation is in the process of developing a PHEV for commercial
use. The EMS used to control the powertrain is employing a Charge Depletion
Charge Sustaining (CDCS) battery discharge strategy by applying a set of rules
to decide conditions for battery discharge. This strategy may also be referred to
as the nominal strategy throughout this thesis, simply because it is the one to
which comparisons are made. Essentially CDCS implies that the EM stands for
all propulsion in a Charge Depletion mode (CD) until battery charge is low, after
which the ICE performs most of the propulsion in a Charge Sustaining (CS) mode
for the remainder of the trip. The CS mode makes sure to keep a minimum level
of battery charge, and may involve occasional electric propulsion if enough energy
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is regenerated from braking. An alternative to this particular discharge strategy is
to use the battery more evenly over the entire trip. This is referred to as blended
mode driving simply because it blends fuel and battery usage. See Figure 1.1 for
an illustration of the two discharge strategies.
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Figure 1.1: Illustrations of typical characteristics of the two discharge strategies.
The CS segment of the CDCS strategy seems flat, but does in practice fluctuate
within the CS-region as energy from regenerative braking is charged and consumed
along the trip.

Studies have shown that it may be possible to reduce the relative fuel con-
sumption by 1-4 % by using a blended discharge strategy for trips exceeding the
AER of the vehicle [3], compared to the CDCS strategy. A blended discharge
strategy can be realized by a control method such as Equivalent Consumption
Minimization Strategy (ECMS) [4], [5]. The principle of ECMS is based on, at ev-
ery time instant, comparing an estimated cost of fuel and electricity consumption
when deciding the power split between ICE and EM propulsion. With the cost
as a basis, other conditions such as battery level and trip distance apply, which
may be used to manipulate the perceived cost of propulsion. The lowest perceived
cost is then what decides the power split of the ICE and EM. Section 4.4 contains
a more detailed description of ECMS. In comparison to much of the literature,
which commonly investigates the ECMS control strategy for more simplified vehi-
cle models, this thesis aims for an evaluation of ECMS using a more thorough and
comprehensive model with multiple dynamic states.

1.2 Aim

The purpose of the thesis is to implement a blended discharge strategy based on
the ECMS control strategy for a dynamic and extensive vehicle model of a PHEV.
Under the assumption of a known trip length, the ECMS should be evaluated
against a rule-based CDCS discharge strategy, with respect to fuel consumption.
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1.3 Exclusions

The purpose of the thesis is not to determine a control strategy for trips with
an unknown length. Furthermore, the thesis will not investigate development of
algorithms for route recognition as a mean to determine the trip length a priori.
No drive cycles with topography will be investigated, i.e only drive cycles with flat
ground will be investigated. There will be no considerations taken to emissions
such as NOx, CO2, HC and particles while minimizing the fuel consumption.
The thesis does not intend to find globally optimal solutions for benchmarking
purposes using Dynamic Programming (DP), as this is simply not viable for a
model with a significant number of dynamic states.

1.4 Objectives

The central objectives of the project, in order of importance, are to

• Develop and simulate a control strategy, for a pre-built vehicle model, based
on ECMS and make comparisons with today’s rule-based control strategy.
Evaluation with respect to fuel consumption is based on two discharge strate-
gies; blended mode and CDCS.

• Study side-effects such as changes in battery power losses due to different
control and discharge strategies.

• Design the control strategy so that it can be implemented as a real-time
control system in the energy management system of the vehicle.

• Investigate how the drive cycle layout, with respect to high and low speed
segments, affects fuel consumption.

1.5 Outline

This thesis report is started off with a brief overview of different kinds of power-
train configurations for a HEV. The powertrain of the simulated vehicle is then
presented with more in-depth detail, including the modeling of its key components;
engine, motor and battery. After describing the vehicle model, the energy man-
agement problem is presented first in order to form a basis for understanding the
ECMS control strategy. After the theory about the ECMS control a more specific
description is given of how the vehicle model and ECMS theory are implemented
and used to obtain the results. The results chapter begins with the presentation
of some parameter tuning and is then followed up by the main results. After a
general analysis of the results, some issues and uncertainties are discussed further
as well as some suggestions of future work. The report ends with a conclusion of
the main findings.
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2 The Hybrid Electric Vehicle

Starting from a conventional vehicle with an ICE and fuel tank, the HEV differs
mainly on two points; in addition it also has an EM for propulsion and an elec-
tric battery for energy storage. See Figure 2.1 for a brief overview of an HEV
powertrain.

!" #$!
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Figure 2.1: An example of an HEV powertrain configuration. The ICE and the
EM are capable of propulsion both separately and in parallel to each other.

One of the main benefits that the EM and battery bring is the ability to reuse
kinetic energy by regenerative braking. Instead of only using mechanical brakes,
the EM is able to alone or partially brake the vehicle by operating as a generator
and thus recharging the battery. The HEV concept accounts for two more factors
that may reduce fuel consumption. Firstly, it allows for downsizing of the ICE,
i.e making it less powerful, reducing its displacement and thus lowering the in-
stantaneous fuel consumption for a specific operating point. The power reduction
is compensated for by the EM as high power demand can still be delivered by
assisting the ICE. Secondly, the degree of freedom introduced by the EM can be
used to shift the operating point of the ICE. Such shifts could be done successfully
by using the EM to assist the ICE in situations where high torque is demanded.
Another example is to go by all-electric drive for a low-torque demand, where the
ICE efficiency is low and thus avoiding such operating points completely.

An important detail concerning the HEV concept is that the battery charge
shall be left at the same level by the end of the trip as in the beginning of the trip.
This implies that battery energy may only be “borrowed” during the trip which is
quite limiting to how much fuel that can be saved. This is where the PHEV comes
in, allowing for a full battery to be completely discharged during a trip and thus
allowing for larger savings in fuel.
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2.1 Powertrain configurations

For both HEVs and PHEVs, there are three common powertrain configurations;
the series, the parallel and the parallel-series powertrain configuration.

The series configuration is presented in Figure 2.2 and as can be seen, the
propulsion of the vehicle is done with the EM. The ICE is mechanically decoupled
from the wheel axle; instead the engine is coupled to a generator that converts the
mechanical energy to electrical energy to either charge the battery or drive the
EM. The configuration is considered to be the one closest to a pure electric vehicle
[6]. An advantage is that the engine is completely decoupled from the wheels and
this results in that the engine operation point can be chosen freely. However,
a disadvantage is that all the fuel energy goes through conversion to electricity,
involving conversion losses.
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Figure 2.2: A series configuration of the powertrain for a HEV or PHEV. The ICE
is mechanically decoupled from the wheels and the EM handles the propulsion.

For the parallel powertrain configuration, both EM and the ICE are mechan-
ically connected to the wheels, which means that both of them can be used for
propulsion of the vehicle. The configuration is illustrated in Figure 2.3. Compared
to the series configuration, the ICE operation point can not be chosen freely in
this type of configuration, which is a disadvantage. The main advantage is that
neither of the power sources alone must be sized to meet a peak power demand
from the driver, since a combination of the two sources can be used [3].
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Figure 2.3: A parallel configuration of the powertrain for a HEV or PHEV. The
EM and the ICE can be used either separately or together.

The series-parallel powertrain configuration is a combination of the earlier two.
This configuration uses a power split device and divides the ICE power between
the mechanical path and the electrical path consisting of a generator and an EM,
see Figure 2.4. The power split device, often a planetary gear, allows the ICE to
some extent to be decoupled from the vehicle speed. It is possible to decide if the
engine should be used for propulsion or for charging the battery via the generator
[6]. Using the engine for propulsion directly may involve less energy conversion
losses compared to the series configuration.
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Figure 2.4: A series-parallel configuration of the powertrain for a HEV or PHEV.
The power split device is used for allowing different modes of engine operation;
idle, battery charging or hybrid propulsion.
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2.2 Investigated powertrain configuration

The vehicle treated in this thesis is a medium sized vehicle with specification
according to Table 2.1 and is a variant of the parallel hybrid vehicle configuration,
with an ICE on the front wheels and EM mounted on the rear wheels. This
implies that the motor and engine can operate either separately or simultaneously
for propulsion, using their respective energy sources.

Table 2.1: Powertrain specifications for the investigated vehicle.

Part Parameter Value

ICE max power 158 kW

max torque 440 Nm @ 4000 rpm

EM max power 50 kW

max torque 200 Nm

Battery cell type Li-Ion

capacity 11.2 kWh

voltage, V 400 V

All Electric Range, AER ∼ 50 km

ICE Transmission type automatic

number of gears 6

EM Transmission gear ratio, grEM 9.16

efficiency, ηgr,EM 0.96

ISG Transmission gear ratio, grbelt 2.71

efficiency, ηbelt 0.95

Chassis data mass, m 2040 kg

drag coefficient · front area, CdAf 0.74 m2

wheel radius, rwhl 0.3123 m

density of air, ρair 1.20 kg/m3

Fuel type diesel

heating value, Qlhv 42.9 MJ/kg

The powertrain configuration of the vehicle can be seen in Figure 2.5. The
EM is mounted on the rear axle with a fixed gear ratio, grEM , and with a clutch
mounted in series with the motor. When the EM is not in use, for example when
the battery charge is too low or the torque demand is too high, the clutch is used
for disengaging the EM from the rear wheels. The ICE is mounted in the front
together with a gearbox with six gears, where the current gear ratio is denoted
grICE . The powertrain also contains an Integrated Starter Generator (ISG), which
can be used for charging the battery when the charge level is too low or otherwise
made a priority. When the ISG is charging, the ICE has to apply some more
torque on the crankshaft. The ISG is also used as starter motor if the conditions
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for it are satisfied, e.g. if there is sufficient battery charge. To couple the ICE and
the ISG there is a belt between with a fixed gear ratio grbelt.
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Figure 2.5: The powertrain configuration, consisting of an EM and an ISG for
battery charging and an ICE and EM for propulsion. The ISG and ICE are
coupled by the crankshaft.
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3 Vehicle model

The vehicle model used for simulations is part of Volvo’s own vehicle simulation
environment, VSim, a toolbox for Matlab R� and Simulink R�. VSim simulates the
dynamics of vehicles and their subsystems along a one dimensional road trajectory
based on speed profile and time inputs. The vehicle model is quite extensive and
complex, accounting for the dynamics of many internal states. A model of such
complexity is not suitable for real-time control algorithms if its full functionality is
accounted for, simply due to the amount of computing power necessary. Therefore
a simplified version of the model is needed that only takes the important states
into account, without accounting for their dynamics. In this chapter the complex
VSim model is briefly explained as well as its relation to energy management. The
simplified model used for the decision based on ECMS is presented in more detail,
with the assumptions and simplifications made.

3.1 Dynamic powertrain model

The VSim model simulates multiple processes and their respective control systems
from a speed profile input to a vehicle movement output. For a brief overview
of this process, see Figure 3.1. Based on the speed profile, requested torque Twhl

and speed, ωwhl, are calculated. The driver is modeled by a PID-controller which
calculates Twhl based on the velocity in the drive cycle. The output of the energy
management block consists of the requested torque for the EM, ICE and the ISG,
based on demands from the simulated driver. These torques are then limited with
respect to drivability and safety, where the limits depend on requested torque,
current speed and various other states of the vehicle. When the requested torques
have been limited and controlled, the physical model can be simulated and an
update of the internal states is performed.

!
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1/#23&!
)$.$4-4$/5!-50!
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Figure 3.1: Given the inputs, a simulated driver makes torque requests in order
to follow the speed profile on which the requested torques have to be controlled
and limited for drivability before it is finally applying the actual torques on the
wheels. This is done iteratively every simulation time step.
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In the VSim model the longitudinal dynamics of the vehicle chassis are modeled
according to Newton’s second law of motion, where the vehicle is modeled as a
point mass

mv̇(t) =
Twhl(t)

rwhl� �� �
Fdrive

−

� ρair
2

CdAfv(t)
2

� �� �
Fdrag

+mg sin θ(t)� �� �
Fgrade

+ frmg cos θ(t)� �� �
Froll

�
(3.1)

Here, m is the vehicle mass, Twhl is the applied torque on the wheels, rwhl is the
wheel radius, Cd is the air dynamic drag coefficient, Af is the front area, v is the
velocity of the vehicle, ρair is the density of air, g is the acceleration of gravity, fr
is the rolling resistance and θ is the road grade [7].

VSim simulates not only the vehicle motion expressed in Equation (3.1) but
also various subsystems of the vehicle along with their respective states. Examples
include angular speeds for the wheels, the ICE and the EM, all affected by moments
of inertia, as well as voltages and currents of electric systems, emissions and tem-
perature. The simulation model also includes the control of various subsystems, for
example the engine, brakes, gear shifting, and so on. In Figure 3.2, the structure
in VSim with the modeled subsystems for the vehicle is shown. Each subsystem
has its own block and by using a bus connection it is possible to communicate with
each subsystem. The energy management is a part of the control block with the
name VehSysCtrl that contains the vehicle propulsion control. This control block
consists of acceleration pedal interpretation (calculation of wheel torque request),
cruise control, mode shift control (starting/stopping engine), gear selection, etc.

The programming of the Electric Control Units (ECUs) of the actual vehicle is
done with a production code generator called TargetLink R� [8], which is also from
where the control systems are downloaded for Simulink. In that way, the control
blocks used for simulations in Simulink match the functionality of the ECUs.

Figure 3.2: A visualization of the true model structure where the energy manage-
ment is a part of the block called VehSysCtrl that contains the vehicle propulsion
control.
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3.2 Simplified powertrain model

For the powertrain used in this thesis, with the powertrain configuration as in
Section 2.1, a simplified model with the different torques, efficiencies, gear ratios
and so on has to be derived to be able to perform the ECMS algorithm. The
parameter values in the powertrain can be seen in Table 2.1. Figure 3.3 shows a
simplified illustration of the states that the ECMS needs as inputs and the states
the algorithm outputs. It can be noted that only a few of the internal states are
needed.

The dynamic model in VSim

Drive cycle 
(velocity 

profile over 
time)

v, t

ECMS model, 
computing the 
optimal control 

signal

Twhl, !whl, SoC
TCrSh, 

TEM,

 TISG

Figure 3.3: A brief presentation of the relation between the dynamic VSim model
and the ECMS algorithm where the essential inputs and outputs are displayed.

Based on the torque applied on the wheels, Twhl, and the wheel speed, ωwhl, it
is possible to state the torques that EM, ICE and ISG have to deliver for propulsion
of the vehicle. The notations used for the torques and the speeds of the ICE, the
EM and the ISG are specified as in Figure 3.4.

The torque that is applied on the crankshaft, TCrSh, of the engine is

TCrSh =
TCrSh,whl

grGB

(3.2)

where grGB is the gear ratio in the automatic gearbox and TCrSh,whl is the torque
at the front wheels, which depends on the requested torque at the wheels from the
driver, Twhl. The gearbox is assumed ideal for simplicity. The crankshaft speed is
denoted by ωCrSh and depends on the wheels speed, ωwhl, requested by the driver
as

ωCrSh = ωwhlgrGB (3.3)
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Figure 3.4: The powertrain with the torques, speeds, efficiencies, gears and power
flows illustrated.

The torque that has to be applied at the shaft of the ICE, TICE , is then stated as

TICE = TCrSh − TISG,belt (3.4)

where TISG,belt is the torque that the ISG requires for extra propulsion on the front
wheels, seen at the crankshaft. A negative ISG torque corresponds to charging the
battery. The torque that is applied on the ISG shaft, TISG, is then stated as

TISG =
TISG,belt

grbelt
ηbelt,0 (3.5)

where grbelt is the gear ratio between the ICEs crankshaft and the ISG which is
coupled by a belt. The efficiency of the belt coupling is denoted by ηbelt,0 and
depends on if the ISG is used for propulsion or for charging the battery, according
to Equation 3.7. The speed of the ISG, ωISG, is stated as

ωISG = ωCrShgrbelt (3.6)

The efficiency of the ISG belt coupling depends on whether it is operating as
a starter motor or generator, as follows

ηbelt,0 =

�
1

ηbelt
if TISG > 0

ηbelt if TISG < 0
(3.7)

where ηbelt is the mechanical efficiency of the ISG belt coupling and ηbelt,0 is the
resulting efficiency depending on if the ISG operates as starter motor or generator.

The torque from the EM is denoted as TEM and depends on the torque re-
quested for the wheels and it is calculated as

TEM =
TEM,whl

grEM

ηgr,EM,0 (3.8)
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where TEM,whl is the EM torque at the rear wheels and ηgr,EM,0 is the efficiency
that is stated according to Equation 3.10 and depends on if the EM is used for
propulsion or regeneration. The gear ratio of the fixed gear is denoted by grEM .
The speed of the EM, ωEM , depends on the wheel speed according to

ωEM = ωwhlgrEM (3.9)

The efficiency of the EM path depends on whether it is discharging or charging,
as follows

ηgr,EM,0 =

�
1

ηgr,EM
if TEM > 0

ηgr,EM if TEM < 0
(3.10)

where ηgr,EM is the mechanical efficiency of the gear and ηgr,EM,0 is the resulting
efficiency depending on motor or generator operation.

3.2.1 Drive system power flows

Based on the torques and the different speeds in the system, the different machine’s
power flow can be stated. The power is later used when deriving the ECMS
algorithm and can be seen in Figure 3.4. Starting with the mechanical power for
the EM, PEM,mech, which can be stated as

PEM,mech = TEM ωEM (3.11)

and the mechanical losses, EMloss,mech, that is based on a lookup table provided
from Volvo Car Corporation and is based on measurements. The input to the
lookup table is ωEM and the loss can be denoted as

Ploss,mech = EMloss,mech(ωEM ) (3.12)

There are also EM losses associated with the power electronic inverter, that have
to be taken into account when deriving the total power needed from the battery
for propulsion. The electrical losses, Ploss,El, is also based on a lookup table, called
EMEl,loss, and the inputs are TEM , ωEM and also the battery voltage, Vbatt, as

Ploss,El = EMEl,loss(TEM ,ωEM , Vbatt) (3.13)

Based on these three equations, the total electrical power that the EM consumes
from the battery, denoted as PEM,El, is then

PEM,El = PEM,mech + Ploss,mech + Ploss,El (3.14)

The electric power that is related to the ISG consists of the effective mechanical
power and also the electrical losses. The losses are based on a lookup table called
ISGloss,El and the inputs to this are TISG, ωISG and also the battery voltage Vbatt.
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The mechanical power is calculated based on the torque and the speed of the ISG
shaft. The electrical power of the ISG, PISG,El, is stated according to

PISG,El = TISGωISG + ISGloss,El(TISG,ωISG, Vbatt) (3.15)

Based on the requested power from the ICE, a resulting fuel mass flow, ṁfuel,
is required. The value for ṁfuel is extracted from a lookup table that depends
on the torque, TICE , and the speed, ωICE . An illustration of this kind of lookup
table can be seen in Figure 3.5, where it can be noticed that the combustion engine
should operate at high torque to obtain high efficiency, which can be related to a
high vehicle velocity. It can be seen that the most efficient operating point is near
the maximum torque limit of the ICE. Based on this type of lookup table and the
lower heating value, Qlhv, for diesel, presented in Table 2.1, the fuel power for the
ICE can be calculated according to

Pfuel,ICE = ṁfuel(TICE ,ωCrSh)Qlhv (3.16)

The efficiency for an electric motor can be seen in Figure 3.6, where it can be
noted that an electric motor is the most efficient at medium torque, corresponding
to a low vehicle velocity. This means that the EM and ICE can complement each
other well by mainly operating in different torque regions.

Figure 3.5: Brake specific fuel consumption map for a combustion engine. The
quantity pe denotes the mean effective pressure and is equivalent to the torque
supplied by the engine. The contours display the fuel consumption as g/kWh.
(Retrieved from Wikimedia Commons under the CC-BY-SA-3.0 license).
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Figure 3.6: Efficiency map for an AC induction motor. Both motoric and gener-
ative efficiency are displayed as a function of speed. (Published with permission
from Andreas Freuer, University of Stuttgart).

3.2.2 Power split ratio

Based on the previous sections a power split ratio can be defined. This ratio
decides how much torque that should be applied on the rear wheels in relation to
the front wheels. The vehicle configuration can be regarded as a system with two
degrees of freedom and some constraints. Given the requested power it is possible
to distribute the load on the front or rear wheels, and subsequently specify the
ICE power split ratio between the crankshaft and ISG. Let {u1, u2} denote the
power split ratios according to

�
u1 =

TEM,whl

Twhl
∈ [0, 1], for Twhl > 0

u1 = 1, for Twhl < 0
(3.17)

u2 =
TISG

TCrSh

∈ [umin, umax] (3.18)

When the requested wheel torque Twhl is negative, meaning that the driver is
braking, the battery should be charged with the brake energy. This means that
u1 = 1 every time the driver requests a negative torque. When u1 = 1, with a
positive driver request, it corresponds to EM propulsion only and when u1 = 0,
it means that only the ICE is used for propulsion. The limits umin and umax,
for the power split ratio u2, correspond to the minimum and maximum available
torque split ratios allowed for charging and for propulsion respectively for the ISG
and the ICE. These limits are determined by physical and practical constraints
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of the system at each time instant. If u2 is negative, the ISG is charging while
the ICE delivers extra power for charging in addition to propulsion, similar to
a conventional engine and generator configuration. If u2 is positive the ISG will
crank the ICE or give the ICE extra torque on the crankshaft when needed. The
limits, umin and umax, varies with time. The lower limit can either be a negative
value or zero and the higher limit can either be zero or a positive value.

3.3 Battery model

The battery used is of the type Lithium-Ion which can be modeled by a complex
chemical model with several dynamic states [3]. Such a model is not practical
when it comes to calculating a control strategy in real-time. Instead a less complex
model is presented by a simple equivalent circuit, displayed in Figure 3.7. With
this simplification, there is only one dynamic state, namely the battery charge
level, State of Charge (SoC). The SoC is normalized between one and zero, where
one means fully charged and zero means depleted. It is assumed that the internal
battery resistance, Rbatt, is constant over the SoC region of normal operation and
the open circuit voltage Voc(SoC) is a function of the SoC. Then the battery SoC
dynamics can be stated as

dSoC

dt
= −

i

Q
=

Voc(SoC)−
�
Voc(SoC)2 − 4PbattRbatt

2RbattQ
(3.19)

where Q is the nominal capacity of the battery and i is the battery current, defined
positive during discharge [9]. Pbatt is the power drawn by or supplied to the battery
terminals and Vbatt is the voltage at the terminal.

Rbatt

Voc(SoC)
Pbatt

+

-

i

Vbatt

+

-

Figure 3.7: An equivalent circuit of the battery where Pbatt is the power drawn
from the battery by the EM and the power electronics in the vehicle. The voltage
is the open circuit voltage and depends on the current SoC level. It is assumed
that the SoC level is the only varying state in the battery.

In Figure 3.8 a typical open circuit voltage versus SoC characteristic is depicted.
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It is assumed that the battery operates in the linear region of the open circuit
voltage versus SoC characteristics.

0 100
SoC [%]

V oc
 [V

]

 

 

Figure 3.8: Open circuit voltage, Voc versus SoC relationship of a Li-Ion cell. It
is assumed that the battery is operated in the linear region where the equivalent
circuit also is valid.

A fully charged battery has a higher voltage than a depleted battery. This
implies that a fully charged battery operates at a lower current in order to deliver
a specific power [10]. The internal losses will then be smaller due to the fact
that the battery losses are proportional to the battery current squared and are
calculated, based on the electric power that the electric motor require, PEM,El, as

Pbatt,loss = Rbatt

�PEM,El

Vbatt

�2
(3.20)

Since the battery is perhaps the most expensive component in the vehicle, it is
desirable to reduce wear and extend the lifetime of it as much as possible. There
are several parameters that can affect the lifetime of the battery, e.g. temperature,
Ah-throughput (the total cycled current), average time between full charge, the
time spent at low SoC level and the cycling rate of the current, just to mention a
few of them [11].
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4 The energy management problem

The task of the energy management system is to, based on a driver requested
torque, determine the power split between the ICE and the EM. The objective
is to minimize fuel consumption while still attaining good drivability and low
component wear [3]. There are many ways to design the energy management
system; a couple of approaches relevant for this work will be described below.

4.1 Rule-based control strategy

A rule-based control strategy for energy management, whose purpose could be
to reduce the fuel consumption, is essentially formed upon a set of rules that
determine how to use the ICE or EM given some current states. This is the
baseline control strategy used in the EMS of the current VSim model. A brief
example of how a rule-based controller operates can be seen below

ICEon/off =






Off if vvehicle < 50 km/h,

On if vvehicle > 100 km/h,

On if TReq > 200 Nm,

On if SoC < 20 %

There are many rules in the current EMS that control the use of the EM, the
ICE and also the ISG. One rule for usage of the ISG is when the current SoC level
is too low, below 10 %. Then the battery is charged to a limit where the battery
is not harmed. The battery can also be charged if the driver is demanding it,
overriding the regular control system. The engine is also turned on if the driver
requests a rapid acceleration or otherwise demands high power. When the engine
has been turned on, a condition for turning of the engine is specified, it has to be
turned on for at least four seconds before it can be turned off. This is to reduce
engine wear and may be of significance when designing a control strategy. The
EM is used as long as it can supply the wheels with the requested power, if this is
not the case the ICE is turned on and the EM is turned off. There are also limits
on usage of the EM at high speeds; when the speed of the vehicle is above 100
km/h the engine starts to operate instead of the EM. This is just some of many
rules for when to use the ICE, the ISG and the EM.

The different constraints being used vary with vehicle properties and depends
on what discharge strategy is being followed. The benefit of a rule-based control
strategy is simple implementation and high robustness [5].

4.2 Discharge strategies

Another way to express the objective to minimize fuel consumption is to state that
the energy stored in the battery should be used efficiently. One way to achieve
this is to impose a certain demand on the discharge pattern of the battery. The
discharge pattern can be done in a number of ways. The most efficient way of
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discharging the battery from the perspective of minimizing the fuel consumption
depends mainly on the trip length. For trips shorter than the AER, only the
battery energy should be used, meaning that the optimal discharge strategy is
to operate in depletion mode since electric energy is considered to be cheaper
for propulsion than fuel. If the trip length exceeds the AER then there are two
suggested ways of discharging the battery; either using a CDCS or a blended mode
strategy. If the trip length is known a priori, the blended mode discharge strategy
has been proven, by using DP, to be the more beneficial discharge strategy of
the two [3]. The blended mode strategy consumes the battery energy evenly over
the trip at points where it can be used effectively. The benefit with the blended
discharge strategy is that the average discharge current is lowered and therefore
the power losses can be decreased. This is since the losses are related to the square
of the current as presented in Section 3.3. Another benefit with using a blended
discharge is that less time is spent in CS mode, which lowers the conversion losses
that occurs when current is cycled back and forth through the battery, thanks to
a higher voltage and thereby lower currents [3].

If there is no a priori information about the trip, the CDCS discharge strategy
is likely to save more fuel since the battery should be depleted by the end of the trip.
The battery operates in CD mode until it is empty, then the battery should operate
in CS mode. This means, essentially, that the EM should operate during the CD
mode and the ICE should operate during the CS mode. If the battery is recharged
above a specified threshold during CS mode, then it may resume operation in CD
mode again. For a simple comparison of the two discharge strategies, see Figure
4.1. In the figure the SoCinit is 90 % and the reference, SoCfinal, is 20 %, and the
threshold to resume CD operation is 25 %.
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Figure 4.1: SoC trajectory for the two different discharge modes.
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4.3 Optimal control

The energy management problem is sometimes formulated as an optimal control
problem with the main goal to minimize the fuel cost while respecting the system
constraints and specifications [3]. The challenge in this thesis is to minimize the
fuel consumption for any given trip while only knowing the trip length. The
optimal control problem can be formulated as

J∗ = min
u

�
tf

t0

ṁfuel(Twhl(t),ωwhl(t), x(t), u(t))dt (4.1)

subject to

ẋ(t) =
dSoC

dt
SoC(t0) = SoCinit

SoC(tf ) ≥ SoCfinal (4.2)

Here, dSoC

dt
is defined by Equation 3.19, the system state x(t) is the battery SoC

that depends on the battery voltage Vbatt, and u(t) = [u1, u2] corresponds to
the power split ratios specified in Section 3.2. The SoCfinal constraint is the SoC
reference for final time t = tf . SoCinit is the initial value of the battery SoC
at starting time t0 and can vary between full and empty; if the battery is fully
charged the initial value is one (100 %) and if it is empty the initial value is zero
(0 %).

The optimal control problem defined by Equation (4.1) depends on the speed
profile, ωwhl(t), from which Twhl(t) can be computed by using Equation 3.1. If the
speed profile is perfectly known a priori; the solution of Equation 4.1 can be found
using e.g. dynamic programming. In practice, this is of course never the case.

4.4 Equivalent Consumption Minimization Strategy

The concept of ECMS originates from optimal control theory and can be derived
from Pontryagin’s Minimum Principle [13]. Note that the optimization problem
in Equations (4.1)-(3.19) with the SoC constraint removed is a problem of the type

J = min
u

�
tf

t0

L(x(t),u(t), t)dt (4.3)

subject to
ẋ(t) = f(x(t),u(t), t) (4.4)

where L is the so called Lagrangian, x is the system state and u is the control
signal. The cost function should be either minimized or maximized subject to
the plant model ẋ(t) and the system constraints. The Hamiltonian, H, can be
formulated to be able to solve the optimal control problem. The Hamiltonian is
formulated from Equations (4.4) and (4.3), and expressed as

H(x(t),u(t),λ(t), t) = L(x(t),u(t), t) + λT (t)f(x(t),u(t), t) (4.5)
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λ̇(t) =
−∂H(x,u, t)

∂x(t)
(4.6)

which is subject to minimization (or maximization) with respect to u(t). The
variable λ(t) is the adjoint state, also called the Lagrange multiplier which is an
unknown parameter. The optimal control signal is then given by

u∗ = min H(x(t),u(t),λ(t), t) (4.7)

In this thesis the control problem to be solved is to minimize the fuel consump-
tion. Therefore L is changed to fuel mass flow, ṁfuel, stated in Equation (4.1), and
the plant model for this specific problem is ẋ(t) = dSOC

dt
as specified in Equation

(4.2). If the state dependence is assumed negligible in the state equation, i.e. the
voltage is constant in the working area, see Figure 3.8, then the adjoint state, λ,
is constant along the optimal solution [5], [3]. Equation (4.6) is thus reduced to

λ̇(t) =
−∂H(x, u, t)

∂x(t)
= 0 (4.8)

and the solution is λ(t) = λ0, where λ0 is a unknown constant. However, if the trip
is unknown a priori, there is no way to determine the correct value of λ(t) = λ0,
which implies that it must be estimated somehow. By exchanging the Lagrangian
to the fuel mass flow and using the state equation defined by Equation (4.2), the
Hamiltonian can be treated as a cost function according to

J = min
u

{ ṁfuel + s(t)
dSoC

dt
} (4.9)

where s(t) is the equivalence factor between electrical energy and fuel energy and is
an approximated function of λ(t) [3]. The equivalence factor is an approximation
since the trip information is not known a priori, which could otherwise provide
the true equivalence factor. The main difficulty of ECMS is to approximate a
satisfactory equivalence factor.

The equivalence factor The equivalence factor s(t) adjusts the battery en-
ergy cost to make it comparable to the fuel energy cost. It is simply stating the
answer to “How many units of fuel energy is this unit of stored electric energy
worth?” in each time instant. Depending on what information that is available,
s(t) may be a function of a number of parameters; current SoC, distance driven
and driver demand to name a few. The equivalence factor influences energy man-
agement as follows; if s(t) is too large, then the use of electric energy is penalized
and the trip is finished with battery charge left, if s(t) is too small, the electric
energy is used up too early.

The simplest solution to s(t) is a single, carefully chosen constant s(t) = s0,
found based on simulations or trial & error. One way to determine values for
a constant equivalence factor, as presented in [4], is to simulate the model with
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different power split ratios, performing a sweep over the range of valid power
split ratios (defined by Equation (3.17)). The fuel and electric energy use are
then summed up for each power split ratio, as in the relation displayed in Figure
4.2. The slopes of the lines are assigned as the constants sdis and schg, where sdis
represents equivalence factor for a net charge of electric energy during the trip while
schg represents a net discharge of the battery during the trip. These constants can
be weighed together depending on the amount of expected regenerative braking
and trip length, among other things.
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Figure 4.2: Determination of equivalence factors. The parameter u represents the
power split between the ICE and the EM. The slopes correspond to suitable charge
and discharge ”currencies”.

Using ECMS is beneficial for a number of reasons. Firstly, optimization can
be performed offline, by solving the optimization problem and storing the result in
lookup tables, allowing operation as a real-time control system [10], [14] and [15].
Secondly, it does not require much modeling of the vehicle besides for ICE and EM
efficiencies. Finally, ECMS is easily scaled to how much a priori information there
is available (e.g. trip length and road load) by only changing the equivalence factor.
It is also easy to follow different discharge strategies such as blended discharge or
CDCS, just by changing the SoC reference and the equivalence factor. All of these
benefits provide for a structured control system that can easily be inserted to new
vehicle models without the need for specific manual tuning of rules and conditions.
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5 Implementation of ECMS

The implementation of the ECMS algorithm into the extensive VSim model can
be done in a rather simple way since only its energy management subsystem needs
to be modified. In short, it is only a matter of a few steps, done in every time
instance, that makes the power split decisions based on power demand. Given a
power demand, the total cost of propulsion is summed up in a cost function by using
lookup tables. This cost calculation model is a subset of the propulsion control
system and considers only steady state fuel consumption and electricity losses and
not the various states that do take dynamics into account. Note however that
once a power split has been calculated and selected by the cost function model,
the VSim model and vehicle propulsion control perform simulations with the full
functionality it normally has. Prior to calculating the fuel cost and choosing the
most efficient power split, the equivalence factor needs to be calculated and weighed
into the cost. Its task is to adjust the “price” of electricity usage in order to follow
the desired discharge strategy. Below follows a detailed description of how the cost
function is calculated and the power split is selected in the ECMS implementation.

5.1 Stating the cost function

In order to minimize the cost of propulsion, in terms of fuel and electricity, a cost
function similar to Equation (4.9) is needed to sum up the total energy consump-
tion. However, for use in a simulation environment it is impractical to supervise
the battery energy consumption in terms of dSoC

dt
. Instead it is more convenient to

observe the actual electric power drawn from the battery, Pbatt, which is simple to
associate with the consuming electric motor. Similarly, the fuel consumption can
be expressed in terms of thermal power as in Equation (3.16). As a result, fuel
and electricity consumption can now be compared in quantities of power. Let the
cost function from Equation (4.9) be reformulated as

J = min
(u1,u2)

Pfuel(t) + s(t)Pbatt(t) (5.1)

where control variables (u1, u2) are defined as (3.17) and (3.18) and Pfuel according
to

Pfuel(t) = Pfuel,ICE(t) + Pfuel,start(t) (5.2)

where Pfuel,ICE(t) is defined by Equation (3.16). The term Pstart(t) represents
an engine start penalty cost that is added every time ECMS requests an engine
start. The battery power Pbatt(t) is given by the total electric power flow from the
battery according to

Pbatt(t) = PEM,El(t) + PISG,El(t) + Paux + Pbatt,loss(t) (5.3)

with PEM,El, PISG,El and Pbatt,loss given by Equations (3.14), (3.15) and (3.20).
The auxiliary power Paux is assumed to be a constant load and is an input from
the VSim model. The variable s(t) is the equivalence factor between fuel energy
and battery energy consumption.
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5.2 Engine startup cost

During the phase of starting the engine, a small but non-negligible quantity of fuel
is consumed which implies that the number of engine starts need to be optimized
as much as possible. This is the main reason for introducing the penalty cost
Pstart(t) attached to starting the engine. By making the cost vary with speed
then not only the number of engine starts can be reduced, they will also occur at
more beneficial operating points. This is because it reduces the ability to start
the engine and select suboptimal operating points only due to SoC deviation.
The general number of starts is reduced by having the cost acting as a threshold
between (efficiency-wise) bordering operating points which differ on using the ICE
or not. Figures 5.1 and 5.2 illustrate what to consider when it comes to prioritizing
efficient operating points with the help of engine start costs as a way of decreasing
the negative impact from SoC feedback.
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Figure 5.1: Speed and fuel consumption overview of the ICE. Note how similar fuel
consumption is for the ICE regardless of high or low speeds. By shifting operating
points from the left half plane to the right with the usage of variable engine start
costs, a higher efficiency may be reached.
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Figure 5.2: An overview of when the ICE (red) and EM (blue) are used in a
drive cycle; one dot represents a torque at least twice the torque of the other
motor/engine. It would be typically beneficial to not use the ICE on lower speeds.
An unfortunate combination of a low speed operating point and a SoC below
reference may still lead to such decisions. This is how the speed dependent engine
start cost can locally adjust the equivalence factor and generally make an impact
on fuel consumption.

By applying the argument concerning the ICE efficiency from Section 3.2.1,
a basis for determining the start-up cost of the engine can be established. Given
higher efficiency at high vehicle speed, the engine start-up cost should therefore
be set lower at such speeds. For the same reason, the cost is set high for low
vehicle speeds, a situation where the electric motor instead can operate at a better
efficiency. It is important to note that this penalty is not directly determined
from the actual physical cost of an engine start. Such a calculation would not
be representative to how the cost function evaluates power consumption. The
instantaneous power consumption during the start-up process would become very
high whereas the actual quantity of consumed fuel is small. Then it is better to
implement a perceived startup cost expressed in terms of a smaller fuel power,
rendering less of an instant and high threshold.

5.3 Determining the equivalence factor

The equivalence factor s(t) is representing an approximation of the adjoint state
λ(t), which was assumed constant in the optimal control problem that was de-
scribed in Section 4.4. If the adjoint state was known, then s(t) = λ(t) = const
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would by itself suffice for an equivalence factor leading to a satisfactory SoC dis-
charge trajectory. However, since all of the trip information is not known in
advance, the equivalence factor has to be approximated. It can be approximated
from an average of suitable constants found from earlier simulations, which is de-
noted by the equivalence constant s0. In addition, feedback of the SoC deviation
can be used in order to ensure the SoC trajectory to stay close to its reference.
The approximated equivalence factor is then given by

s(t) = s0 + s0K tan(
SoCref − SoC(t)

2π
) (5.4)

which consists of both the adjoint state approximation s0 as well as a correction
based on feedback of deviations from the SoC reference. The feedback of the SoC
error is performed by a tangent function, which is a robust and simple way of
error elimination, see [16]. Since a tangent function approaches infinity at the
limits ±

π

2 , some form of window for SoC deviations needs to be decided within
these limits. By scaling the input of the tangent function by 1

2π and saturating

it at the limits ±pi

2 ± 0.1, the maximum SoC deviation before saturation is found
at ≈ 9.8%. The factor K is a feedback gain that is used to adjust the amount of
feedback given inside the SoC deviation window. This gain changes depending on
mode of operation, such as blended mode or sustain mode. In blended mode, K
may be relaxed since deviations can still be compensated for. However, when in
sustain mode it becomes more important to stay close to the reference, compare
the deviation window described above to the CS region displayed in Figure 4.1.
An example of the tangent feedback function with different feedback gains can be
seen in Figure 5.3.

−9.8 % 0 9.8 %

s_0

SoCref −SoC

s(
t)

 

 
K = large
K = small

Figure 5.3: The equivalence factor s(t), calculated from Equation (5.4) with two
different gains K shown.
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Feedback of the SoC reference is used because at least some sort of correction
is necessary since the optimal s0 can only be estimated and not found due to
lack of future trip information. The SoC reference is defined with the background
of related works [3], [15], suggesting that an optimal SoC trajectory is typically
decreasing linearly with distance covered d(t):

SoCref (t) =
(SoCfinal − SoCinit)

Dtot

d(t) + SoCinit (5.5)

A small but important detail when it comes to estimation of the total trip
distance, Dtot, for use in a blended mode strategy is related to estimation errors.
If the total trip length turns out to be shorter than expected, then there will be
a remaining amount of SoC in the battery. This consequently leads to more fuel
consumed than was necessary assuming the battery will be recharged after the trip.
For this reason it is good to underestimate the trip length slightly, since operating
in CS mode for the last bit does not bring the same losses. For the same reason,
the simulations were conducted with slightly underestimated trip lengths, even if
the exact distances were known. The trip distances were estimated by multiplying
the average speed with the total time of each drive cycle, rounded down to nearest
integer (kilometer).

The equivalence constant is derived based on the notion that for a given drive
cycle, a typically desirable SoC trajectory (linearly decreasing over distance) with
s(t) as its only control input will also provide a corresponding suitable equivalence
constant. An approximation for s0 for the corresponding drive cycle can be deter-
mined in a single simulation run while using a large gain proportional feedback,
P , of the SoC error which keeps the SoC deviations small:

s(t) = P (SoCref − SoC(t)) (5.6)

The equivalence constant is then presented as the mean of s(t) for that drive
cycle. Assuming that a blended discharge mode according to Figure 4.1 is desired
for a given drive cycle and between two specified SoC limits, the corresponding
equivalence constant s0 can then be determined according to Figure 5.4.
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(a) SoC trajectory in relation to the SoC reference. Deviations
are fed back with a large proportional gain which associates s(t)
with the history of the corresponding reference following SoC
trajectory.
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(c) The mean of s(t) suggests a suitable value for s0. If the
ability to discharge is not saturated then s(t) will stay close to
the desired SoC trajectory most of the time. As a consequence,
the mean of s(t) provides an s0 that follows said trajectory on
average, resulting in a coarse blended mode discharge by itself.

Figure 5.4: A method of determining s0 in a single simulation run, given a drive
cycle and limits for initial and final SoC.
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If a sustaining behavior is desired, for example when SoC is low and CS mode
must be engaged, an equivalence constant ssustain needs to be determined and
used. The method illustrated in Figure 4.2 can be used to generate a sustaining
equivalence constant according to

ssustain ≈
schg + sdis

2
(5.7)

Now there are two equivalence constants for the sustain mode and the blended
mode, see Figure 5.5. As a reference, all the equivalence constants are related so
that

schg ≤ s0 ≤ ssustain < sdis (5.8)
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Figure 5.5: The two equivalence constants for blended mode and sustain mode
respectively. Setting s0 in Equation (5.4) equal to one of them makes the SoC
discharge trajectory more prone to follow the associated behavior.

It should be pointed out that ECMS allows for other discharge strategies than
blended mode. If a CDCS strategy is desired then it is simple enough to directly
set the SoC reference to the final SoC level and then schedule a change of s0 and
K for the CS mode once the SoC limit has been reached.

, Signals and Systems, Master of Science Thesis 2012:06 33



5.4 Implementing the ECMS algorithm

The implementation of ECMS in VSim is realized by a Matlab embedded func-
tion block. This block has the entire algorithm inside including function calls
for lookup tables needed to process the cost function calculation. The necessary
inputs are routed into the function block from various subsystems of the vehicle
model; a complete list of the used input parameters can be viewed in Appendix
B. This list may seem long for real-time operation, but the ECMS algorithm can
be narrowed down to a “black box” model consisting of lookup tables with pre-
calculated values with three input parameters; Twhl(t), ωwhl(t) and s(t). What has
to be determined off-line though, is the scheduled values (sblended, ssustain) for the
equivalence constant s0 to be used in the calculation of s(t) and the feedback gain
K. The implemented ECMS algorithm is presented as pseudo code in Algorithm
1. Figure 5.6 shows a brief overview of the states used in the ECMS implemen-
tation in the VSim model. The ECMS block has (partially) replaced the energy
management block from Figure 3.1.

Figure 5.6: A flowchart of the ECMS implementation showing the input and output
states needed for the algorithm.
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Algorithm 1 Pseudocode for the ECMS algorithm

procedure ECMS(SoC, d, Twhl,ωwhl, grGB, Vbatt) � Input

for u1 = [0,...,1] do
for u2= [u2,min,...,u2,max] do

Pbatt = PEM,El + Paux + PISG,El + Pbatt,loss

if ICE off then � Check engine status

Pfuel,start ← f(ωwhl)

Pfuel = Pfuel,ICE + Pfuel,start

else
Pfuel = Pfuel,ICE

end if
end for

end for
if SoC > SoCfinal AND d < Dtot then � Check constraints

K ← Kblended

s0 ← sblended

SoCref =
(SoCfinal−SoCinit)

Dtot
d+ SoCinit

else
K ← Ksustain

s0 ← ssustain

SoCref = SoCfinal

end if
∆SoC =

SoCref−SoC

2π
s(t) = s0 + s0K tan(∆SoC)

J = Pfuel + s(t)Pbatt

{u1, u2} ← min(J)

TEM = Twhlu1 � Output

TICE = Twhl(1− u1)(1− u2)

TISG = Twhl(1− u1)u2

end procedure
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6 Results

In this section the results from simulations of the ECMS control strategy and the
nominal control strategy will be presented and an analys and discussion of the
result will be done in Sections 7 and 8. The different drive cycles used to evaluate
the ECMS are presented in Appendix A where the trips are referred to as in order
of appearance. For all the drive cycles used, the trip length is longer than the AER,
∼ 50 km. The simulated drive cycles have a trip length between 60 km to 150 km.
First the calculation of the equivalence factor is presented, for both the blended
case and the sustain case, see Section 5. Then the resulting values of the engine
start cost Pstart are presented. The majority of the chapter is then dedicated to
the evaluation of the ECMS performance with respect to fuel consumption and
battery losses. The evaluation is made by comparing the results from a CDCS
discharge strategy that has been followed by both the ECMS and the rule-based
control strategies. Finally the results of the blended mode strategy under ECMS
control are displayed in comparison to the rule-based CDCS strategy, first side-
by-side as a table but also in the form of an extended presentation of drive cycles,
discharge trajectories, torque distribution and cycled battery current. Every drive
cycle is presented separately and in connection with its corresponding figures.

6.1 Equivalence factor

To select s0, the vehicle model was simulated with Trips number 4, 7 and 8. The
initial and final values for the SoC trajectory are specified in Table 6.1.

Table 6.1: Parameters for calculation of s0 in blended mode.

Constant Value

SoCinit 90%

SoCfinal 20%

The equivalence factor was calculated according to the methods presented in
Section 5.3. When determining sblended, Equation (5.6) was used and the value of
the gain, P , was selected to 5, allowing close reference tracking. This resulted in
the values for sblended as presented in Table 6.2. The average of sblended is then
used for the constant s0 during blended mode discharge.
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Table 6.2: s0 for three different drive cycles.

Drive cycle Trip 4 Trip 7 Trip 8 Average value

Length 156 km 60 km 120 km

Type logged mixed synthetic highway synthetic highway

s0 2.0748 1.98 2.0753 2.04

The calculation of ssustain was made according to Equation (5.7) and the
method shown in Figure 4.2, by performing a sweep in the New European Drive
Cycle (NEDC), which has a driving distance of 10.9 km. With the values for
sdis = 2.75 and schg = 1.85, the sustaining equivalence constant was then set as
ssustain = 2.3. The tangent function slope K had to be simulated iteratively to find
suitable values for the blended and sustaining modes. In Table 6.3 a summary of
the values found for s0 and K is presented. The trajectories of s(t) for the different
drive cycles can be seen in Appendix C.

Table 6.3: The resulting values for the equivalence factor.

Constant Blended mode sustain mode

s0 2.04 2.3
K 0.5 10

6.2 Start penalty

In order to avoid inefficient ICE operating points, the concept of engine start costs
varying with speed was introduced, as discussed in Section 5. The variable for
adjusting the engine start penalty, Pstart, was chosen to have four different values
according to four different vehicle speed intervals. The speed intervals and values
for Pstart were selected empirically from a small number of simulation trials with
drive cycles shown in Figures A.2 and A.6. The engine penalty costs and speed
intervals found are specified as

Pstart =






20 kW if v < 40 km/h

17 kW if 40 km/h < v < 50 km/h

15 kW if 50 km/h < v < 80 km/h

6 kW if v > 80 km/h

In Figure 6.1 the speed profile is shown for Trip 1. In the figure it is possible
to see that the EM is used in the regions of low speed and the ICE used at high
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speed or when the acceleration is large. One exception is at the end of the trip
when either the estimated range or the SoC target has been reached before the
actual trip is finished. In Figure 6.2 the corresponding fuel consumption can be
seen.
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Figure 6.1: The blue dots correspond to at least twice as much power usage from
the EM compared to the ICE, and vice versa for the red dots. It can be seen that
the ICE is only used at high speeds, except from the end, where either the SoC
target or estimated distance has been reached.
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Figure 6.2: The fuel consumption for 8 NEDC. At the end the ICE is used, there-
fore there is some consumed fuel at the low speeds as well. This is something to
be avoided and with a better estimation of the total drive distance it might be
possible.

6.3 ECMS performance

In the evaluation of the ECMS performance, the use of the ISG for power split
calculations is not included, due to the long simulation time as a result of the
complex model. This means that u2 = 0 for all of the results, i.e. the ISG is idle.
A range of different values of u1 are used for calculations when minimizing the cost
function J . The power split ratios used are: u1 = [0, 0.1, ...., 0.9, 1]. This means
that size of the cost function grid is 10x1, and by searching for the minimum value
in this grid it is possible to extract the power split that caused the minimum.

The results presented include the relative fuel consumption, the Root Mean
Square (RMS) current (iRMS), the average power loss (P̄batt,loss) in the battery
and the battery Ah-throughput (Ahbatt). They are presented in relation to the
nominal result according to

result =
resultECMS

resultnominal

(6.1)

This means that if the percentage are lower than 100 % then ECMS performs a
reduction and if the result is higher than 100 % the ECMS solution makes an
increase. The battery current, iRMS , used for comparison is calculated as

iRMS =

���� 1

N

N�

k=0

i2
k

(6.2)
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where i is the battery current, see Figure 3.7, and N is the number of samples.
The average battery power loss, Pbatt,loss,avg, is calculated based on the mean value
of the battery resistance Rbatt that can vary slightly during the drive.

P̄batt,loss = Rbatti
2
rms (6.3)

The battery Ah-throughput is calculated based on the battery current as

Ahbatt =
1

3600

�
tf

0
|i(t)|dt (6.4)

The final SoC deviation, ∆SoCend between the two control strategies is calculated
as

∆SoCend = SoCfinal,ECMS − SoCfinal,nom (6.5)

and based in this deviation from the target SoC at 20 % a fuel correction can be
done. The fuel correction is calculated based on the mean value of the equiva-
lence factor s(t), s̄, the battery current throughput and the battery voltage at the
end as specified in Equation (6.6). This value is then subtracted form the fuel
consumption taken from the simulation results.

mfuel,corr = mfuel − s̄
3600AhbattVbatt,end

Qlhv

∆SoCend (6.6)

The results from the two control strategies are presented, in relation to each
other, according to Equation (6.1), in Table 6.4. ECMS is performed with both of
the two discharge strategies, blended and CDCS.

For Trip 1, Trip 2 and Trip 4 the accumulated battery losses are also calculated
and presented in figures. For comparison the results are presented in normalized
units, as in Equation (6.1). The accumulated battery losses is calculated based on
the battery current, i, and the battery resistance, Rbatt as

W (t) =

�
t

0
Rbatt(τ)i(τ)

2dτ (6.7)

The battery resistance is varying during the drive cycle and therefore it is also
included in the integral.

For Trip 1 the drive profile and a cutout of the torque applied on the wheels
are presented in Figure 6.3, the SoC profile for ECMS using the blended mode
discharge and the nominal control strategy with the CDCS mode discharge are
presented in Figure 6.4. It can be noticed that the SoC reaches the final SoC,
20 %, before the trip is finished. The trip length for this drive cycle is estimated
to 80 km, it was assumed that one NEDC part is ∼ 10 km, but the travel distance
is 87.2 km. In Figure 6.5 the accumulated battery losses is presented.
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Table 6.4: The ECMS performance for blended mode discharge and for CDCS
mode discharge in relation to the nominal, rule-based control strategy with CDCS
discharge.

Trip (length) Discharge mfuel mfuel,corr iRMS P̄batt,loss Ahbatt ∆SoCend

1 (∼ 80 km) Blended 93.5 % 95.2 % 85.2 % 72.0 % 82.0 % -2.3 %

8 x NEDC CDCS 101.2 % 101.2 % 95.7 % 92.1 % 82.2 % -1.6 %

2 (∼ 67 km) Blended 96.3 % 96.6 % 98.8 % 98.1 % 98.4 % -0.2 %

logged mixed CDCS 96.7 % 95.5 % 99.3 % 98.6 % 98.4 % -0.3 %

3 (∼ 67 km) Blended 91.0 % 88.0 % 91.4 % 82.2 % 88.8 % 1.5 %

logged mixed CDCS 97.9 % 97.8 % 96.9 % 93.6 % 90.4 % 0.3 %

4 (∼ 156 km) Blended 98.5 % 98.7 % 86.9 % 75.6 % 79.6 % -1.1 %

logged mixed CDCS 97.6 % 100.5 % 92.1 % 84.1 % 86.0 % -5.7 %

5 (∼ 92 km) Blended 95.2 % 95.5 % 99.0 % 100.0 % 97.5 % -0.4 %

logged freeway CDCS 97.8 % 97.6 % 99.7 % 99.4 % 98.2 % -0.4 %

6 (∼ 92 km) Blended 99.6 % 100.0 % 84.8 % 71.0 % 80.9 % -0.6 %

logged mixed CDCS 103.9 % 104.3 % 92.1 % 84.6 % 83.4 % -1.0 %

8 (∼ 120 km) Blended 96.4 % 96.5 % 94.6 % 91.9 % 96.6 % -0.5 %

synthetic freeway CDCS 93.0 % 96.0 % 100.3 % 100.4 % 100.9 % -4.3 %

Trip 2 drive profile and a cutout of the torque requested and applied on the
front and rear wheels are presented are Figure 6.6. Note that the cutout of the
torque is at the high speed part in the drive profile, meaning that the penalty for
an ICE start is low. For this trip the estimated driving distance is 67 km and the
total driving distance is 67.94 km. The SoC trajectory is presented in Figure 6.7
and the accumulated battery losses in the battery is presented in Figure 6.8

The drive profile for Trip 4 is shown in Figure 6.9. This drive cycle is estimated
to have a trip length of 156 km, the true length is 156.39 km and this is the drive
cycle with the longest distance. A cutout of the the requested EM and ICE torques
can be seen in Figure 6.9. The SoC trajectory is presented in Figure 6.10 and the
accumulated battery losses is presented in Figure 6.11.
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(a) Drive profile for Trip 1, the NEDC repeated 8 times.
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(b) A cutout of the torque requested from the driver and the delivered
wheel torque for both front wheel and rear wheel.

Figure 6.3: The performance for 8 NEDC, Trip 1. The driver profile and the
torque for EM and ICE is presented, the estimated trip length is 80 km but in
reality it is 87.2 km.
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Figure 6.4: The SoC trajectories for both the ECMS with blended discharge and
the nominal control strategy the CDCS strategy for Trip 1.
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Figure 6.5: The accumulated battery losses Trip 1. The result is presented in
normalized units, the ECMS, with blended discharge, is ∼ 30 % better.
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(a) Drive profile for Trip 2.
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(b) A cutout of the torque requested from the driver and the delivered
wheel torque for both front wheel and rear wheel. Note that this is in the
high speed part.

Figure 6.6: The performance for Trip 2. The driver profile and a cutout of the re-
quested torque and the torque for the EM and the ICE is presented. The estimated
trip length is 67 km but in reality it is 67.94 km.
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Figure 6.7: The SoC trajectories for Trip 2 for both the ECMS with blended
discharge and the nominal, rule-based CDCS strategy.
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Figure 6.8: The accumulated battery losses for Trip 2. The result is presented in
normalized units, the ECMS, with blended discharge, is ∼ 5 % better.
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(a) Drive profile for Trip 4s.
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(b) A cutout of the torque requested from the driver and the delivered
wheel torque for both front wheel and rear wheel.

Figure 6.9: The performance for Trip 4. The driver profile and a cutout of the
torque. The estimated trip length is 156 km the true distance is 156.39 km.
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Figure 6.10: The SoC trajectories for Trip 4 for both the ECMS with blended
discharge and the nominal, rule-based CDCS strategy.
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Figure 6.11: The accumulated battery losses for Trip 4. The result is presented in
normalized units, the ECMS, with blended discharge, is ∼ 30 % better.
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7 Analysis

In the following section, an analysis of the respective results is presented.

7.1 Fuel consumption

The results in Table 6.4 are indicating that the ECMS strategy perform better for
all of the 8 drive cycles evaluated, reducing the fuel consumption in the range of
1− 9 % and by 4.2 % on average. These figures are presented without considering
the difference in SoC at the end of the trip between the two strategies compared. A
correction would be to multiply the remaining energy quantity by the average of the
equivalence factor (as a measure of efficiency), according to Equation (6.6). The
reduction in fuel consumption would then span between 0− 12 % but the average
remains at 4.2 %. Note that this is an estimation of the corrected fuel consumption,
the true efficiency of the supposed engine operation remains unknown.

It can be noted that the fuel consumption for ECMS with CDCS is also reduced
but not so much as for the blended discharge strategy. The change varied from
+3 % to −7 % (uncorrected) but yet made a 1.7 % reduction on average, the
corrected average is 1.0 %. For Trip 1, while using CDCS, the fuel consumption
increased, possibly because the nominal controller is tuned specifically towards
this drive cycle while the ECMS algorithm is tuned completely towards a blended
mode discharge. The parameters s0, K and Pstart can be modified for such tuning.

7.2 Engine start cost

The introduction of the perceived engine start cost, Pstart, made a significant dif-
ference in reducing the number of engine starts. Further tuning of Pstart consisting
of varying the start cost for different vehicle speed intervals contributed to a large
impact in fuel consumption, resulting in a relative reduction for blended mode
discharge for all of the 8 drive cycles that were evaluated. The main advantage
that a variable engine start cost brings, besides reducing the number of engine
starts, is also the ability to prioritize the decision to select the power split based
on efficiency rather than selection due to temporary SoC deviation. This can be
described as to locally adjust the SoC reference up or down slightly to override
the SoC feedback functionality for a certain SoC deviation, based on information
known externally (e.g. electric propulsion is preferred at low speed).
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7.3 Battery operation

Evaluation of battery operation in terms of battery life can be done with respect to
a number of parameters [11], of which a few of them are analyzed here. The results
presented in Table 6.4 show comparisons of RMS current, battery power losses and
total current throughput. Another parameter that affects battery life is the time
spent at low SoC levels, which can be observed from the SoC discharge trajectories
displayed in figures from Section 6.3. All results are analyzed with respect to the
ECMS control strategy in relation to the nominal rule-based strategy with a CDCS
discharge strategy.

Starting with the battery RMS currents, iRMS , which were found to be reduced,
on average, by 8.5 % for blended mode and 3.4 % for the ECMS using the CDCS
strategy. The resulting battery power losses, Pbatt,loss,avg, were on average reduced
by 15.6 % in blended mode and 6.7 % for CDCS. Reductions in blended mode
driving is an expected consequence from the ability of the EM to operate at lower
current levels by avoiding suboptimal operating points, as higher currents induce
more losses, according to Equation (6.3). As a side note, it may be expected that
power losses would be proportional to the square of the RMS currents. The reason
of why the results show a slight deviation in this regard is because the battery
resistances were not identical between the two cases, which is why it does not add
up. Another important reason for the power loss reduction is the higher average
battery voltage at which the EM operates at during blended mode, despite being
used frequently, which lowers the necessary current for a specific power according
to P = UI.

Additionally, the total electric energy cycled through the battery, Ahbatt, was
also found lower for both discharge strategies. Blended mode resulted in a 10.9 %
reduction on average and CDCS made a 8.6 % reduction. This is illustrated in
Figures 6.5, 6.8 and 6.11. The reductions presented above are all contributors to
maintaining a long battery life, as well as the shorter time spent at low SoC levels
which has only been presented in figures.

7.4 Drive cycle influence

By comparing the fuel consumption results in Table 6.4 for Trips 2 and 3, it can
be noted that there is a difference in consumption between the ECMS controlled
strategies compared to the rule-based case. It is notable because the only difference
is within the order of two different speed segments. Trip 2, see Figure A.2, begins
with a low speed segment and ends with a high speed segment. However, Trip 3,
see Figure A.3, begins with the same high speed part of Trip 2 and ends with the
low speed part of Trip 2. The fact that the nominal strategy varies significantly in
fuel consumption compared to ECMS despite that the same drive cycles are used
suggests that the CDCS discharge strategy is quite sensitive to such “unfortunate”
drive cycle designs. The ECMS control strategy with blended discharge could then
be considered more robust to such variation in drive cycle design.

When looking at whether high or low speeds in general influence one strategy or
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the other, some small indications can be observed. The rule-based control strategy
with CDCS performs its best, close to ECMS, for drive cycles with more low speed
segments, for example Trip 6. When it comes to high speed segments, for example
Trip 5, ECMS for both discharge strategies perform significantly better (∼ 4 %)
than the rule-based control strategy with CDCS.

7.5 Equivalence factor

The method used to determine the equivalence constant sblended in Section 5.3 has
been found to provide suitable constants for blended mode operation, resulting
in satisfactory SoC trajectories without using too much SoC feedback. It is also
efficient as it only requires a single run per drive cycle. For the ECMS control under
the CDCS discharge strategy, the equivalence constant s0 used during depletion
was the same as for blended mode discharge. If the equivalence constant would
have been tuned specifically (slightly lower) for this discharge strategy instead
(during CD mode), the results might have differed slightly in favor to ECMS.

The sustain constant ssustain was found based on the method of sweeping
different power split ratios and evaluating the energy for each of them. This value
was only based on one simulation with the NEDC drive cycle, which is shorter
than the AER. The variation of s(t), seen in Appendix C, at the end is quite
high, this is mainly due to the slope of the tangent function, which is higher in
sustaining mode, i.e. when the estimated distance Dtot has been exceeded or if the
SoC target has been reached. During normal operation, s(t) does not exceed the
limits but it may show some variation.
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8 Discussion

The results are in general satisfactory and to some extent also expected. However,
there are some aspects that were not clear after the analysis and need further
discussion.

8.1 Reducing the fuel consumption

The blended mode discharge strategy operating under ECMS has shown a reduc-
tion in fuel consumption. This is possible mainly thanks to a more selective use of
the EM and ICE by matching them to suitable operating points. Such matching
leads to increased fuel efficiency as well as lowered electric power losses. Another
contributing factor is the engine start penalty cost which helped reducing the num-
ber of engine starts as well as locally reducing the influence of the SoC dependence,
avoiding suboptimal operating points.

It can be seen though, that fuel consumption was not reduced for all cases
investigated. Some particular drive cycles resulted in increased fuel consumption
for the CDCS strategy under ECMS control. This might depend on the fact that
the ECMS algorithm was not at all tuned for the CDCS case. If some tuning
of both s0 and Pstart were to be made, the results might turn out differently.
Additionally, the nominal strategy uses the ISG at some points while it is not used
at all in the ECMS control algorithm studied in this thesis. This can possibly be
what is influencing the results. The use of the ISG may lead to either higher or
lower fuel consumption for the ECMS control strategy depending on how well it is
utilized. The utilization of the ISG might as well explain why the nominal CDCS
alternative is better sometimes and sometimes not.

8.2 Battery life

The stress of the battery was lowered when using the ECMS algorithm to solve
the control problem, for both blended and CDCS battery discharge. This is an
advantage because, if the battery losses are higher, the battery will need more
cooling which means that more auxiliary power has to be used for battery cooling.
Indirectly, this will eventually lead to increasing fuel consumption due to the extra
amount of battery energy consumed for the auxiliary power demaded. In the
vehicle model used, the cooling power is not modeled and temperature effects are
therefore not taken into account. The battery losses are lower with the ECMS
algorithm which would also lead to lower cooling power of the battery.
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When attempting to evaluate the possible impact that the improved battery
usage may bring to prolonging battery life, there are at least a few indicative factors
to consider. According to [11], the effective Ah-throughput, Aheff , proportional
to battery life, may be estimated as follows

Aheff =
�

wEnEAhE (8.1)

where the index E denotes the event at which an Ah-throughput, AhE , is drawn.
The factors wE and nE correspond to the severity of the event and the number
of such events, respectively. This simple estimation may suggest that a 10.9 %
average reduction in Ah-throughput would also increase the effective battery life
by ∼ 12.2 %. This is under the assumption that wE and nE are constant. How-
ever, with lowered RMS currents wE would be lowered as well, suggesting further
improvements of battery life.

According to [17], the charge rate of the battery can strongly influence its
lifetime. As an example, the cycle life was increased by 100 % by reducing the
charging rate from 3.75 C-rate to 2 C-rate, where C-rate corresponds to the current
normalized with battery capacity. In this example it would be equivalent to fully
charging the battery in 16 and 30 minutes respectively. This suggests that it
may perhaps be more important to consider how quickly the battery is recharged
between trips before analyzing the usage during actual driving. The observed
improvement in battery operation during driving is likely to have a significant
positive impact if the battery is also recharged slowly between each trip, whereas
fast recharge induces more stress to the battery which may seriously limit the
relative impact of this improvement.

8.3 Modeling errors

The quite coarse modeling of the ICE startup sequence has been identified as one
issue that may induce errors. A modeling problem when the engine is started can
be seen, for example in Figure 6.6 where the torque of the ICE is negative during
startup. This could perhaps be due to incorrect modeling of the transmission con-
trol. Given that the ECMS solution turns the ICE on and off many times over a
drive cycle, the loss will grow with the number of engine starts and become quite
significant. The number of ICE startups aside, both discharge strategy implemen-
tations are using the vehicle model in similar ways, suggesting that modeling errors
would have equivalent impact on both solutions and thereby cancel each other.

Another issue related to modeling may be the feedback gain of the simulated
driver, which is modeled by a PID-controller. A potential problem may be that
high power demands may trigger unnecessarily high and short peaks of battery
power costs, causing the power split to shift to ICE propulsion more frequently.
This problem may be solved by applying a time dependent ICE startup cost that
decreases after some time once an engine start has been requested, or by decreasing
the feedback gains in the driver model.

In the model used for the ECMS algorithm some power losses was neglected,
such as the power losses in the transmission and the ISG inverter losses. If the
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neglected power losses had been taken into account, the ECMS performance could
perhaps have been improved.

8.4 Estimation of equivalence factor

As shown in Table 6.2, the equivalence factor is not very sensitive to the speed
properties of the drive cycle but varies more depending on the trip length. Initial
and final SoC levels affect the equivalence factor in the same way. By sweeping a
larger set of drive cycles with ranging trip lengths and SoC limits, these parameters
can present a clearer relation and help finding a function for a suitable s0 to be
determined. A better model for estimating s0 may also reduce the fuel consumption
further, due to less SoC feedback activity in s(t). This is because SoC feedback can
shade the normal cost calculation and thereby dismiss an otherwise good operating
point for a less efficient one, simply due to temporary SoC deviation. It seems that
the schedule used for selecting different ICE startup penalty costs is an effective
complement to the equivalence factor in avoiding this problem.

8.5 Estimation errors

If the estimated value on the trip length Dtot is changed slightly, the result of the
ECMS is also changed. This result was also proven in [3]. This means that if the
exact trip length would have been used the fuel consumption could possibly have
been reduced further. The distance was underestimated because it is not satisfying
to end the trip with unconsumed battery energy that should have been used for
propulsion.
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9 Future work

Concepts and ideas that were either beyond time constraints to investigate or out
of scope for the thesis but yet interesting for future developments of the solution
are presented below.

9.1 Better engine start cost

One factor that showed to be of high importance for fuel consumption is the set
of values used for the engine start penalty, Pstart. When simulations were made
to determine these values it was noticed that even small changes had a significant
impact on the fuel consumption. There is still a large uncertainty in how close to
optimal this variable startup cost is. This is mainly because it has been designed
based on only two drive cycles in order to provide for validation and avoid “cycle
beating” (specific drive cycle tuning). With a more sophisticated function for this
penalty, preferably with inputs such as current SoC, speed and requested torque, a
penalty more close to optimal could be estimated. It would be beneficial to couple
this cost to the existing hardware (EM and ICE) and allow for easy modification
with new system parameters when being applied into a different vehicle. This is
because extensive tuning for every change of system is to be avoided.

9.2 Mechanical energy reference

Using distance to form the desired SoC discharge trajectory is not likely the best
reference. As a part of future developments of the ECMS solution, the amount
of information known a priori could perhaps be extended further. Information
about the topography, expected speed limits and traffic situation for a specified
trip between points A and B could be used to estimate the total mechanical energy
required by the vehicle during the trip. By using the mechanical energy needed
for propulsion as a basis for the SoC reference instead of the distance, it may be
possible to achieve an even more efficient discharge path.

9.3 Route recognition

In order to aid the estimation of the mechanical energy reference mentioned be-
fore, some sort of route recognition method could be employed [3], unless the driver
himself/herself feels like dialing the exact destination on the integrated GPS nav-
igator. Based on logged data from earlier trips, some sort of route recognition
algorithm can be used to find the most commonly occurring trips. Once a trip has
been identified, information provided by services such as Google Maps R� can be
used to effectively estimate the trip length, time to travel and even the impact of
traffic.
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9.4 ECMS model update

An update of the ECMS model with the previously neglected losses from compo-
nents such as ISG inverter, transmission efficiency, idle losses of the ICE as well
as varying auxiliary power, could be done for a better evaluation of the ECMS
control strategy.

The ISG should also be included in the ECMS algorithm so that an additional
degree of freedom can be utilized, allowing further improvements in ICE operat-
ing point selection. This could bring benefits to battery operation by providing
“cheap” recharge opportunities.

The ECMS algorithm uses for-loops and to be able to decrease the compu-
tational power, the loops can be exchanged to matrix operations. Some of the
calculations in the algorithm can also be optimized for faster computations by us-
ing more efficient algorithms. Another impact of the computational power is how
often the ECMS control should update the power split ratios. The updates are
currently made every 10 ms. By lowering the update rate to e.g. 1 s, the result
may provide faster computations. Further investigation of such a change should
be made to see how it affects the accuracy of the model.

Another consideration that could be added to the ECMS algorithm is the
various emissions; NOx, CO2, CO, HC and particles. Also, for a more complete
analysis of the impact of ECMS and blended mode discharge, the component
wear, specifically in the ICE, should also be considered while formulating the cost
function.

9.5 ECU implementation

The objective of real-time implementation for the ECU was not fulfilled. It would
not be practical to transfer the current ECMS algorithm due to the long com-
putational times required, but some investigation has been made of how such an
implementation could be done. By using surface fitting algorithms, the ECMS
optimization could be included in an ECU as lookup tables. There are toolboxes
for surface fitting in Matlab R� for example the toolbox ARESLab [18], which
can be used for generation of such surfaces.
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10 Conclusions

Upon finishing the investigations of alternative strategies for control and discharge
of electric energy in a hybrid powertrain, the following conclusions could be made.

• Fuel consumption was reduced by 4.2 % on average for all tested drive cycles
with a blended discharge under ECMS control, compared to the rule-based
CDCS discharge strategy, which a satisfactory result. For the case of ECMS
control with a CDCS discharge strategy, the fuel consumption was reduced
by 1.0 % on average instead. Both figures reflect the corrected fuel con-
sumption.

• An engine start penalty cost is important when it comes to reducing the
number of engine starts and avoiding suboptimal operating points, which
otherwise contributes to a higher fuel consumption. Consequently it is also
important to consider the accuracy of the model during the engine start
process.

• Battery power losses and Ah-throughput were reduced with the ECMS con-
trol strategy for both the CDCS and the blended discharge strategy. These
are both beneficial for improving the battery life, especially if the recharge
rate (current) from the grid is not too high.

• A less time consuming way of determining an equivalence factor was found,
which is beneficial for large and complex simulation models.

• The speed segment layout of drive cycles had certain effects on the rule-based
CDCS discharge strategy, where city driving first and highway afterwards
(similar to NEDC) is significantly more beneficial than the other way around.
With ECMS there is more robustness to such arrangements in the speed
segment layout.
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Appendices

A Drive cycles
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Figure A.1: Trip 1. New European Drive Cycle (NEDC), repeated 8 times, with
predicted driving distance of 80 km.
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Figure A.2: Trip 2. Logged cycle with a predicted driving distance of 67 km.
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Figure A.3: Trip 3. Logged cycle with a predicted driving distance of 67 km.
This drive cycle contains the same profile as Trip 2, but the high speed segment
is placed to the beginning instead.
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Figure A.4: Trip 4. A logged drive cycle with a predicted driving distance of 156
km.
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Figure A.5: Trip 5. Logged highway cycle with predicted driving distance ∼ 92
km.
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Figure A.6: Trip 6. Logged cycle with predicted driving distance 92 km.
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Figure A.7: Trip 7. Drive cycle used for evaluation with distance ∼ 60 km.
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Figure A.8: Trip 8. Drive cycle used for evaluation with distance ∼ 120 km.
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B List of inputs and constants to the ECMS
algorithm

d time dependent
Dtot constant
SoC time dependent
SoCfinal constant
SoCinit constant
SoCref time dependent
s0 constant
K constant
Twhl time dependent
ωwhl time dependent
Paux constant
grGB time dependent
grEM constant
grbelt constant
ηgr,EM constant
ηgr,belt constant
ṁfuel lookup table
Pbatt,loss time dependent
Pfuel,start constant
PEM,El time dependent
PISG,El time dependent
Paux constant
Pfuel,ICE time dependent
Pfuel time dependent
Pbatt time dependent
Qlhv constant
Vbatt time dependent
u1 constant
u2 constant
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C The variation of s(t)
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Figure C.1: s(t) for Trip 1. The predicted trip length is shorter than the true one,
therefore the large changes at the end of the trip.
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Figure C.2: s(t) for Trip 2. The predicted trip length is shorter than the true one,
therefore the large changes at the end of the trip.
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Figure C.3: s(t) for Trip 3. The predicted trip length is shorter than the true one,
therefore the large changes at the end of the trip.
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Figure C.4: s(t) for Trip 4. The predicted trip length is shorter than the true one,
therefore the large changes at the end of the trip.
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Figure C.5: s(t) for Trip 5. The predicted trip length is shorter than the true one,
therefore the large changes at the end of the trip.
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Figure C.6: s(t) for Trip 6. The predicted trip length is shorter than the true one,
therefore the large changes at the end of the trip.
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Figure C.7: s(t) for Trip 7. The predicted trip length is shorter than the true one,
therefore the large changes at the end of the trip.
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