A N
Ml )
W CNANCES W
3 i

TR g

A space-time cut finite element method for
a time-dependent parabolic model problem

Master’s Thesis in Engineering Mathematics and Computational
Science

CARL LUNDHOLM

Department of Mathematical Sciences
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2015

Master’s Thesis 2015:NN







MASTER’S THESIS 2015:NN

A space-time cut finite element method for a time-dependent
parabolic model problem

Carl Lundholm

CHALMERS

Department of Mathematical Sciences
Division of Mathematics
CHALMERS UNIVERSITY OF TECHNOLOGY
Gothenburg, Sweden 2015



A space-time cut finite element method for a time-dependent
parabolic model problem

Carl Lundholm

(© Carl Lundholm, 2015.

Supervisor and examiner: Anders Logg

Master’s Thesis 2015:NN

Department of Mathematical Sciences
Chalmers University of Technology
SE-412 96 Gothenburg

Telephone +46 (0)31 772 1000

Printed in Gothenburg, Sweden 2015



A space-time cut finite element method for a time-dependent
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Abstract

In this thesis, a space-time finite element method for the heat equation on overlapping meshes
is presented. Here, overlapping meshes means that we have a stationary mesh of the solution
domain with an additional mesh that is allowed to move around in and through the solution
domain. The thesis contains a derivation, an analysis, and results from an implementation
of the method. The derivation starts with a strong formulation of the problem and ends
with a finite element variational formulation together with adequate function spaces. For
the finite element solution, we use continuous Galerkin in space and discontinuous Galerkin
in time, with the addition of a discontinuity in the solution on the space-time boundary
between the two meshes. In the analysis, we propose an a priori error estimate for the
method with discontinuous Galerkin of order zero and one, i.e., dG(0) and dG(1). For dG(1),
the error estimate indicates that the movement of the additional mesh decreases the order of
convergence of the error, with respect to the time step, from the third to the second order,
when the speed of the moving mesh is large enough. The order of convergence with respect
to the step size for dG(1), as well as the error convergence for dG(0), are unaffected by the
moving mesh and are thus as in the case with only a stationary mesh, presented in [2, 3].
An implementation of the method in one spatial dimension, with piecewise linear elements in
space, and dG(0) and dG(1) in time, has also been performed. The numerical results of the
implementation show the superiority of using dG(1) instead of dG(0) for overlapping meshes.
The numerical results also confirm the behaviour of the error convergence, indicated by the
a priori error estimate.

Keywords: partial differential equation, finite element method, space-time cut, time-dependent,
parabolic problem, heat equation, overlapping mesh, moving mesh, discontinuous Galerkin,
a priori.
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1 Introduction

Let us start by explaining the title of this thesis, A space-time cut finite element method
for a time-dependent parabolic model problem. The time-dependent parabolic model problem
considered here is the heat equation. A space-time finite element method means that we use
the finite element method (FEM) in both space and time to solve this problem numerically
as opposed to, e.g., using FEM in space and some numerical difference scheme in time.
The word cut represents the concept of using overlapping meshes for this setting. Solving
time-dependent partial differential equations (PDEs) with a space-time FEM on overlapping
meshes is a relatively new concept and this thesis could be viewed as an introduction to the
field. Although not necessary, it is good if the reader is familiar with some of the basics
of solving a PDE with the FEM, such as going from the strong formulation of the PDE to
the finite element variational formulation, which in turn is used to create a linear system of
equations that is solved to yield the finite element solution.



1.1 Overlapping meshes

As always when attempting to solve a PDE in some solution domain with the FEM, the
domain is discretized into simplices to form a computational mesh. Let us refer to such a
mesh as a background mesh. Now, consider a mesh that is allowed to move around over the
background mesh. Let us refer to such a mesh as a moving mesh. By introducing one or more
moving meshes over a background mesh, we arrive at the concept of overlapping meshes.
An application for overlapping meshes is when there is an object in the solution domain
and this object has a movement relative to the rest of the domain boundary. For example,
imagine that we would like to resolve the fluid flow around a rotating propeller, i.e., solving
the Navier-Stokes equations. Taking our moving object to be the rotating propeller, the usual
way of creating a computational mesh would be to discretize the space between the domain
walls and the propeller. An example of this can be seen in the left illustration of Figure 1.
If the propeller starts to rotate, the triangles that have nodes in both the solution domain
and on the propeller boundary will start to get deformed. This can be seen in the middle
illustration of Figure 1. Eventually, these triangles will turn the part of the mesh around the
propeller into a mess that has more resemblance to a magpie’s nest than a computational

grid. This is shown in the right illustration of Figure 1.
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Figure 1: A 2D example of how a moving object can affect the computational mesh of a
solution domain when triangles with nodes attached to the object boundary are deformed as
a result of the object’s movement. The moving object in this example is a rotating propeller
with one of its rotor blades coloured differently for reference. Left: The initial setting with a
propeller in a rectangular domain and a triangle mesh of the solution domain. Middle: The
propeller is rotated 15 degrees clockwise. Triangles in front of a rotor blade are compressed
and triangles behind a rotor blade are streched out. Right: The propeller is rotated 90 degrees
clockwise and turns the mesh into a mess.

One way of dealing with this inconvenience is to generate a new mesh in the solution domain
when the old mesh starts to get messed up. Mesh generation can however be a time consuming
procedure, especially in industrial applications, where there are often several dimensions and
complicated geometries. A mesh might then have to consist of several million simplices.



By instead using overlapping meshes, a problem such as resolving the fluid flow around a
rotating propeller can hopefully be dealt with in a more elegant manner. To apply this
concept, one would start by removing the moving object from the solution domain and create
the background mesh in the remaining solution domain. The moving object would then be
reintroduced into the solution domain, but encapsulated within a moving mesh. An example
of this procedure, where the moving object once again is the rotating propeller, can be seen
in Figure 2. This transfers the issue of dealing with the object’s movement from the object
boundary to the joint boundary between the moving mesh and the background mesh.

Rotation: 0° Rotation: —60°
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Figure 2: A 2D example of how the concept of overlapping meshes can be applied to handle
moving objects in the solution domain. The moving object is again the rotating propeller with
one of its rotor blades coloured differently for reference. Left: The propeller is removed from
the solution domain and encapsulated in a moving mesh with red triangles. The remaining
solution domain is triangulated to form a background mesh with light blue triangles. Middle:
The mesh encapsulated propeller is reintroduced on top of the background mesh. Right: The
moving mesh with the propeller is rotated 60 degrees clockwise on top of the background
mesh.



1.2 Scope and outline of the thesis

One major application for the concept of using FEM for time-dependent PDEs on overlap-
ping meshes is to solve the Navier-Stokes equations in a three-dimensional space domain.
However, as previously mentioned, this concept is quite new and is thus in need of research
and developed theory. Therefore we will start at the beginning by restricting ourselves to a
simpler PDE, the heat equation. This choice of PDE is made since the heat equation is the
simplest classical time-dependent PDE. The method developed in this thesis only comprises
one moving mesh. We also consider a moving mesh without an encapsulated object, since the
focus is shifted from the object boundary to the joint boundary between the meshes when
using the concept of overlapping meshes. The notation used in this thesis is for a method in
two or three (or more) spatial dimensions, but the translation to one spatial dimension is a
trivial matter. For the implementation of the model we have restricted ourselves to a problem
in one spatial dimension.

The work of this thesis consists of a derivation, an analysis and an implementation of a
space-time cut FEM for the heat equation. The outline of the thesis generally follows the
same structure. The derivation of the method and the method itself is presented in Sections 2
—4. In Section 2, we begin by presenting a strong formulation of the PDE problem. In Section
3, we continue in the usual FEM manner by way of transforming the strong formulation of the
problem into a variational formulation. In Section 4, finite element spaces are defined before
the finite element variational formulation is finally presented. The analysis of the method
spans Sections 5 — 7, and is centred around proving an a priori error estimate. Section 5
contains tools for the proof of the error estimate. In Section 6, stability estimates for the
method are presented, which also work as tools for the aforementioned proof. In Section 7, we
present the a priori error estimate and its proof. The results from an implementation of the
method for one spatial dimension can be found in Section 8. Section 9 consists of conclusions
from the results, and in Section 10, some ideas for future work are presented.



2 Problem formulation

Let Q9 C R%, where d = 1,2 or 3, be a bounded domain with boundary 9Qy and T > 0
be a given final time. Let 2 € R? denote the spatial coordinate and t € R denote time.
Furthermore, let G C R? be another bounded domain. The boundary of G is G. The location
of G is time-dependent, so G and OG are functions of time, i.e., G = G(t) and G = 9G(t)
for t € [0,7]. The movement of G is described by the velocity u : R? x [0,7] — R%. Let
Q1 = Qo \ G and Qy = Qy NG with boundaries 97 and 09, respectively. For i = 1,2,
the set §; and its boundary 9€; are functions of time, i.e., Q; = Q;(t) and 9Q; = 9€;(t) for
t €[0,T]. Let T =T(t) = 0Q4(t) N 0N(t), for t € [0,T]. An illustration of the partition of
Qg as a result of G’s location is shown in Figure 3.

The time-dependent parabolic model problem considered here is the heat equation on
Qo x (0,T] with given boundary conditions and initial values. The problem is

u—Au=f in Qg x (0,77,
u=0 on 9 x [0,T], (2.1)
u=up in Qy x {0},

where % = dyu and A is the Laplace operator. For ¢ € [0,T], the function u(-,t) € H?(Qo) N
HE(Q0) and the function f(-,t) € La(Qo).

. Ql
.: QQ
| : T
t=1 a t = t3
X9 Z2
QO QO K QO
X1 €1 1

Figure 3: An example of the partition of Qg into €y (light blue) and Q2 (red) for d = 2 and
three different times t; < t3 < t3, when G is moving with velocity pu.



3 Derivation of the method

3.1 The space-time normal vector 7;

For i = 1,2, let 7; € R be the space-time normal vector to the boundary of the space-time
volume Q; X (tq,tp] = {(z,t) : © € Q;(t), t € (tq,ts]}, where t, and ¢, are times such that
0 <ty <ty <T. We write n; = (i¥,n!), where ¥ denotes the space component and 7!
denotes the time component. The boundary of the space-time volume §; x (t4,%y] may be
partitioned into three parts: the space bottom ;(t,) x {t,}, the space top Q;(ty) x {ts},
and the space-time lateral area 90 X (tq,t5] = {(s,t) : s € 9Q(t), t € (ta,tp]}, where
s denotes the spatial coordinate of a boundary element. The space-time normal vector n;
to Qi(ta) X {ta} and Qi(tb) X {tb} is n; = (ﬁf,ﬁf) = (0,—1) and n; = (T_L;E,T_Ll;) = (0, 1),
respectively. The space-time lateral area 0€); x (t,, t] may be partitioned further into the two
parts 09; N0 X (ta, tp] and I' X (¢4, tp]. The space-time normal vector 7; to 92; NIy X (L, tp)
is 7; = (A%, n!) = (n4,0), where n; € R? is the normal vector to 9¢2;(t). The time component
is zero since the space coordinates of 90y are fixed in time. The space-time normal vector n;
to I' x (tq,tp] can be expressed as a function of n; and p, where p is the velocity of G. To
obtain such an expression, consider the two space-time vectors P = (u,1) and O; = (n;, m),
where m is to be chosen. See Figure 4. Note that P is parallel to I' X (t4,t] and since 7; is
orthogonal to I' x (t4, %], n; is also orthogonal to P. Also note that the space parts of O; and
n; point in the same direction, namely n;. We want to choose m such that O; points in the
same direction as 7;, because then it is just to normalize O; to obtain the desired expression
for n;. For O; to point in the same direction as n;, O; and P will have to be orthogonal, i.e.,

O;-P=(ni,m)-(p,1) =n; - p+m=0. (3.1)
From (3.1), O; and P are orthogonal if m = —n; - u. The desired expression becomes
s = (08 78) = — (1.~ ). (32
(ni - p)* +1

Figure 4: An example, for d = 2 and constant p on (t4,1%], of the space-time vectors Oa, P
and 79 in relation to the space-time surface I' x (¢4, t5] shown in red. The space vector na to
the boundary of Qq, for some time ¢ € (t4, 1), is also present.



3.2 Derivation of the finite element variational formulation

Let V be the function space consisting of all functions v that are zero on 0€2y. The space V
is the test space and its elements v are test functions. Multiply the first row in (2.1) with a
test function v € V' and integrate over both Qy and (0,7]. We have

T T
/ / (it — Au)v dzdt = / fv dzdt, (3.3)
0 QO 0 Q0

for allv € V. Consider the space-time volume Dy = Q% (0,T]. Let § = (=Vu,u), V = (V,0)
and z = (z,t). With this new notation, (3.3) becomes

/ (V-qudz= [ fovdz. (3.4)
D() DO

Partition the time interval (0,7] into N subintervals I, = (t,,—1,tp], where n =1,..., N and
0=ty <ti < ... <ty=T. Fori=1,2and n = 1,...,N, let the space-time slabs

Djy=Q x I, ={(x,t) : x € Qi(t), t € I,}. See Figure 5. We may then write (3.4) as
Z/ (V- qudz = Z/ fodz, (3.5)
7;771 Di,n i,’l’b Di,n

where }_, = 23:1 ZnN:y The right-hand side of (3.5) may be written as

> pwaa=3 [ foepa (36)

where (-,-)q,) is the L2(€;(t))-inner product. The boundary of a space-time slab D;,, is
8Di7n = Qi,n—l X {tn—l} uoN; x I, U Qi,n X {tn}, where Qz‘,n = Qz(tn) and 9Q; x I,, = {(S,t) :
s € 09;(t), t € I,}, where s denotes the spatial coordinate of a boundary element. For
i=1,2, let n; = (n7, ﬁf) be the space-time normal vector to dD;,, with space component 7
and time component 7}, and let 5 = (s,t). Apply the divergence theorem on the left-hand
side of (3.5) to obtain

;A)m(?@)vdj:%;/a[)m m'q_vngri’Zn/Dm —g-Vudz. (3.7)

The boundary integrals The interior integrals

Let us consider the boundary integrals and the interior integrals separately.



Z2

tn—l
T

Figure 5: The space-time slabs D ,, and Dy, (red) for d = 2, for a case when G is immersed
in Qg for all t € I,, and p is constant on I,,.

3.2.1 The boundary integrals

Fori=1,2and n=1,..., N, we have the boundary integrals

in Y 9Din in Qin-1 Qin

/

-~

=1 (3.8)

+Z/(?Q X1 as.

/

=1I

Consider I and II in (3.8) separately, starting with I:

pllqw
M) =

) - (—Vu, u)vd:v-l—/

QM(O, 1) - (=Vu,u)v dm>

znl

UASS 1d:c—|—/ unvndx>
zn 1 Qi,n

)an]n - (US_’ U(—)’_)Qi,o + (uj_\f7 URI)QZ;N (3'9)
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where v = lim._, ygv(z,t, £ ) and [v],, is the jump in v at time t,, i.e., [v], = v;7 — v, . To

o
obtain the fourth equality in (3.9), consider the jump in (u,v)q,  at tlme th:

171



[(u, )0, In :/Q

:/ [u]n ’U: + u, ['U]n dz = (ur_m [U]H)Qi,n'
Qin

[wv], dx :/ wivt — v, —uy vt +un vt dz
Q —_—

i,n i,n

=0 (3.10)

~—~
=0

To obtain the last equality we have used [u},, = 0, since we want u to be continuous in time.
With the insertion of (3.10), vy := 0 and vy, := 0 in the third row of (3.9), the fourth equality
in (3.9) is obtained. We leave I and consider II:

n=Y [ meaas=X [ awas Y [ s
in 0 xIn, in 00Q;NON X I, i "
N N
n: - ands = — — _ _ 5th o B
:Z/ ’I’qu’UdS:Z/ nl'q101+n2'q2’l)2d522/ n[qv]ds
N I'n n=1 Iy n=1 n

-3 / (7%, 7) - ([~ Vo), [ue]) d5 = 3 / _® - [Vaw] + Alfuv] ds

n=1 In

- f:l - /n[(aﬁzu)u] ds + g:l /n 7' [uv] ds,

where I'), = T' x I, = {(s,t) : s € ['(¢), t € I,}, v; = lim., 1o v(§ — €n;), and [v] is the jump
in v over Iy, i.e., [v] = v — vg, and Ozzu = 7 - Vu. The first sum on the right-hand side in
the first row of (3.11) is zero, since the test function v vanishes on 0. To obtain the fifth
equality we let n = nq on I[',. Since o = —ny on I'y,, ng = —n on I[',,. The space component
of n is denoted n* and n* = n¥. The time component is denoted 7' and n* = n}. Apply the
identity (A.1) from Appendix A to the first term in the last row of (3.11) to obtain

(3.11)

n=1 " n=1 ”:’O_/ :/0—/
N
— ae)|v] ds 3.12
)3 | oenipla (3.12)
N
:;::1 /Fn —(Onzu)[v] — (Opev)[u] ds + Sh(u,v),

where (v) = wjv1 4+ wavy, for wi, we € R and wy +we = 1. We want u to be continuous in both
space and time and OJz=u to be continuous in space so to obtain the second equality we take
[u] =0 and [Oz=u] = 0. We also add (Op=v)[u] for symmetry and the symmetric bilinear form
Sh, satisfying Sy, (u,v) = 0, for stability. The explicit expression for the stabilization term is
presented and motivated in Section 4.3, since Sj, contains some properties that have not yet
been discussed. So for now we stick with Sp(u,v). The last term in the last row of (3.11) is



n=1 n n=1 -0

N

-y / (o] + [u] v2)d3 (3.13)
n=1 I'n ?0/
N N

= Z/ n'uy[v] ds = Z/ n'ugfv] ds
n=1 n n=1 n

Since we want u to be continuous in both space and time, we use [u] = 0 to obtain the

penultimate equality. To get the last equality we note that instead of adding wjvy —ujve =0
in the first row, we could add uov; — ugvy = 0. The latter addition changes the index of u in
the last row from 1 to 2. With the insertion of (3.12) and (3.13) in (3.11), we obtain

N

=3 (/F — (B [v] = (D) [u] d§+/

g n'uy[v] d§> + Sp(u,v). (3.14)
n=1 n

With the insertion of (3.9) and (3.14) in (3.8), the main result of this subsubsection is obtained.
It reads

Z/aDng qus—zz Qin

iwn ¢ i=1 n=0

(3.15)
+ Z ( / iituy [v] — (Breu)[v] — (Dpev)|u] d§> + S (u, ).
3.2.2 The interior integrals
Fori=1,2and n=1,..., N, we have the interior integrals
Z/ —q - Vvdx—Z/ —Vu,u) - (Vvvdx—Z/ Vu - Vv —uvdz
(3.16)

:%;/me-dex+§—/Dmuodx.

The first term in the second row of (3.16) is

Z/ Vu-Vodz =Y [ (Vu,Vo)g,q dt. (3.17)

Let e; be the unit vector in time, i.e., e, = (0,1). The last term in the second row of (3.16) is

10



Z—/ ui)dx:z-/ uey - Vo dT
in Din ) Din
—Z/ (V - uey) vdx—i—z / n; - uegv ds,

aDz ,n

(3.18)

where the divergence theorem has been applied to obtain the last equality. The first term in
the second row of (3.18) is

Z/ V uetvdx—Z/ V@t Ou vdx—Z/ uv dx

(3.19)
= Z/ (1, v)q, (1) dt
©,n In
The second term in the second row of (3.18) is
Z—/ ﬁi-uetvdgzz / n¥,nt) 0,uv)d§=2—/ nluv ds
i,n ODin in OD; n in 0D;
:Z (— / —ut vl de— / Uy, vy, d:L'> —I—Z / ntuv ds. (3.20)
in Qin—1 in o x1In,
—1 =1
Consider I and II in (3.20) separately, starting with I:
I= Z < - / —ut vt dr— / Uy, Uy, dx>
i n sz n—1 8Qi,n
(3.21)
_Z < ’VL’ Tl zn + (u’:—l’v:—l)ﬂl,n>
We leave I like this and consider II:
1= / ntuv ds = / niuv ds + - / ntuv ds
(3.22)

N
= E —/ ntuv ds = E —/ niuyvy + nhugue ds = g —/ n'[uv] d3
in n n=1 I'n n=1 "

where the first term on the right-hand side of the first row is zero, since both 71} = 0 and
v =0 on 9Qy. To obtain the last equality, we use 7 = iy on I';,, which gives i = n' and
ny = —n' on Iy, since ng = —fy on I',. With the insertion of (3.17) and (3.18) in (3.16),
where (3.19) and (3.20) have been inserted in (3.18), and where (3.21) and (3.22) have been
inserted in (3.20), the main result of this subsubsection is obtained. It reads

11



=1 n=1
N

+Z_/ n'[uv] ds
n=1 n

3.2.3 Combining terms from the boundary and the interior integrals

Add the first term on the right-hand side of (3.15) to the second term on the right-hand side
of (3.23) to obtain

2 N 2 N
> > < = (o), + (u_y v ey, > +> >~ [ln)e,
i=1 n=1 i=1 n=0
2 N
- Z <_ (u'f_l’v?;)an +(u7—"z_—17v7—1~_—1)ﬂzn 1 (uTz?v?—l‘r)an +(u7;7v7:)91 n>
i=1 n=1
2
+ Z < — (ug Uoﬂﬂi,o + (ug UO)Qi,()) (3.24)
i=1
N
= Z Z <(U’:L_—1 — Up_qs Urt—l)Qi,n71 +(uy, vrj)an — (up 'Ur:)an )
i=1 n=1
=0
2 2 N
M (RTINS 9 i A
=1 i=1n=1
where we have used v, = v;{, = 0 to obtain the last equality and u, := ug, where ug is the

right-hand side in the last row of (2.1). Add the first integral term in the last row of (3.15)
to the last term on the right-hand side of (3.23) to obtain

_/n uvds—i—Z/ At o ds—Z/ ~[uv] + ur [o]) d

—U1v1 + U2 + U1V — ul’Uz) ds (3.25)

HMZ IP”12 IIMZ

/ At (—(u1 — ug)ve +uivy — urvy) ds = Z/ —n![u]vy 5.
_,_/

Recall from (3.13) that w; is interchangable with ug in the second term in the first row of
(3.25). With usy instead of u; in the second term in the first row of (3.25), vy changes to vy
in the last row of (3.25). We thus have
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N N N
;—/Fnﬁ fuo] d§+7;/rnﬁup[v] dE:;/Fn it [u]vy d, (3.26)

where p,o € {1,2}, and o # p. We want the integral on the right-hand side of (3.26) to
behave analogously to the time jump term ([u],—1,v, 1)q,,_,. To obtain such a behaviour,
consider the problem described in Section 2 in one spatial dimension and with G immersed in
Qo. The moving set G is then an interval that can move to the left and right on the interval
Qo. For pu > 0, G moves to the right and vice versa. Let p > 0 on some time interval I,,.
Since nif = nY, i’ < 0 on the part of [',, that is to the left of G and Ai* > 0 on the part of T',,
that is to the right of G. See Figure 6. This will make —n'[u] = |i!|(u1 — u2) to the left of G
and —'[u] = |7t|(uz — u1) to the right of G. This means that the actual jump in u over T,
will be u\ifn — ulp, . Finally by letting o = %(3 +sgn(n')), where sgn is the sign function, we
get v, = ’U|ii_n and the desired analogous behaviour.

t

tn—1-

X

Figure 6: An example, for d = 1, of the space-time vector 11 on I',, (black skewed lines) for
a case when G is immersed in g, for all t € I, and p > 0 is constant on I,,. The space-time
slab D1, is light blue, and Do ,, is red.
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To obtain the main result of Section 3.2, which will be used in the equation for the finite
element variational formulation for the problem described in Section 2, we insert (3.6) and
(3.7) in (3.5), where (3.15) and (3.23) have been inserted in (3.7). Finally we apply (3.24)
and (3.26). We thus have

al (3.27)
> ( / =il — (O]~ Ol ds) T Sn(usv)
2 N
:;;/zn(f’v)ﬂ o dt
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4 Formulation of the method

4.1 The meshes 7 and 75

Let the meshes Tg and T be tessellations of {2y and G, respectively. Both meshes are assumed
to consist of simplices. We let M, denote the number of interior nodes in 7Ty, and Mg the
total number of interior and boundary nodes in Tg. Let {900,]'}?/[:01 be the set of polynomial

interior nodal basis functions of degree < p for 7y. Let {goGVj}j]\iCi be the set of polynomial
nodal basis functions of degree < p for 7g. Note that 7g’s basis functions depend on time as
well as space, since the set G moves around with velocity pu.

trn—1—

x

Figure 7: An example of a space-time mesh for I, for d = 1 when p is positive. At time
t = t,, the nodes of the blue background mesh 7y are marked with circles and the nodes of
the red moving mesh 75 with crosses. The blue vertical lines are thus the nodal trajectories
of Ty and the red skewed vertical lines those of 7.

4.2 Finite element spaces

The semi-discrete spaces Vi, (t) and Vi (1)

For ¢t € (0,T], we define the semi-discrete finite element spaces Vj, o and V}, ¢ as the spaces
of functions that are zero on 9}y, and continuous piecewise polynomials of degree < p on Ty
and 7Tg, respectively. For ¢ € (0,7],

My
Vio = Vipo i= { o) = 3 Vit (@), Vi £ (0.T] - R,w}, (4.1)
j=1

Mg
Vig = Vipa i= {v u(z,t) =Y Vit)ea(z,t),V;: (0,T] = R, Vj, v]aq, = o}. (4.2)
7=1

We now use these two spaces to create another finite element space. Define the broken finite
element space V},(t) as the space of functions that on € (¢) is a restriction of functions in Vo
to Q4(t), and on Qa(t), is a restriction of functions in V} ¢ to Qa(t). For t € (0,77,
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Vi(t) == Vip(t) == {v : v]q,¢) = volo, ), for some vy € V} o and (4.3)
U‘Qg(t) = Ug‘QQ(t), for some vg € Vh,G}-

Now we define the space V},(I,,) as the space of functions that lie in Vj,(t), for all t € I,,. For
n=1,..., N,

Vi(Ipn) == Vi p(In) = {v : v(t) € Vj,(t),Vt € I, }. (4.4)
With a general and somewhat relaxed notation, any v € Vj,(1,,) can be represented as

(e t) = 3 Vi) (e, (4.5)

where the ¢;’s belong to both {¢ ; }jviol and {¢g ; }]Aici, and the only restriction on the nodal
coefficients Vj is that V;(t) € R for all ¢ € (0,T].

v(z,t)

Figure 8: An example of v(x,t) versus x in one spatial dimension, where v(-,t) € Vj,(¢), p =1,
and time ¢ € (0,7]. The nodes of the blue background mesh 7 are marked with circles and
the nodes of the red moving mesh T with crosses.

The fully discrete spaces V;' and V},

Now we consider a subspace of V},(I,,), which consists of functions whose nodal coefficients
have a polynomial time dependence of degree ¢ or lower. Analogously with the procedure of
defining V},(t), we define two other auxiliary finite element spaces. For n =1,..., N, let V}},
and V' be the spaces of functions that are zero on 9}y, continuous piecewise polynomiais
of degree < p on 7y and T for all ¢ € I, respectively, and polynomials of degree < ¢ in time
along the nodal trajectories of both 7g and 7g for t € I,,. Forn=1,... N,
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Vo = Vyilo i= {v v(w,t) ZV )eo,i(x),V; € PUIL,),V }, (4.6)

Vg = V,:I’)qc = {v co(x,t) ZV Yea,j(x,t),V; € PUIL), Vi, vla0, = O} (4.7)
7j=1
where P1(1,) is the space of all polynomials of degree < ¢ on I,. We now use these two
spaces to create another finite element space. Define the broken finite element space V' as
the space of functions that on D ,, is a restriction of functions in V}:fo to D1 p, and on Doy,
is a restriction of functions in V}'~ to Dy,. Forn=1,..., N,

V= Vhp = {v:v|p,, =v§lp,,, for some vy € Vj'y and (48)
v\D“ = vgypm, for some v € V;{fG}.

Finally, we define the finite element space V}, as the space of functions that lie in V;* for
n=1,...,N.

Vi, = szp ={v:vlp,, €V}, forn=1,...,N}. (4.9)
V;(t) V;(t)
T T T T t T T T T t
th—o th1 t tht1 tp—2 tk—1 Lk lkt1

Figure 9: Examples of Vj(t) versus ¢ on three subsequent time subintervals I,, = (tp—1, %],
for V; € PI(1,,). Left: ¢ =0, i.e., V; is constant on each I,. Right: ¢ =1, i.e., V; is at most
linear on each I,,.

The spaces V}? and Vj,

Let Vh" and V}, denote the spaces of functions that are time derivatives of functions in Vi
and Vj, respectively. To define these spaces, we again start with two auxiliary finite el-
ement spaces. First consider a function vy € V;';. Such a function can be written as

vy (x,t) = Z;WOI Vj(t)poj(x). Thus, the time derivative v may be written as of(z,t) =
ZMO V;i(t)po.;(x), where V; € PI=Y(I,), since V; € PI(I,). For n = 1,...,N, we define
Vh?0 to be the space of functions that are zero on 0§y, continuous piecewise polynomials of

degree < p on 7y for all t € I,, and polynomials of degree < g — 1 in time for ¢t € I,,. For
n=1,...,N,

My
Vi o= V0, = {vzv(ac,t) =S V(000 (@). Y, qu1<In>,w}. (4.10)

Jj=1
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Note that Vhr?;fo = Vhy?;fo_ L Second, consider a function vg, € Vilg: Such a function can be

written as vji(z,t) = Z]A/ici Vi(t)ea,j(x,t). Note that ¢¢ ; is also a function of time. The
time derivative vg is therefore

Mg

vamw=§jﬁwmmﬂmw+wwwwuﬁ)7 (4.11)

J=1

where V; € P97Y(I,) and V; € PI(I,). It is important to note that the extra terms
Vi(t)¢a,j(x,t) make ¢ discontinuous on the edges between simplices in T, when |u| > 0.
This is so since the ¢ ;’s are discontinuous on these edges when |u| > 0. Also note that
this discontinuity vanishes when |u| = 0, since then the ¢¢ ;’s are no longer time-dependent.
For n = 1,..., N, we therefore define VhT,LG to be a subspace of the space of functions that
are zero on 0€), discontinuous piecewise polynomials of degree < p on T for all ¢ € I, and
polynomials of degree < ¢ — 1+ sgn(|u|) in time along the nodal trajectories of 7¢ for ¢ € I,,

where sgn is the sign function. Forn=1,..., N,
Mg
Ve i= Vi = {os 0w =3 (H0waste.0) + Va0 ).
Jj=1 (4.12)
¥ € P,V € PAIL) Vi vlon =0 .
Forn=1,..., N, we now define the broken finite element space th as the space of functions

that on D1y, is a restriction of functions in V;'y to Dy ,, and on Dsy, is a restriction of

functions in thG to Dyp. Forn=1,..., N,

V= V}Z]’Dq = {v:|p,, =9|p,,. for some of € V}'; and (4.13)
v|p,, = bglpm, for some v € Vh’fG}.

Finally, we define the finite element space Vj, as the space of functions that lie in Vh" for
n=1,...,N.

Vj, = V}?p ={v:v|p,, € Vit forn=1,...,N}. (4.14)
The spaces 6V (In) and 6,V
Recall the relaxed representation of a function v € V4, (I,,), given by (4.5). Forn =1,...,N

and for v € {v : v(z,t) = >, V;(t)p(x,1),V; € CY(I,),Vj}, we define the coefficient time
differential operator d;, by

s, t) = S Vit)e(a, ). (4.15)

J
We define the space 0;V4(I,) by & : {v : v(z,t) = 3, V;(t)p(,1),V; € Cl(I,),Yj} —
0:Vi(I,). The subspace 6;V;" of 6;V},(I,) may be defined in an analogous way by &; : V' —

0;V}', but here we define it in a more rigorous manner. For n = 1,..., N, let 6;V}* denote
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the subspace of V}"', where the time dependence of the polynomial nodal coefficients is of one
degree lower than in V}". Recall the definitions of the spaces th’qo and Vh"’qG, given by (4.6)

and (4.7), respectively. The spaces Vh qO and Vh ’qG are defined in the same way, but with
q — 1 instead of q. Forn =1,..., N, we now deﬁne the broken finite element space d;V;" as
the space of functions that on D1 m, is a restriction of functions in V ’q ' to D1, and on

Dy, is a restriction of functions in V}? qG to Dyp. Forn=1,..., N,

n,q . . — mn, -1
6V =0Vl = {v :v|p,, = vglp,,. for some vy € VM1 and (4.16)
— nvq_l ’
U|Dy,, = VG|Ds,,, for some vg € V), }.

A partition of functions in Vh”
Recall that the functions v € V}? are the time derivatives of functions v € V}*, and the

relaxed representation of a function in Vj, (1), given by (4.5). With this in mind and since
Vit € Vi (1), we may partition v € V" as follows:

: :;(;xfj(th,t)) -3 (000 + Vg0

=D Vit t) + > Vi(t)g;(a,t)
J J

=Y Vil)gj(x,t) + > _Vi(t)(— i+ Vej(a,t))
J J

(4.17)

= dv — fi- Vo,

where we have applied (A.3) from Lemma A.2 to obtain the penultimate equality, and used
the definition of the coefficient differential operator d;, given by (4.15), in the last equality.

4.3 The stabilization term S,

Here we will give an explicit expression for the symmetric stabilization bilinear form S},
introduced in Section 3.2. Following the notation for overlapping meshes proposed by Massing,
Larson, Logg and Rognes [10], we define the subset 7 () of the tessellation Ty, for t € [0, T7,
by

Tor(t) = {K € To: |[KNQu(t) >0, i =1,2}, (4.18)

where K denotes a simplex and | - | the Lebesgue measure. The set 7o (t) consists of all the
simplices in 7Ty that are cut by I'(t). We also define the set Qo (t), for t € [0,T7], by

Qo(t) = To,r(t) N Qa(1). (4.19)

The index O is short for overlap. For a simplex K € 7o r(t), the part | K N (t)| can become
arbitrarily small. This can cause the gap in the model’s finite element solution on I'(¢) to
become very big, resulting in the model producing unstable and inaccurate solutions. The
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purpose of S}, is thus to handle the discontinuity on I'(¢) in such a way that the model is hope-
fully prevented from producing unreliable solutions. We define the symmetric stabilization
bilinear form Sy, forn=1,..., N, by

S (w, v) = / il ds + | (ATl [Tl o (4.20)
where |n”| is the absolute value of the space component of the space-time vector 7, the
stabilization parameters v, A\ > 0, and hg = hx(z) := hg, for z € Ky, where hg, is the
diameter of simplex Ky € 7g. The purpose of the first stabilization term is to reduce the
gap in a function on I'(¢). The second stabilization term tries to smooth out the transition
of a function between the two meshes 7y and Tg, by penalizing the presence of a kink in a
function on T'(t).

4.4 Finite element variational formulation

Consider the problem described in Section 2 where the time interval (0, 7' has been partitioned
into N subintervals I, = (tp—1,t,], where 0 = tp < t; < ... <ty =Tandn=1,...,N.
With (3.27), the finite element variational formulation for this problem is: Find uy € V}, such
that

i=1 n=1"1In
Nl 1
+ ; /Fn —7t [up)ve — (Opeun)[v] — (Opev)[un] + |*[yhi [un)[v] d§> (4.21)
N
+ nzl /1 17 AV un), [Vo))ap ) dt
2 N
B i=1 TLZ:; /In( e db

for all v € Vj, where V, is defined by (4.9), (-,-)q,() is the La(€;(t))-inner product, [v], is
the jump in v at time t,, i.e., [v], = v} —v,, v = lim., ov(z,t, & €), Qim = Qi(tn),
I, =Tx1I,={(st):s€Tl(t),t € I,}, where s denotes the spatial coordinate of a boundary
element, 7 is the space-time normal vector to I',, with space and time components 7% and 7!,
respectively, [v] is the jump in v over T'y, i.e., [v] = v1 —v2, v; = lime 1o v(§ —eny), § = (s,t),
if 7 = niy, then o = 1(3 + sgn(n')) and if i = g, then o = 1(3 — sgn(n’)), where sgn is the
sign function, (v) = wivy + wava, where wi,wy € R and wy +wy =1, v =n-Vu,v>01is a
stabilization parameter, hx = hi(x) = hg, for x € K¢, where hp, is the diameter of simplex

Ky € Tp, A > 0 is a stabilization parameter, and the domain Qp(t) is defined by (4.19).
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5 Analytical preliminaries

In this section, we present necessary tools for the stability analysis and the a priori error
analysis.

5.1 The bilinear form A;,

Define the symmetric bilinear form Ay, ; by

2
Api(w,v) = Z(Vw, VU)Qi(t) — ({Op=w), [U])F(t) — ({Op=v), [w])F(t) (5.1)
i=1 :
+ [0 (vh [wl, [y + 107 (A[Vw], [Vol)ag ),
where (w,v)p() is the La(T'(t))-inner product. For n = 1,..., N and two functions w and v,
we write
/ wvds = / (w,v)p dt. (5.2)
n In

Using (5.2) and the bilinear form Ay, ;, we may write the finite element variational formulation
(4.21) as: Find uy, € V}, such that

2 N
ZZ/ (g, v) dt—i-z Aht (up,v)dt

i=1 n=1 In
2 N
+ZZ([uh]n L Un 1) Qe 1+Z/ —n'fup)v, d3 (5.3)
21:]1Vn:1
:ZZ/I (fav)ﬂi(t)dtv
=1 n=1"v"'n

for all v € V3. With 7o r(t), defined by (4.18), and I'g (t) := ', (t) = Ko NT'(t), we define

the following two mesh dependent norms:

1wll} o ey = D, P lwlf e
KeTo,r(t)

HMBl/Q,h,F(t) = Z hKHwHFK(t
KeTor(t)

Note that

1/2 1/2
(w, ) = / (h%zw)(h;/%) ds < </ hw? ds) (/ hytv? ds>
I(t) T(t) I'(t)

(8w wa) (2w e 55

KeTor(t) KeTor(t)

= |lw| - 1/2,h,T(t) HU”1/2hr()
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and

Wl e = > btlwli o =br" D (lwli},

KeTo,r(t) KeTo,r(t) (5.6)
= b w3,

where h = maxg,c7,u7, (hr,). With H! denoting the Sobolev space W2, and the two mesh
dependent norms, we define the norm |||, of a function w € H' (1 (t), Qa(t)) = {w : wlg, ) €

HY (0(t)), wlay ) € H'(Qa(1)} by

2
ol == D V0l + 1= w) 121 o ey + 0TI 2 prey + 1V ) (5.7)
i=1

We are now ready to state the following lemma on the coercivity of Ay ¢ on Vi, (t) C HY (4 (t), Qa(t))
with respect to |||[||,-

Lemma 5.1 (Coercivity of Ay ;). Let the bilinear form Ap; and the norm |||-|||, be defined by
(5.1) and (5.7), respectively. Fort € (0,T], there is a constant o > 0 such that

Apa(0,0) 2 alloll2, Vo€ Vile). (5.8)

Proof. Following the proof of Hansbo and Hansbo [5], we start by inserting v € V},(¢) into
Ah,t:

2
Apg(v,0) =Y (Yo, Vo)g,0) — (Oa=), [0])ray — (9 0), ]
=1
+ |n

| (vhig ], WDry + [R5 I(AIV], [VU])ag ) (5.9)

[\V]

= IVolif, ) — 208n=0), WDry + 17 V0T 20y + 1B IV )

=1

The second term in the last row of (5.9) with opposite sign is

2((0r=v), [v])r) < 2l{0r=v) || =1 /2,00 1[V]111/2,0,0 (1)
1
< EH< nIU>H21/2hF +ell[v ]”1/2,h,r(t)

1

2
- 7H<8ﬁ””>”271/2,h$(t) - ZIK O )21 onry + el jppre  O10)

| /\

QC[
ZHV o130 6”( Fns )12 1 jo nriey T ENONIT o rey:

where € > 0 is to be chosen and C; > 0. We have used (5.5) to obtain the first inequality.

To obtain the last inequality, we have used the inverse inequality from Lemma A.3. Inserting
(5.10) in (5.9), gives
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2
2C
Apg(v,v) = Z HVUH?zi(t) = Z ||VU||Q otz ||<8ﬁ‘”v>||2—1/2,h,1“(t)

=1
—elllvlllf o F(t) + Inmlvll[ T 2 nre + 10FIMIVOIG )

(5.11)
2CT
-(1-7) Z Vol + 21 @a ) 2o
+ (In*y - 8)||[ I 2nre + 10TV 0)-
By taking ¢ > 2C7, e.g. € = 4Cy, and v > ¢/|n"| we may obtain (5.8) from (5.11).
O
Note that by using (5.6) in (5.11), we have
2CT
Anatee) =(1- ") 3 Z V0l + IR 2200
(5.12)
7"y — _
+ (P Wl + eIl
Remark. The identity (5.12) will be used later in Corollary 6.2.
5.2 The bilinear form B}
Define the bilinear form Bj, by
2 N
(w,v) ZZ/wv dt+Z/Ahtwv
i=1 n=1
e 1 (5.13)
+Z ”’n zn+zw07vo 10+Z/ _n 'Ucfds
i=1 n= 1
We may then write (4.21) in compact form as: Find wuj, € V}, such that
2
Bh(Uh,U) = Z(UO,’UO —|— Z/ f, Q;(t) dt (514)
i=1

for all v € Vj,. By partially integrating the first term in (5.13), the bilinear form Bj can be
expressed differently, as noted in the following Lemma:

Lemma 5.2 (Partial integration w.r.t. time in By). The bilinear form By, defined in (5.13),
can be written as
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N N
Bh(w,v):ZZ/ (w, =)oy dt+ > [ Aps(w,v)dt
] n=1 I

2 N
(i ~leh)a, + D (v i)a + 3 [ atwplds
i=1 n=1v"n

Proof. With 3, = S22 SN the first term in (5.13) is

Z/ (W, v)q, ) dt ZZ/ wo dz
2,Mn In in Din
= ; /D@-,n —wvdT + ;/@ ntww ds,

Di,'n

(5.15)

(5.16)

where D;,, = Q; x I, and 9D;, is the boundary of D_m To obtain the segond equality in
(5.16), we have used the divergence theorem on [, V- (wve;)dZ, where V = (V,0t) and

e = (0,1), i.e., the unit vector in time. The first term in the second row of (5.16) is

Z/ —wovdx = Z/ (w, _i))ﬂz'(t) dt.
inn Din nn In

The second term in the second row of (5.16) is

Z/ ntwvds = Z (/ ntwo ds +/ atwv d§) + Z/ atwo ds.
in Y0Din Qin_1 Qin in Y OUxIn

i,n

=1 =1I

Consider I and II in (5.18) separately, starting with I:

I:Z(/ ntwvds—i—/ ntwvds):z</ —wvds—i—/ wvds)
; Qi n—1 Qin in Qi n—1 Qin
= Z <(wn7 U;>an - (w:—h U:—I)Qi,n1>'

n

We leave I like this and consider II:

IT= Z/ nfwv ds = Z/ nwv ds + Z/ ntwv ds
i JouxIy i J092:0000 X1, i T
N N
—Z/ n'wv ds = Z/ niwivy + Rhwavg ds = Z/ n'[wv] ds,
in Vm n=1"Tn n=17""n
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where we have used 7! = 0 on 09 to get the third equality, and # = fi; and [v] = v1 —v2 toO
obtain the last equality. Inserting (5.17) and (5.18) in (5.16), where (5.19) and (5.20) have
been inserted in (5.18), we have

Z/In( dt—2/7 9)q, () dt

mn

+) ((w;,v;)ﬂi,n — (w_y, U$_1)Qi,n_1> (5.21)

Inserting (5.21) in (5.13), we have

2 N
ZZ/I —vg(tdt—f—Z/ Apt(w,v)d
i=1 n=1""n

2 N-1
3 3 (ol + 30 e

i=1 n=1 i=1

. (5.22)
#5 (wa, — wvda )

i=1n=1

N

N
/n —n'[w]vg d5 + ; / A [wv] d

+
n=1

The terms in the second and third rows of (5.22) are combined and rewritten as
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i=1 n=1 i=1
2 N
1535 B (R0 IS T
i=1 n=1
2 N-1
=3 ¥ (v, — oo+ (v, — (000 )
=1 n=1
2
+ Z ( wo :vo + (wysvy)e (Wy_15 V1) n 1)
=1
9 N-1 (5.23)
= <(w;7U;)an - (w;7v7—l_)ﬂz n)
=1 n=1
2
e (R R D e
=1 -0
+(wE—1’UJJ\rf—1)Qi,N71 - (w]t—17v]4\}—1)9i,N—1 >
=0
2 N-1 2
= Z (wy, _[U]n)Qz’,n + Z(w;[v U]Q)Qi,N
i=1 n=1 i=1
The terms in the last row of (5.22) are combined and rewritten as
N
Z/ —nt[w)v, d5 + Z/ [wv] Z/ — [w]v,) ds
(5.24)

= E / w1v1 wWoV2 —wlvg—i—wgvg ds = g / nt wp

where p = (3 — sgn(n')), when

o = 1(3 +sgn(n')) and 7 = ny. These expressions make
p,o € {1,2} and p # o. Inserting (5.23)

and (5.24) in (5.22), we obtain (5.15).
O
5.3 Consistency and Galerkin orthogonality

To show Galerkin orthogonality for the bilinear form By, we need the following lemma on
consistency.

Lemma 5.3 (Consistency). The solution u to (2.1) also solves (4.21).

Proof. Insert u in place of uj in the expression on the left-hand side of (4.21). From the
regularity of u, we have, for n = 1,...,N, [u],—1 = 0, [u] = 0 and [Vu] = 0. Writing
Din = 2 Zivzl, the left-hand side of (4.21) with u becomes
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N
> /1 (i1, 0) 0y dE+ > /1 (Vu, Vo)o, dt + ) / —(Opeu) [v] d5. (5.25)
in Vo in U n=1%n

The second term in (5.25) is

(Vu, Vu)q, p dt = Vu - Vudz
- I i® - D:
:Z/ —Auvd:f—{—Z/ n* - Vuv ds,
7 Din i,n g

Dv’,,n

(5.26)

where D;,, = §; x I, and 9D, is the boundary of D;,. To obtain the second equality in
(5.26), we have used the divergence theorem on [, V- (Vuwv,0)dz, where V = (V,8t). The

first term in the second row of (5.26) is

Z/ —Auvdi:Z/ (—Au,v)q, ) dt. (5.27)
in Y Din in In

The second term in the second row of (5.26) is

S vaas=Y </
2N 8Di1" iwn Qi,'n—l

_ _ 2nd _ _
+Z/ % - Vuvds = Z/ n* - Vuvds
im JOQixIy i JOQixIy
:Z/ ﬁw-VuvdE—i—Z/ n* - Vuvds
i J09un090x 1, i I

N
Ath n* - Vuvds = ny - Vujvy + nd - Vugue ds
A 7T g Ve s
N N
6th _ _ _
= n® - [Vuv]ds = [(Orzw)v] ds
> >
8th al _
=) / [Oreu] (V) + (Opeu)[v] + (w2 — wi)[Opeu][v] d5
n=1v"n

N
= (Opeu)[v] ds,
> ).

where we have used n* = 0 on §2;,, for i = 1,2 and n = 0,..., N, to obtain the the second
equality, v = 0 on 09y to get the fourth equality, n = n; and [v] = v; — vy to obtain the
sixth equality, applied (A.1) to get the eight equality and finally, to obtain the last equality,
we have used [Op=u] = 0, which follows from the regularity of u. Inserting (5.27) and (5.28)
in (5.26), we obtain

ﬁI-Vuvdx—i-/

n"* - Vuv dm)
Qi,n

27



N
S (Vu,Vo)g,pdt =D i (—Au, ), dt+ Y / (Do) [v] d5. (5.29)
i,n in Yin n=1v'n

In

With the insertion of (5.29) in (5.25), we obtain

Z/ U, v) dt+2/ VquQ(tdt—i-Z/ Or=u)[v] ds
—Z/I (i — Au,v) ()dt

From (2.1), 4 — Au = f. This completes the proof. O

(5.30)

From Lemma 5.3, we have that u solves (4.21). Since (5.14) is just another way of writing
(4.21), w solves (5.14) as well. From this, and with the error e = u — uy, we have Galerkin
orthogonality for By,.

Corollary 5.1 (Galerkin orthogonality).
By(e,v) =0, forallv € V. (5.31)

5.4 The discrete dual problem
We now consider the function zp € V}, defined by

2

Bu(v,21) = > (03, 2 &0 s (5.32)
i=1
for all v € V3. From (5.32), the function z, is the solution to a discrete dual problem to
(2.1). With the alternative way of expressing By from Lemma 5.2, we may write (5.32) as
the following discrete dual problem that goes backwards in time: Find z; € V}, such that

2 N
ZZ/(U —Zn)a dt+z Ahtvzh dt

i=1 n=1"1In
2 N-1 N

+35° 5 (o ~lenlnan, + Z(U;V, )+ / o ln]ds  (5.33)
i=1 n=1 i=1 n=17In

2
= Z(UR{’ Zi—l_,N)Qi,Nv
=1

for all v € Vj,. Thus, we may consider z, to be the finite element solution to the following
continuous dual problem:

—2—Az=0  inQx (7,0,
z=0 on 0 x [T,0], (5.34)
z:z;{’N in Qo x {T}.
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5.5 Ritz projection and discrete Laplacian

The Ritz projection operator Ry : H'(Q(t), Qa2(t)) — V3 (t) is defined by

Apt(Ryw,v) = Ap(w,v), for all v e Vj(t), (5.35)

where H! denotes the Sobolev space W12, Based on an estimate for w — Ryw, for the case
with only a background mesh, presented in [3], we propose a corresponding estimate for our
model.

Conjecture 5.1 (An estimate for w — Ryw). Fort € (0,T), a function w € HY(1(t), Qa(t)),
and the Ritz projection operator Ry defined by (5.35), we have fori=1,2:

o= Rl < © i 119Dl (5.36)
where |[wllq,¢) = lwlly,), C > 0 is a constant, h is the largest diameter of a simplex

in ToU Tg, and Diw = max{|Dw| : |a| = j}, where D* = 9l®l/92z®1 ... 0z and |a| =
ap+ -+ ag.

The discrete Laplacian Ay : HY(Q1(t), Q2(t)) — Vi(t) is defined by

2

— Z(Ah,twvv)ﬂi(t) = Ap(w,v), forall ve Vy(t), (5.37)
=1

where H' denotes the Sobolev space W12,

5.6 Interpolants

The auziliary interpolation operators I~07n and I~G,n

We will first define two auxiliary interpolation operators that will be used to define our main
interpolation operator. The idea is similar to how the broken finite element spaces were
defined in Section 4. For n = 1,..., N, we start by considering the two space-time curves
Son(z) and Sg (), defined by

Son(z) = {(x,t) : th—1 <t < t,} = {a} x I, for x € Qp, (5.38a)

tn
San(x) :={(y(z,1),t) ry(z,t) =2 — /t p(r)dr, th—1 <t <t,}, forz € G(t,). (5.38b)

Note that Sp,(x) and Sg ,(z) are parallel to the nodal trajectories of Ty and 7T¢, respectively.
For n=1,..., N, the segments Lo ,(x) and Lg,(x) of Sy n(x) and S n(x), respectively, are
defined by

Lon(z) :== Son(x) N D1y, for x e Qo, (5.39a)
Lgn(z) = Sgn(x) N Dy, for x € G(t,). (5.39b)
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See Figure 10 for an illustration of the space-time curves Sp (), Sgn(z), and the segments
Loy (), Lgn(x) for some x’s.

! QO x I, ' G x I,

T T2 T3 T2

Sofn (1) Sofn (r2) Soln (3)

tn— 1 tn— 1

X1 i) I3

Dl n Ly n(x3)

)

LO,n (w2)

tn—1

Figure 10: An example, for d = 1, of the space-time curves Sp (), Sgn(x), Lon(x), and
L¢ n(z) for the three z’s, 1 < x2 < x3, when g is constant on I,,. Top left: The space-
time curves S, (1), Son(x2), and Son(x3) in Qo x I, (light blue) for z1,z2,23 € Qy. Top
right: The space-time curve Sg ,(z2) in G x I, (red) for xo € G(t,). Bottom: The resulting
space-time segments Lo, (1), Lon(22), and Loy (z3) in D, (light blue), and the resulting
space-time segment Lg ,(x2) in Do, (red).

Forn=1,...,N, and functions wp : Son(xz) = R and wg : Sgpn(z) — R, the auxiliary inter-
polatjon operators Iy, and I, are uniquely defined by the interpolants Iy ,wo € P4(So 5 (x))
and Ig,wg € PY(San(x)), respectively, that fulfil the following properties:

(fO,nWO); = Wy (5.40a)
(Ignwe), = W (5.40b)
and for ¢ > 1,
/ (fojnwo)v ds = / wovds, forallv e qul(LQ,n(a:)), (5.41a)
LO,n(l') Lo’n(m)
/ (fg,nwg)v ds = / wgvds, forallve Pq_l(LGm(a:)), (5.41Db)
Lg (=) Lgn(x)
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where ds denotes an infinitesimal arc length of either Sy, (z) or Sg ,(z). We may now extend
this definition to interpolate functions w : Dy, — R (and w : Dy, — R) by noting that any
z € Dy (or Day) belongs to precisely one segment Lo, () (or Lgn(z)).

The main interpolation operator I,

We are now ready to define our main interpolation operator I,, in terms of INO,n and INGWL. For

n=1,...,N, and a function w : Dy, — R, we define the interpolation operator I,, by
(Inw)|py,, = lon(w|p,,) and (Lyw)|p,, = Ign(w|p,,)- (5.42)
Immediate consequences of (5.42) are that forn=1,..., N, and i = 1,2,
(Lyw);, =w,, (5.43a)
and for ¢ > 1,
/ (Iyw,v)q () dt = / (w,v)q,4) dt, for all v € §;V},". (5.43b)
In In

Note that (5.43b) holds for ¢ = 0 as well, since then the function space 6,V;" only consists of
the zero function.

Lemma 5.4 (Interpolation estimate). Let p and its time derivative be bounded on I,, and
let I,, be defined as in (5.42). Then, for ¢ = 0,1, I, is bounded and there is a constant
C = C(u) > 0 such that, for i = 1,2, and for any function w : Dy, — R with sufficient
regularity,

lw = Lnwllo, 1, < CkEH Vg, 1, + Eg (@1, (w), (5.44)

where ||wllq; 1, = maxer, [|wllo,@), kn = tn — th1, wlatl) = 99ty /ot | and Eq (1) (w)
18

Eo@ury(w) = max {1t n}qu“(HVwHQ 1+ a([HH (w )MIIQi,InJrHV%bHQi,In)), (5.45)
where (110 = p, C = C(u) >0, and H(w) is the Hessian matriz of w. The vector H(w)u is
the result of a matriz multiplication between matriz H(w) and vector pu.

Proof. We start by deriving explicit expressions for Iy, involving w, for ¢ = 0,1. From
these explicit expressions, boundedness of I, will follow. We then use these expressions to
derive estimates for w — I,w, from which (5.44) will be derived. But first we introduce some
useful notation and estimates. Let j denote an element in the index set {0,G}, and let
Sj = Sjn(z), defined by (5.38), and Lj = L;,(x), defined by (5.39). Furthermore let r be a
parametrization of S; with respect to time, i.e., 7(t) = (y(t),t), where y(t) = « — ft

for some = € Q and fi is defined by (A.2). Note that dy/dt = [i and that the relation between
the parametrization r and the infinitesimal arc length ds is |dr| = ds. We thus have

dr(t) dy(t) dt "
dt :< dt ’dt> = (A1)

dr
dt

_ds

== = (|a]? + DY2. (5.46)
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We use (5.46) to obtain the following estimate:
dt

— (112 ~1/2
— = 1 <1. 5.47
L (P ) < (547
With 7(t) = (y(t),t), the first and second time derivatives of a function w along S; are
dw dw(y(t),t) dy Ow A
it B — At . . 5.48
it I Vw i 5 Vw - fi +w (5.48a)
d? d d
—| = %<Vw-/l—l—w> - %<Vw-ﬂ> 4V i+ @
S; (5.48b)

= (H(w)p) -ﬂ+Vw-%+Vw-ﬂ+w(2),

where H(w) is the Hessian matrix of w. The vector H(w) is thus the resulting vector from
the matrix multiplication between matrix H(w) and vector fi. Now, let r,—1 = r(t} ;) and
rn = 7(t,) denote the endpoints of the space-time curve Sj, and let r, and 7, denote the
endpoints of the segment L; of Sj. A curve L; could of course consist of more than one
segment, e.g., Lj = L;1 U Lj2 and L;j; N L;2 = (. But without loss of generality, the curve
L; only consists of one segment in this proof. With the new notation, we derive an estimate
for the length of Sj, i.e., |.S}].

Tn tn
S, :/ ds:/ ds:/ (a2 + )Y dt < (uf2. + 1)"2k, = Chy, (5.49)
Sj Tn—1 tn—1

where |p|7, = maxuer, |p(t)] and C = C(u) > 0. To obtain the third equality, we have
used the general formula for the arc length of a curve with the infinitesimal arc length being
ds = (||*> + 1)¥/2dt, from (5.46). Since ds denotes an infinitesimal arc length of S;, the
variable s could be thought of as a length associated with a point 7(t) on S;. We define s by

r(t)
s(r(t)) := sp—1 + / ds, (5.50)

Tn—1

where s,_1 = s(rp—1) is some predefined reference length at the point 7,_1. In the same
way, we let s,, a, and b denote the lengths associated with the points 7, 4, and 3, respec-
tively. Furthermore, we let [ denote the length associated with a point r; € L;. With the
new notation, the lengths of S; and L;, may be written |S;| = s, — sp,—1 and |L;| = b — a,
respectively. Line integrals with the integrand being a function of s, may thus be treated in
the same manner as regular one variable integrals. We are now well equipped to start deriving
expressions for I,w and w — Iw.

ILyw forqg=0
For ¢ =0, and r; € Lj,

(Lyw)(ry) = w, (5.51)
from (5.43a). The identity (5.51) indicates that I,, is bounded for ¢ = 0. Using (5.51), we get
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@
ds

dw

d
dat | <7

- _ Tn dw Tn
(w—Inw)\Lj:w(rl)—wn :—/T drdsg/rl

1

d Tn
aw ds < /
dt _—

< / | + 14| Vo] s

—1

where we have used the absolute value and the fact that |dr| = ds together with the chain
rule to obtain the first inequality, and dt/ds < 1, from (5.47), to obtain the second inequality.
To obtain the last inequality, we have used (5.48a). By taking the || - ||q, 7,-norm of (5.52),
we obtain

Tn
lw = Tawloun, < I [ lil+ Vel dslo, r, < 1851 (I, + luln Vel )
Tn—1 (553)
< Challtl, 1, + lals, Chall Vol 1,

where we have used (5.49) in the last step. This proves (5.44) for ¢ = 0.
Lyw for g =1

For ¢ = 1, the procedure is trickier. We start by considering the following integral:

L da)) G [t
/L (5 — 5n) a /m< )

dr dr

d(fnw)(rb) 1

— T§((b —s0)? = (a —s,)?),

J

(5.54)

where we have used the fact that d(I,w)/dr is constant on L; for ¢ = 1. We may also use
this fact to treat the integral as:

/ (5 — sy L)) g0 / (s — ) Tn0)(r) = (nw)(ra)
L L

dr s — Sp

J J

:/LA([nw)(r)ds—/ (Iyw)(ry)ds (5.55)

J L;

:/ w(r)ds—/ w;ds:/ w — w,, ds,
L; L L;

J J J

where we have used (5.42) together with (5.41), and (5.43a) to obtain the third equality. By
Taylor expansion of (I,w)(r;) at 1 for r; € Lj, we get

(Lyw)(ry) = (Lyw)(rn) + (1 — S”)W
= 2(l — sn) ~
_wn‘f‘(b_sn)g_(a_sn)Q/Lw—’wnds (5.56)

J

:w;+a/ w —w,, ds,
L

J
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where a = 2(1 — s,)/((b — sn)* — (a — s,)?). To obtain the second equality, we have used
(5.43a), and combined (5.54) with (5.55). The identity (5.56) indicates that I,, is bounded

for ¢ = 1. We note that the denominator in a may be written as

(b—sn)®—(a—sn)?=—(b—a)(2s, — (a+1b)) =—(b—a)(s, _a)<1+ Sn —b>.

Sp— a

Using (5.56), we get

~ Tn Th
(w—Inw)|Lj:w(rl)—w;—oz/ w—w;ds:—/ C(liwds—oz/ w —w, ds
L r r Ta

j )
™ dw dw

-/ dds+a/:d<s—a>ds—a<w<m>—wn><b—a>

; r T

" dw " dw ™ dw
——/r drds—i-oa/ra dr(s—a)ds—l—a(b—a)/ %ds

1 b

™ 2w w(ry
:/ d—(s—l)ds—d( )(sn—l)

. dr? dr
2nd
" d?w (s — a)? dw(ry) (b — a)?
— — d
@ /ra dr? 2 sta dr 2

4th

—a(b—a)/rnf;;(s_ (a—2i—b)>d5
+a(b_a)<dw(rn) <Sn_ (a+b)> du(n) (b_ (a—i—b)))’

2 dr

6th

(5.57)

(5.58)

where we have used partial integration to obtain the equalities. We continue by considering
the terms involving dw/dr separately, i.e., the second, fourth and sixth terms in the last

right-hand side of (5.58):
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(5.59)

=0
S e 45) o)
_|_

_ dw(ry) (b—a)(2s, — (a+b)

= (e )
_dw(r) , . (b—a)(2s, — (a+10))

== ")< —(b—a)(2sy — (a+ b)) H)

=1

where we have used (5.57) in the penultimate equality. By inserting (5.59) in (5.58), we get

- ™ 2 " d?w (s — a)?
(w—Inw)\Lj:/rl dz(s—l)ds— /radTQ 5 ds

—a(b—a)/:‘f;”(s— (“;b))ds

Tn 2 Th d2
§|sn—l|/ wds—|—|b—a|/ s
T Ta

dr?
ds < 4|5, ]/

Tn d2
+2]sn—sn_1\/ —ZU ds
Tp
§4|5j|/ 0@+ [ | H (w) | + |j2]| V| + ] [Veb] ds
Tn—1

(5.60)

ds

dt2 dt2

dt
< 4’8n—8n 1/

where we have used the explicit expression for a together with (5.57), and the absolute value
to obtain the first inequality. In the second inequality, we have used |dr| = ds and the chain
rule, and in the third inequality, we have used dt/ds < 1, from (5.47). Finally, we have used
(5.48b), to obtain the last inequality. By taking the || - ||o, 7,-norm of (5.60), we obtain
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Tn
lw = Inwlla,,r, < 4]Sj]] [P + [l [H (w)p| + |2l [Vew] + |l [Vid| dsle, 1,

Tn—1

< 41852 10? .1,
415 (Jalr, | (w1, + Vil [Vl g, + 1l [ Vela, 5,) (56D
< R g 1,
o+ max{lulr,, i, }ORZ (I H (w)pllo, 1, + [ Vwllar, + 1 Villo, 1, )
where we have used (5.49) in the last inequality. This proves (5.44) for ¢ = 1. The proof of

Lemma 5.4 is thus completed.
O
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The extension operator E.

Recall the relaxed representation of a function v € Vj,(1,,), given by (4.5). We define the
extension operator & : Vj,(s) — Vj(t) by

Ely = ZV s)pj(z,t). (5.62)

Forv € {v:v(z,t) =3, Vi(t)p(z,t),V; € C’l( n),Vj}and t,_1 <t <t,, wheren=1,..., N,
we may write

t
Vilt) = Vitt) + [ Vi(s)ds, (5.63)
tn
since s)ds = s)ds = V;(t) — V;(t,,). With (5.62) and (5.63), we may partition v
v ft () = Vj(ty) (5.62) (5.63), y P

in the followmg way:

U_Zv (t)p;(x,t) = Z(V(t) t:V-()ds) ©;(x,1)
—ZV %xt+2</v ds>g0]1:t)

= Vilta)gs 1) +/]t >_Vi(s)es(,t)ds

t
=E&v+ [ Esvds,

tn

(5.64)

where E v = Et v. Note that, for ¢ > 1, the function £l v € 0;V;'. Now consider a function

ve Vit for g = 1 The nodal coefficient functions are then piecewise linear in time and hence
their derivatives are constant on every I, i.e., V;(s) = V;(t) for all s € (t,t,] and t € I,,. We

may thus rewrite fttn Elsvds as

/t Eﬁdtvds:/ ZVj(s)wj(a:,t)ds:/ Z"/}(t)cpj(x,t) ds = (t — tp)dv. (5.65)
n tn tn
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6 Stability analysis

The stability analysis in this section is based on a stability analysis for the case with only a
background mesh, presented in [2, 3]. The main result of this section is the following stability
estimate and its counterpart for the discrete dual problem:

Theorem 6.1 (Stability estimate). Let uy, be the solution to (4.21) with f =0 and let ug be
the initial value of the analytic solution to the problem presented in Section 2. We then have

2 N

S [ Minlloo + 9l oy

i=1 n=1
2

+ZZ/ AR eunllo @ + 10l 1ARE un — EL A nunllo, @ dt
12171 1 (61)
i=1 n=1

2 1/2
<a(y |uo||éi<0)) ,
=1

where Cy = C(log(tn/k1) + 1)Y/2 and C > 0, and |p|;, = maxser, |p(t)].

The counterpart of (6.1) for z, is a crucial tool in the proof of the a priori error estimate
presented in Theorem 7.1 in Section 7.

Corollary 6.1 (Stability estimate for z;,). The corresponding stability estimate to (6.1) for
the finite element solution zp, to the discrete dual problem (5.33) is

N
S0 [ Bl + 19500

i=1 n=1

2 N
+ZZ/ 1Anznllo: ) + 1l I ARElzn — €L Annznllo, @) dt

121 an (62)
+ )zl +Z 125wl +Z I[zn]llr,,

=1 n=1
1/2
scN(Zuz,tN\?zi,N) |
=1

where Cy = C(log(tn/kn) +1)? and C > 0, and |pu|7, = maxser, |u(t)].

To prove Theorem 6.1 and thus also Corollary 6.1, we need two other stability estimates for
the finite element problem (4.21). We start by letting f = 0 in (5.3). We have: Find u, € Vj,
such that
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N
ZZ/ (uhav)ﬂi(t)dt—i‘Z\/I Ah7t(uh,v)dt

In

i=1 721:1N n=1"Y1n (63)
"’ZZ([Uh]n 1L, ) ml—i—Z/ —t [up v, d5 = 0,
i=1 n=1

for all v € V},.

6.1 The first auxiliary stability estimate
The first of the two auxiliary stability estimates is presented as the following lemma.

Lemma 6.1 (The first auxiliary stability estimate). Let up be the solution to (4.21) with
= 0 and let ug be the initial value of the analytic solution to the problem presented in
Section 2. We then have

ZHUWHQ,NHZ Ag(un, ) dt

(6.4)
+ZZ lunln-1ld, ., + Z [ | [un]l?, Z oI, o)
i=1n=1
Proof. Start by taking v = 2up, € Vj in (6.3). With }_, = 2 Zr]:[:p we have
N
Z/ 2(th, un ), (1) dt + 2 Z/ Apt(up,up)dt
©,n Iy n=1 Iy
-1 =11
N (6.5)
+ Z 2([unln-1, u,tn,l)gm_l + Z/ —2ﬁt[uh]uh,g ds = 0.
in n=1"In
=III =1V
We consider the terms in (6.5) separately, starting with the first:
I—Z/ (Up, up)o (At = / O( Uh dm—Z/ uhet
= (uie;) ds = / ntus
z/mn h z  ua
(6.6)

_Z </ uhn dm_/ (uZn—1)2 dﬂj) +Z/ ﬁgu%zdg
Qin_1 ' - | ’
—ZZ(nuhanm it I ) +2/ ] d

i=1 n=1
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where D; ,, = Q; x I, V = (V,8;), e is the unit vector in time and dD;, is the boundary to
D; ,,. Here we have used the divergence theorem to obtain the third equality. To obtain the
penultimate equality we have used the fact that n' = 0 on 9Q. We have set i = n} and
[v] = v1 — vy on I’ to obtain the last equality. The second term in (6.5) is as we want it, so
we move on to the third term. But first we note that for i = 1,2 and n =1,..., N, we have

[Uh]n 1, uh n— 1)Qi,n—1 = ([uh]nfl’ u;,nfl + ul:,nfl B ul:,nfl)Qi,n—l

(
([uh]n 1, [uh]n I)Qi,n—l + ([uh]”—l’ u}:,n—l)Qi,nfl
(

(6.7)

[uh]n 1 [uh]n 1)Qi,n—1 + (u;:n—ﬁulz,n—l)ﬂi,nfl B (ulz,n—l’u/:,n—l)ﬂi,nfl

H[uh]n 1||an 1 + (u}tn—l?ui:,n—l)Qi,nA - ”u}:,n—IH?)i,nfl7

and

([uh]n_17 uin—l)gi,n—l = (u;t,n—l B ui:,n—l’ uftn—l)gi,nfl
= (uz,n—l’ u;n—l)gi,n—l - (u};n_p u;n_1)917n71 (68)

= Hu}tn—IH?L"’n,l - (u:’n—17u};n—l)gi,nfl'

With (6.7) and (6.8), the third term in (6.5) is

111—222 ([trln—1, ) )2 ZZH whln—1l8y

i=1 n=1 i=1n=1

2 N
1995 DI (7SS S

1=1n=1

(6.9)

Now we add the second term on the right-hand side of (6.9) to the first term in the last row
of (6.6) to obtain

2 N
(Hu;nH%i,n - Hu;n_luaml) Yy (uu;n_luaml - uu,:,n_lu%h,nl)

i=1 n=1

Mw
WE

1

«
Il
_
3
Il

-
WE

(Hu;,nua,n S S 1 —Hu;n_lua,nl)
=90 (6.10)

2
(nuh,n@,n - ||uh,n|a,n) 'y (nuh,Nna,N - Huh,onéi,o)
N~ =1

=0

’“h NHQZ N Z H“OHQ

-
Il
—
3
Il
_

o
=2

1

.
Il
—

n

||ij

where we have used w, ; = ug in the last equality. The fourth term in (6.5) is added to the
second term in the last row of (6.6) to yield
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M=

/ nt uh ds—i—Z/ —27[ uhuhgdS—Z/ nt( uh — 2up)up,) ds
ry

i
L

p”qz

i

/ nt uhl —uh2—2uh1uhg+2uh2uhg)d

n

/ uh1—2uh1uh2+uh2 s:Z/ |72t [up]? d5

i
L

(6.11)

2|l fun]lIE,,-

M) = an

3
Il
—

To obtain the third equality, we have noted that for o =1

2 2 2 2 2
Up 1 — Up g — 2Up1Ung + 2Up2Un o = Up 1 — Up o — 2Uj 1 + 2Up2Un,1

= - (UiQn — 2upupp + “i,Q)»

and for o = 2,

2 2 2 2 2
Up 1 — Up g — 2Up1Uhg + 2Up2Uh e = Up 1 — Up o — 2Up1UR2 + 2Uj, 5

= (up 1 — 2up1tng + up o).

The sign in last row of these two equalities depends on o as 20 — 3. Since o = (3 +sgn(n!)),
the sign varies as sgn(i').

To obtain (6.4), start by inserting (6.6) and (6.9) in (6.5), then use (6.10) and (6.11).
Finally, move the second term in the last row of (6.10) to the right-hand side.

O]

Forn=1,..., N, and a real valued function v, we write

/I Joll2p dt = /I (0, 0)pgey df = /F o2 ds = Joll3, (6.12)

We note that we may use (5.12) in the second term in (6.4). Doing this, rearranging the
terms and using (6.12), gives us the following.

Corollary 6.2 (Using (5.12) in Lemma 6.1). Let uy, be the solution to (4.21) with f =0 and
let ug be the initial value of the analytic solution to the problem presented in Section 2. We
then have
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2 2 N
_ 4C
DITRTNEN CRE Dob of T ¥ =33 el
] i=1 n=1 i=1 n=1
Y "]y —

+Zf|| Bneun) 2 1/mn+2<|nf|+2( )i,
.S | AT sl

n:l n

2
< ol o)
=1

(6.13)

6.2 The second auxiliary stability estimate

Following the proof of Eriksson and Johnson [2, 3], we would start by taking v = —Ap, suy
in (6.3) to try to obtain the second auxiliary stability estimate. But we cannot make that
choice of v, since —Ap ;up, ¢ Vi, in general. This is because Ay, sends a function to Vj,(t),
which is a mesh-dependent function space, and since T changes location when |u| > 0, the
discrete Laplacian Ay ; is time-dependent. The nodal coefficients of —Ay, ;u, are therefore
not necessarily piecewise polynomials of degree < ¢ along the nodal trajectories, resulting in
—Apup ¢ Vi,. The second of the two auxiliary stability estimates is therefore proposed as
the following conjecture.

Conjecture 6.1 (The second auxiliary stability estimate). Let uy be the solution to (4.21)
with f =0 and let ug be the initial value of the analytic solution to the problem presented in
Section 2. We then have

2 N
Zzt"/l HﬂhH?zi(t)JrHV“hHSQIi(t)dt

i=1 n=1
2
+ zztn S N+ 21l EE Al
t
+ZZ—II unln-1ld,, 1+Z " \[unll?,
=1 n=1
< CZ w0l o)
i=1
where C' > 0 is a constant, and |p|1, = maxer, |1(t)].
6.3 Proof of the main stability estimate
For the proof of Theorem 6.1, we will use some additional inequalities. Forn =1,..., N and

ap, by, > 0, we have
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N N 9, N 1
Stz (L) (X)) (6.15)

n=1

which comes from Cauchy-Schwarz inequality. For a,b € R,

a4+ b > —(a+b)2 (6.16)

N =

Furthermore, noting that k; = ¢1, since tg = 0, we have

"k "k tv
Z":1+Z”§1+/ —dt =1+ log(ty/k1). (6.17)
n=1 tn n=2 tn t L

We are now ready to prove Theorem 6.1.

Proof. The proof idea is to derive lower bounds for separate terms on the left-hand sides of
the auxiliary stability estimates. These lower bounds will then be used to obtain the main
stability estimate. From the first auxiliary stability estimate (6.4), we have

2

2 2 2
_ 1 _
> ol > 3 il > 5 (3 Il ) (6.13)
i=1 =1

i=1

where we have used (6.16) to obtain the last inequality. From (6.18), we obtain

2 1/2
S i llay < C (Zuuoumo)) , (6.19)
=1

where C = v/2 > 0. In the second auxiliary stability estimate (6.14), we may categorize
the terms on the left-hand side as either integral terms or jump terms. Since the treatment
will be the same for all the integral terms and very similar for both jump terms, we may
consider a generic integral term and a generic jump term instead of treating all the terms on
the left-hand side in (6.14). We start with the generic integral term:

o [ o
T
(], twta ) zzztk@:j/ full o dt)

(£2) (5 o)

i=1 n=1

2
cZnuoHQ zZ

||Mm EMM H

(6.20)

v

IIMZ HMZ IIMZ

Y

where we have used Cauchy-Schwarz inequality to obtain the second inequality, (6.16) to
obtain the third inequality. To obtain the last inequality, we have used (6.15) with a, =

2k [t and by, = \/tn 2k, 7 J1, lwlle, ) dt. From (6.20), we have
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2 N N 2]{; 1/2 2 1/2
S [ llagarse(3X5) (S ko)
i=1 n=171In " i=1

n=1 i= (6.21)
2 1/2
< C(1+log(tN/k1))1/2<ZHUOH?L-(O)) ’

=1

where we have used (6.17) to obtain the last inequality. The generic jump term is treated as
follows:

2 2 N + N " 2 2
S ITIED DB INIEED DA OWIT()
i=1 i=ln=1 " n=1""T \i=1 (6.22)
) %")_l<ii|[ )
> il wl|| ),
B <ngl bn i=1n=1

where we have used (6.16) to obtain the second inequality, and (6.15) with a,, = /2k,/tn
and b, = \/tn/2ky, 23:1 l[w]|l, to obtain the last inequality. From (6.22), we have

n

n=1 (623)
2 1/2
<C(1+ log(tN/kl))l/2<Z ”“0”&221-(0)) )

=1

2 N N ok 1/2 2 1/2
S Sl <o 2 (S tulk o)
i=1 n=1 =1

where we have used (6.17) to obtain the last inequality. By adding (6.19), (6.21) for all the
integral terms in (6.14), (6.23) for the two jump terms in (6.14), and noting that log(ty/k1) >
0, we may obtain the main stability estimate (6.1). This concludes the proof of Theorem 6.1.

O
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7 A priori error analysis

To prove an a priori error estimate, we follow the methodology of [2, 3] and make suitable
extensions to account for the cut mesh space-time formulation.

Theorem 7.1 (A priori error estimate). Let u be the solution to (2.1), let up be the finite
element solution defined by (4.21), and forn =1,...,N, let u be constant on I,,. Then, for
q=0,1,

[u(tn) =y ylloy <

<O s {RHCT o, + i, 9Dl + (1~ DB 6,1, (0)

1<i<2
1<n<N
(7.1)
+ |ulr, <kq+1(||u .z, + 18TV, ) + B o1, (W) + Eqr, (w)
ipi Jipi
+ i, (109Dl + 9Dl }) .
where || - oy = || - [|o(00), Cn = C(log(tn/kn) + Y2, where C = C(pu) > 0 is a constant,
kn =ty — tae1, wllo,r, = maxer, |lwllo @, @3 = 920+ly/ot2a+L b is the largest

diameter of a simplex in ToUTg, Diu = max{| D%/ : |a| = j}, where D* = 9l /gz®1 .. dzd
and |a| = a1 + -+ + ag, |pl1, = maxer, |u(t)|, and Eg’mi’]n)(u) is

B g () = 1, Ok (19l 1, + a(IH @l 1, + 1 ¥illo,r) ). (7:2)

where (110 = p, C = C(u) > 0, and H(u) is the Hessian matriz of u. The vector H(u)p is the
result of a matriz multiplication between matriz H(u) and vector u. The function Egrn (u) is
the same as E° (i )( w) but with the norm || - ||r,, instead of || - |q,.1,, -

Pmof We split the error e = u — uy, into the two parts n = u— 4 and 0 = @ — up, € V3, where
o= I,Ru e Vh, and I,, is the interpolation operator defined by (5.42). Note that from the
definition of I,,, @ € V, only because p is constant on I,,. With e =71+ 6, we have

lu(tn) = up, nlloo = lleyllao = [[(n+ 0yl < lInnllo, + 10xllay ; (7.3)
~— ~—

The n-part  The f-part
where |[v|loy = [|v]|£,(0,)- We may consider the n-part and the -part separately.
Estimation of the n-part
We first consider the term in (7.3) involving 7. Since n =u — 4 = u — I, Ryu, we have
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Inylleo = lI(w — InRew)ylla, = llulty) — InRyu)yllao = lu(ty) — (Ryvu)yllag

2 1/2 2 1/2
(Z o — RNun%zi,N) < (Z o Rtuuéi,m)
i=1 =1

1/2 2 1/2 (74)
< —
< 1rgax {|u RtUHQ In} <21>
1<n<N i=1
=C max {Hu—RtU‘Qi,]n}y
1<n<N

where |wl|q, 1, = maxer, [|[wllq,¢), By = Riy and C = V2 > 0. Here we have used (5.43a)
to obtain the third equality.

Estimation of the 6-part

We now consider the terms in (7.3) involving 6. We first note that from the Galerkin orthog-
onality (5.31), we have

Bh(eazh) - _Bh(nazh)7 (75)

where we have used e = 1 + 6 and chosen v = z,. Since § = @ — up € V}, is a permissible
test function for the discrete dual problem (5.32), we may take v = 6 in (5.32) and choose
Z;N = 0 to obtain

n(6,22) Z 1031, (7.6)

Combining (7.5) and (7.6), and using Lemma 5.2, we obtain the error representation

Z 103113, = = Bu(1. 2n)
2

N
= Z Z / n, Zh dt — Z Ah,t(na Zh) de

i=1 n=1Z1In In (7.7)
=1 =1I
2 N-1 2 N
£33 s laldan, =3 e =D [ awglanlds,
i=1 n=1 =1 —f_/ n=1 n
= III =1V —
=V

We consider the terms on the right-hand side of (7.7) separately, starting with the first term.
Recall the partition of a function © € V}f, given by (4.17). Since Z, € V}?, we may write
ih = 8z, — - Vzp. With this and noting that n = v — @ = u — I,, Ryu, we have for i = 1,2
andn=1,..., N,

46



I :/ (s 2n) ) At = / (u— I Ryw, 621 — i Vzp)o, 1 dt

I, In
Z/ (U, 6t'zh)Qi(t) dt — / (fnRtU, 6tzh)9i(t) dt
I, In
+ /In (u— I,Ryu+Ryu — Ryu, —fi-Vzp)o,w dt
=0
421/ (u — Ryu, 5tzh)Qi(t) dt + / (u — Ryu,—fi- vzh)Qi(t) dt (7'8)
In I"

+ / (Rtu - fnRtu, —ﬂ . vzh)Qi(t) dt
In

:/ (u — Ryu, 2n)q, 1) At + / (Riw — 1, —f1 - Vi), dt
I, In

<Jlu— Reullo, 1, /I Vil 4t + | Rew — oy 1, i, /1 1V 2l o .

where |u|7, = maxcr, [1(t)|. We have used the fact that §;z;, € 6;V;" and applied (5.43b)
to the second term in the second row to obtain the first term on the right-hand side in the
fourth equality.

For n =1,..., N, the second term on the right-hand side of (7.7) is

=~ [ Api(n,zn)dt = — [ Aps(u,zn) — Ape(t, zp)
I, In
2 (7.9)
:/ —Ap(Ryu — @, 2p,) dt = Z(Rtu — U, Apt2n), 1) dt,
In In =1

where we have used the definition of the Ritz projector (5.35) to obtain the third equality
and the definition of the discrete Laplacian (5.37), together with the symmetry of Ay, to
obtain the fourth equality. The subsequent treatment of II is different for ¢ = 0 and ¢ > 1.
For ¢ = 0, we continue by writing

1I for g =10

2
II :Z/ (Rew — @, Apgzp) o, dt
- I
=l (7.10)

2
<3 R — iy, /I |Anezn o d.
=1 n

For ¢ > 1, we may instead continue by writing
II forqg>1
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2 t
II = Z/ (Ryu — 1, Ah,t{é’f;zh + [ ELsiz ds})Qi(t) dt

i=1"In tn

2
— Z/ (Ryu — u, Ah,tgfzzh)ﬂi(t) dt
i=1 7/ 1In

(7.11)
= Ila
2

+Z/

t
I (Rtu - ﬂa Ah,t{ 5§5t2h ds})Ql(t) dtn
i=1"71n

tn

= IIb

where we have partitioned z, in the manner of (5.64). We consider Ila and IIb separately,
starting with Ila:

2
IIa = Z/ (Rtu - ’LNL, Ah,tg'fzzh)ﬂi(t) de
i=1/In
2
=y / (Rew — @, ApyEhzn — EL A nzn) oy dt (7.12)
i=1 In

2
< R = il 1, pl, /[ |l AR zn — € Annznlla, ) dt,
=1 n

where we have added Ay, .25, which lies in 0;Vy* for ¢ > 1, thus making it orthogonal to
Ryu — u. We leave Ila like this and consider IIb. For ¢ = 1, we may treat IIb in the following
way:

2 t
IIb = Z/ (Rtu - ’EL, Ah,t{ / gst5t2’h ds})Ql(t) dt
i=1 7 1In tn
2
=3 [ @nalBa— ).t~ t)izn)a o de
i=171In
2
-3 / (Dna(Rew — @), (t — t) G+ o~ Vzn)Jay o (7.13)
i=17/In
2
<> ’ [Ant(Rew — @)l [t — talllZn + £+ Vanlg;@ dt
i=1/1In

2
<5 1 Ana(Rets = @)l 1 /I Vil + 1Al 2nllaye d,
=1 n

where we first have used (5.65) and then the definition of the discrete Laplacian (5.37) twice,
since (t —t,, )0tz € Vi (t), to obtain the second equality. To obtain the third equality, we have
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used (4.17) on 2. The first inequality comes from Cauchy-Schwarz’s inequality and the kj,
in the second inequality comes from |t — t,,| < k,,. We leave IIb like this.

Fori=1,2and n =1,...,N — 1, the third term on the right-hand side of (7.7) can be
estimated by

L= (1, [enln)en, = (u— (In Ry, [2a]n)e,,, = (u = (Reu)y,, [24)n)e,,

- (7.14)
< lu = (Rew)y, oy ol z0ln o, < llu = Reullo, 1, | [zp]n e,

where we have used (5.43a) to obtain the third equality. Similarly, for i = 1,2, the fourth
term on the right-hand side of (7.7) can be estimated by

IV = _(77]?77 Zf;N)Qi,N =—(u-— (fNRtu)]_V? Z};N)Qi,N =—(u-— (Rtu)]_\f’ Zf:,N)Qi,N
<= (u=(Rew)y, 2, p)aun| < lu = (Rew)yllo; vllzp wllo: (7.15)

< lw = Reullog oy llz, nllo x

where we again have used (5.43a) to obtain the third equality. Now we consider the fifth and
last term in (7.7). Forn =1,..., N, we have

Voo / atnylzn] ds = — / At (u — i) 2] ds

< (@' (u = @)p, [2]))r,| < 1211, 11w = @)pllr, N[z0] I,
= |75, I(w — @ 4 Rou — Rew), ||, || [zn] I, (7.16)
=0

< luls, <||<u  Re) i, + || (Reu a>p||rn> lenll

where we have used (3.2) in |af| = | — 1/(y/(n1 - )2+ 1)(ny1 - u)| < |p, to obtain the last
inequality.
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Summing up what we have for ¢ = 0, i.e. inserting (7.8), (7.10), (7.14), (7.15), and (7.16) in
(7.7), we obtain

q=0

2 2 N
SO0, <3S e - Relo, s, /I Vil dt
=1 n

=1 n=1
2 N
S°SRew— ol / 1V 20l o
i:1 n:l In
2 N
3OS R — o, / | Aneznllo dt
._ — In
lj "];1 (7.17)
+> > llu— Rullo, 1| [znln e,
=1 n=1

2
+ Z |u— Reullo,,1y ||Z];N”Qi,N
i=1

N
+> |l (H(u — Ryu)pllr, + [[(Reu — ﬁ)p!rn> Iznlllr,,-
n=1

By taking the max over 1 <i <2 and 1 <n < N for all the factors on the left in every term
in (7.17), we get

2
SOI0RIR, < max {nu— Rellg, 1, + (s, + V)| Rew = il 1,
i=1 1<n<N

(1w = Bl + (e = Dl ) 5

2 N
X (ZZ/I 120 llo, ) + IV 2rllu @) + AR 2all0, @) At (7.18)

i=1ln=1v"n

2 N 2 N
E S el + 3 llocs + 30 u[zhnrn)
i=1 n=1

i=1 n=1
2 1/2
<ol X103l )
i=1

where Fj(u) is the factor with the max-function. To obtain the last inequality, we have used
the stability estimate (6.2) with z;f N = Oy. Analogously, summing up what we have for
g =1, i.e. inserting (7.8), (7.11), (7.14), (7.15), and (7.16) in (7.7), where we have inserted
(7.12) and (7.13) in (7.11), we obtain

50



q=1

2 2 N
SO 0x13, <S03 lu— Reallo, i, / 2l
=1 =1 n:
2
+ZZ||RtU—U||QZ,In|M|In /I 1V 24l o dt

i=1 n=1

+ ZZ | R — alle 1 il / I A iElzn — £ Azl dt

=1 n=1

+ Z Z [ Ap(Reu — ﬁ)\lﬂi,fnkn/l 12l + 18IV 2nll0; ¢ dt (7.19)

i=1n=1

2 N
+ Y ) llu = Reullg, 1, |20l

i=1 n=1

2
+ Z lu = Reullo,,1y HZ};N”QLN
i=1

N
+> |l (H(u — Ryu)pllr, + [[(Reu — ﬁ)pHrn> I[znlllr.,-
n=1

By taking the max over 1 <7 <2 and 1 <n < N for all the factors on the left in every term
n (7.19), we get

Z 1O0x11; < max, {llu = Ruullq,, 1, + 65, [ Rew — af|o,,r,
1<n<N

+ k(1 + |l )| Ap e (R — a)|, 1,

Tl (H<u Rl + | (Reu — a>purn) }
x2<22/ Vallone + 1V2nll0

=1 n=1 (720)
5SS / 7 1A el — EL Az oo
=1 n=1
3 el +Z i wllon + Z lizn Hm)
1=1 n=1

1/2
<CyFi(u <Z ||9NHQ,N) |

where F(u) is the factor with the max-function. To obtain the last inequality, we have used
the stability estimate (6.2) with z; ,, = 0.

o1



With (7.18) and (7.20), the estimation of the #-part for ¢ = 0, 1, finally becomes

2 1/2
H%M=(ZWM@Q < OnFy(u). (7.21)
=1
Estimation of Fy(u)

Now we need an estimate for F,(u). From (7.18) and (7.20), we note that we may write Fj(u)
for g =0,1, as

Fy(u) = max { lu — Ryullo, 1, +(|ulr, +1 =) [|[Ru —allo, 1,
i< N——— N———
l=n<N =1 =11

+ gk (1 +[ulr,) | Ant(Beu = a)la, 1,
=11l

lul, = Rl + [ (Re = @l ) .

-~

=1V =V

(7.22)

We treat the differences in the norms separately, starting with the first. To estimate the first
term, we use (5.36) from Conjecture 5.1:

= ||lu — < i TDIu|q, )
I=llu— Reullo, r, < Cr min, | D7ullg, 1., (7.23)

where C1 > 0 is a constant. The second term on the right-hand side of (7.22) is treated as
follows:

II = ||Rew — l|q, 1, = || Rew — I,Riu+ Lyu— Iyu+u— ullq,.1,,
< llu = Rellgn s, + I E(w — Rew)loy 1, + llu — Tl 1, _—

. ] +1y,-(g+1) 0
< Cia( i 10Dl g, + K4 1, + B 1)),

where C1p = Cri(p) > 0 is a constant, and E;)’(thn)(u) is the same as Eq (q, 1,)(u), defined
by (5.45), but with |i| = 0, since p is constant on I,,. We have used (7.23) on the first term
in the second row of (7.24). On the second term, we have first used the boundedness of I,
from Lemma 5.4, and then applied (7.23). On the last term in the second row of (7.24), we
have used (5.44) from Lemma 5.4. Now we move on to the third term in (7.22). Note that
this term is only present for ¢ = 1. Based on an estimate for Ay, ;(Ryw — fnRtw), for the case
with only a background mesh, presented in [3], we conjecture a corresponding estimate for
our model.

Conjecture 7.1 (An estimate for Ay, (Ryw — I, Ruw)). Fort € (0,T], n =1,...,N, i =
1,2, a function w € H' (4 (t),Qa(t)), the discrete Laplacian Apy defined by (5.37), the Ritz
projection operator Ry defined by (5.35), and the interpolation operator I, defined by (5.42),
we have for ¢ =1,

1A (Rew — I Ryw) g, ) < CR2[19® ||, 00 (7.25)

where |||, ) = |lwl| Ly, @), C >0 is a constant, kn = tn —tn—1, and wB) = §Pw /o3,
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With Conjecture 7.1, the third term in (7.22) is estimated as follows

LI = | Ape(Beu — @)llg,.1, < Crky 4P lg, 1, (7.26)

where Crip > 0 is a constant. For the treatment of the forth and fifth term in (7.22), we
propose the following conjecture, which corresponds to Conjecture 5.1 and Lemma 5.4, but
for the norm ||(-),l|r, -

Conjecture 7.2 (Estimates on I'y). For n = 1,...,N, a function w : Dy, — R with
sufficient regularity, and the Ritz projection operator Ry defined by (5.35), we have

I(w = Rew),r,, < Cv min_ |1 (DYw),|r,, (7.27)
1<j<2
and for p and its time derivative bounded on I,,, and I,, defined by (5.42), we have for g = 0,1,

l(w — Fw)lle, < CokEF @), + By, (1), (7.28)

where p = 1(3—sgn(n')), C1,Cy = Ca(p) > 0 are constants, h and D7 are given in Conjecture
5.1, w9 is given in Lemma 5.4, and E, 1, (w) is the same as Ey (.,1,)(w), defined by (5.45),
but with the norm ||(-),||r,, instead of || - ||,,1, -

By applying (7.27) from Conjecture 7.2 on the fourth term in (7.22), and using a treatment
of the fifth term in (7.22), analogous to (7.24), but with (7.27) and (7.28) from Conjecture
7.2, we get the following estimate for the fourth and fifth terms in (7.22),

IV+V = [[(u— Rww),|lr, + |[[(Rew — @)1,

) o ) (7.29)
< Crvvy < 1I<nj1£12 ||hJDJqun + ngFl ||u(q+1) HFH + ES’Fn (u)> ,

where Cryy = Cryv(p) > 0 is a constant, Eg,l“n (u) is the same as E,r, (u), but with |g] =0,
since p is constant on I,,. The index p has been omitted in the last row of (7.29) due to the
regularity of u. With the insertion of (7.23), (7.24), (7.26) and (7.29) in (7.22), we get the
following estimate for Fy(u) for ¢ = 0, 1:
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Fy(u) < ...

< max {CI min ||/ D7ul|o, 1,
1<i<2 1<5<2
1<n<N

+ (Julz, +1—¢q)C ( 12“}22 |k Diu|q, 1, + kL@l g, 1, + Eg,(ﬂi,ln)(“)>
+ gk (1 + |pl1,) Crunk2 10 |, 1,

1A DI, + k&l + B2 F,L(U)> } (730

+ !M!InCIvv< m @

in
1<;5<2

2¢+1}) - (2¢+1) i Jini _ 0
< © s, {2 o, 4 min, 10Dl + (1= DS 0,1, (0
1<n<N

+ lulz, <kz+1(||u<q+1>||m,fn + 18D, ) + B o, 1, (1) + Eor, (w)

in {||h! DIul|q, h! DI
+ i, (109Dl + 19Dl }) .

where C'= C(u) > 0 is a constant. We have used the fact that p is bounded for all ¢ € (0,71,
which comes from p being constant on I,,, to estimate the third term on the left-hand side in
the last inequality.

The final step

To obtain the desired error estimate, we insert the estimations of the n-part (7.4) and the
f-part (7.21) in (7.3) to obtain

[u(tn) =y ylloo < -

< C max {Hu — RtuHQi,]n} + CnFy(u) < OnFy(u)

1<i<2
1<n<N
< Oy max {E2H 024D q 1+ min || DIulq, 1, + (1 — q)EP (u)
- 1<i<2 | vin << i ¢,(2i,In) (7.31)
1<n<N

+luls, (k?ﬁl (1D ey, + 16D e,) + Eg g, 1, (w) + Er, (1)
+ i, (107Dl + D7, } ) §.

where we have used the estimation of F(u), given by (7.30). This concludes the proof of
Theorem 7.1.
O
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8 Numerical results

Here we present numerical results from the implementation of (4.21) for the following model
problem in one spatial dimension:

U— Uy = f in (0,1) x (0, 3],
u=0 on {0,1} x [0,3], (8.1a)
u = sin?(rz) in (0,1) x {0},

where

Flot) = —(% sin?(rz) + 272 cos(2mz))e 2. (8.1b)

The exact solution to (8.1) is
u = sin®(rz)e /2. (8.2)

8.1 Implementation and simulation settings

To obtain the finite element solution uj,, we have used piecewise linear basis functions in
space, and in time we have used the discontinuous Galerkin methods dG(0) and dG(1).

For the implementation of dG(1), three-point Lobatto quadrature was used to approxi-
mate the time integrals over [, and the integrals over the space-time boundary I';, in (4.21).
The reason for choosing Lobatto quadrature is that the implementation gets somewhat easier
compared to, e.g., Gauss and Radau quadrature. The reason for choosing three-point Lo-
batto quadrature is to ensure that the quadrature error will be of a higher order than the
finite element error. The quadrature error, that arises from applying three-point Lobatto
quadrature in the aforementioned way, is of the fourth order with respect to the time step,
i.e., quadrature error o< ki. Whereas, in the case of dG(1), the highest possible order that
one can hope to obtain for the finite element error, with respect to the time step, is of the
third order, i.e., error oc k7.

The numerical results consist of solution plots of the finite element solution uy and error
convergence plots, where we compare u, with the exact solution u given by (8.2). The ve-
locity p of the overlapping mesh has been constant at the value u(t,) on every subinterval
I, = (tp—1,tn]. The stabilization parameters have been v = A\ = 10 in all simulations used to
obtain the numerical results presented in this section.

Settings for the solution plots

The solution plots are presented for two different equidistant space-time meshes, where G is
immersed in Q for all ¢ € [0,3], and the length of G is 0.25 for both meshes. Firstly, we
have the coarse mesh: (22 + 7) x 10, i.e., 22 nodes for Ty, 7 nodes for T, and 10 time steps
on the interval (0,3]. Secondly, we have the fine mesh: (44 + 14) x 30, i.e., 44 nodes for Ty,
14 nodes for T, and 30 time steps on the interval (0,3]. We also present the solution plots
on these two space-time meshes for three different velocities (u’s) of the overlapping mesh:
p=0,p=01and g = §sin(25), which is %sin(%%) on I, in the implementation. We
thus have six different space-time meshes, shown in Figure 11 — 13 below.
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05r- q 0.5

Figure 11: The coarse mesh and the fine mesh for g = 0. The background mesh 7y is blue and
its nodes are marked with small blue circles. The overlapping mesh 7¢ is red and its nodes

are marked with small red crosses. The space-time boundary I',, between the two meshes is
black.

3\<
©
1 s

+ 1

B o
05r- // / q 0. ya

Figure 12: The coarse mesh and the fine mesh for ¢ = 0.1. The background mesh 7y is
blue and its nodes are marked with small blue circles. The overlapping mesh 7T is red and
its nodes are marked with small red crosses. The space-time boundary I';, between the two
meshes is black.
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Figure 13: The coarse mesh and the fine mesh for p = §sin(25%). The background mesh 7Ty
is blue and its nodes are marked with small blue circles. The overlapping mesh 7 is red and
its nodes are marked with small red crosses. The space-time boundary I';, between the two
meshes is black.

Settings for the error convergence plots

In the error convergence plots, the error is the La-norm of the difference between the exact
and the finite element solution at the final time, i.e., ||[u(T) — u;, y|lo,- We present error
convergence plots displaying the error’s dependence on both the time step k, and the step
size h, separately, for different constant values of p. Besides the computed error, each error
convergence plot contains a line segment that has been computed with the linear least squares
method to fit the error data. This line segment is referred to as the lls of the error. The slope
of the lls of the error is given in the caption beneath each error convergence figure. Slope
triangles have also been added for reference. For dG(1), we also present a plot that shows how
the order of convergence of the error on a ky-interval depends on . In the computations of
the error convergence plots, both 7y and T have been uniform meshes, with step sizes hg and
hg, respectively. The time step k, has also been constant for each instance. Furthermore,
in all computations for the error convergence plots, the final time T = 1, the length of the
overlapping mesh 7¢ has been 0.25 and 7¢ has started at the space interval [0.125, 0.125 +
0.25]. In the plots with the error versus ki, the step sizes h = hg = hg have been fixed at a
sufficiently small value so that the error’s dependence on h has been negligible in comparison
with its dependence on k,,. Analogously, in the plots with the error versus h = hg ~ hq, the
time step k, has been fixed at a sufficiently small value so that the error’s dependence on
ky, has been negligible in comparison with its dependence on h. The fixed values for the step
size and the time step have been obtained by trial and error.
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8.2 dG(0) plots

dG(0) solution plots

Figure 14 — 19 display the dG(0) finite element solution u; on the six different space-time
meshes, shown in Figure 11 — 13, from two different angles.

15

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x

Figure 14: The dG(0) finite element solution uj on the coarse mesh and on the fine mesh for
w=0.

Figure 15: The dG(0) finite element solution uy on the coarse mesh and on the fine mesh for
@ =0 from a different angle.
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Figure 16: The dG(0) finite element solution uy on the coarse mesh and on the fine mesh for
w=0.1.

Figure 17: The dG(0) finite element solution uy on the coarse mesh and on the fine mesh for
¢ = 0.1 from a different angle.

99



I
y

0.1 0.2 . . 05 0.6 0.7 0.8 0.9 1

o

Figure 18: The dG(0) finite element solution uy on the coarse mesh and on the fine mesh for

1= 3sin(2gh).

Figure 19: The dG(0) finite element solution uy on the coarse mesh and on the fine mesh for

w= %sin(%) from a different angle.
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dG(0) error convergence plots

Figure 20 and Figure 21 display two error convergence plots each. The left plots show the
error versus k,, and the right plots show the error versus h = hg =~ hg. The velocity is
p =0 in Figure 20 and ¢ = 0.1 in Figure 21. In the plots displaying the error versus k,, the
step sizes have been fixed at h = hg = hg = 1073. Analogously, in the plots with the error
versus h, the time step has been fixed at k, = 107%.
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Figure 20: Error convergence for dG(0) when p = 0. Left: The error versus k,. The slope
of the lls of the error is 1.001. Right: The error versus h. The slope of the lls of the error
is 1.935.
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Figure 21: Error convergence for dG(0) when p = 0.1. Left: The error versus ky. The slope
of the lls of the error is 1.011. Right: The error versus h. The slope of the lls of the error
is 1.957.
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The slopes of the lls of the error, given in the captions of Figure 20 and Figure 21, are
summarized in Table 1.

Slope of the lls of the error

I error versus k,, | error versus h
0 1.001 1.935
0.1 1.011 1.957

Table 1: The slope of the lls of the error versus k,, and h for different values of u for dG(0).
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8.3 dG(1) plots

dG(1) solution plots

Figure 22 — 27 display the dG(1) finite element solution u; on the six different space-time

meshes, shown in Figure 11 — 13, from two different angles.
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Figure 22:
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The dG(1) finite element solution up on the coarse mesh and on the fine mesh for

Figure 23: The dG(1) finite element solution uy on the coarse mesh and on the fine mesh for

@ =0 from a different angle.
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Figure 24: The dG(1) finite element solution uy on the coarse mesh and on the fine mesh for
w=0.1.
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Figure 25: The dG(1) finite element solution uy on the coarse mesh and on the fine mesh for
¢ = 0.1 from a different angle.
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Figure 26: The dG(1) finite element solution uy on the coarse mesh and on the fine mesh for

) from a different angle.
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Figure 27: The dG(1) finite element solution uy on the coarse mesh and on the fine mesh for

I
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dG(1) error convergence plots

Figure 28 — 31 display two error convergence plots each. The left plots show the error versus
ky, and the right plots show the error versus h = hg = hg. The velocity is p = 0 in Figure
28, = 0.001 in Figure 29, g = 0.01 in Figure 30, and g = 0.1 in Figure 31. In the plots
displaying the error versus kj,, the step sizes have been fixed at h = hg = hg = 5- 1074
Analogously, in the plots with the error versus h, the time step has been fixed at k,, = 2-1072.
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Figure 28: Error convergence for dG(1) when p = 0. Left: The error versus k,. The slope
of the lls of the error is 2.752. Right: The error versus h. The slope of the lls of the error

is 1.959.
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Figure 29: Error convergence for dG(1) when p = 0.001. Left: The error versus ky. The
slope of the lls of the error is 2.742. Right: The error versus h. The slope of the lls of the

error is 1.959.
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Figure 30: Error convergence for dG(1) when o = 0.01. Left: The error versus k,. The slope
of the lls of the error is 2.618. Right: The error versus h. The slope of the lls of the error
is 1.962.
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Figure 31: Error convergence for dG(1) when p = 0.1. Left: The error versus ky. The slope
of the lls of the error is 2.11. Right: The error versus h. The slope of the lls of the error is
1.989.

The slopes of the lls of the error, given in the captions of Figure 28 — 31, are summarized in
Table 2.

Slope of the lls of the error
7 error versus k, | error versus h
0 2.752 1.959
0.001 2.742 1.959
0.01 2.618 1.962
0.1 2.11 1.989

Table 2: The slope of the lls of the error versus k, and h for different values of u for dG(1).
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Figure 32 displays the order of convergence of the error on the kj,-interval [0.05,0.5] versus
w for dG(1). The order of convergence is computed as the slope of the lls of the error for
12 logarithmically equidistributed evaluation points on the kj,-interval. In all instances the
step sizes have been fixed at h = hg = hg = 0.001. The figure also shows the location of the
aforementioned k,-interval on the z-axis and figyeep, Which is the speed at which the mesh
T sweeps over a distance of the step size hg in one time step, i.e., fisweep = ho/knmaz =
0.001/0.5 = 0.002.
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Figure 32: Order of convergence of the error on the k,-interval [0.05,0.5] versus p for dG(1).
The location of the kj-interval on the x-axis is marked with a purple bar. The speed fisweep
is marked with a dotted vertical line.

From Figure 32, we note that there is a reduction in the order of convergence when the value
of p approaches and lies in the kj,-interval. We also note that the order of convergence is
barley affected when p ~ tsweep-
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9 Conclusions

From the solution plots in Section 8 it can be observed how the finite element solution uy
propagates through the combined space-time meshes. The propagation is naturally much
smoother in the dG(1) solution plots than in the dG(0) solution plots, since there are two
additional degrees of freedom for u; on each space-time simplex for dG(1) compared with
dG(0). This makes the dG(1) solution a closer approximation, than the dG(0) solution, to
the smooth exact solution u. The superior approximation capacity of dG(1) becomes even
more evident when |u| # 0. By comparing the left plot in Figure 19 with the left plot in
Figure 27, it can easily be seen how much smoother the dG(1) solution can be compared with
the dG(0) solution for the same simulation settings.

In the error convergence plots, we may observe how the order of convergence of the error ~
u— up, depends on the time step k,, and the step size h, for different velocities u of the moving
mesh. Intuitively, the error’s dependence on ky, and h should be error oc k4™ + hP+1| since
we use polynomials of degree ¢ in time, and polynomials of degree p in space, to approximate
u with uy. For the case, with only a background mesh, presented in [2, 3], the error depends
on k, and h as

error oc k24t 4 pptt, (9.1)

So the intuitive idea of the error’s dependence on k, and h holds true for ¢ = 0, but for
q =1, we get superconvergence with respect to k,. So we are interested in, whether the order
of convergence of the error is preserved or if it is affected by using overlapping meshes. Recall
that p =1, ¢ = 0 for dG(0), and ¢ = 1 for dG(1) in the simulations for the numerical results.

For dG(0), we can see in Figure 20, where y = 0, and in Figure 21, where u = 0.1,
how the error converges with respect to k,, and h. From these figures we conclude, that the
convergence is of the first order, with respect to k,, and of the second order, with respect to
h, for both ¢x = 0 and p = 0.1. Based on these figures, it is thus reasonable to assume that
the method preserves the order of convergence of the error for dG(0) and that the movement
of the moving mesh does not affect the order of convergence of the error for dG(0).

For dG(1), we can see in Figure 28 — 31, where u = 0,0.001,0.01,0.1, respectively, how
the error converges with respect to k, and h. From the plots to the right in these figures,
we draw the conclusion that the convergence is of the second order, with respect to h, for all
the aforementioned velocities. It is thus reasonable to assume that the order of convergence
of the error, with respect to h, is preserved, and unaffected by p for dG(1). In the plots to
the left in Figure 28 — 30, the convergence with respect to k,, seems to be of the third order,
or close to it. But in the left plot of Figure 31, where p = 0.1, the convergence with respect
to kn, seems to be closer to the second order. From the plots to the left in Figure 28 — 31,
we thus conclude that the order of convergence for dG(1) is affected by the movement of the
moving mesh. In Figure 32, it becomes apparent how p influences the convergence of the
dG(1) error, by decreasing the convergence with respect to ky, from the third to the second
order, when || becomes big enough. From Figure 32, this change in convergence order seems
to occur when |u| and k,, are of the same magnitude.

Let us shift our focus to the analysis of the method, so that we may compare theoretical
results to the previously discussed numerical ones. The a priori error estimate, presented
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in Theorem 7.1, may be expressed in a more simplified way, to explicitly clarify the error’s
theoretical dependence on ky, h and pu:

error oc k20T 4 hPT 4 || (KT 4 P (9.2)

From (9.2), we first note that the error’s theoretical behaviour is the same as in the case
with only a background mesh (9.1), when p = 0. This is something that holds intuitively.
Furthermore, from (9.2) it is clear that 1 does not affect the order of convergence with respect
to h. For ¢ = 0, there is also no interference from p on the convergence with respect to ki,.
But for ¢ = 1, the error’s dependence on k, becomes error oc k3 + |u|k2. From this it is
apparent that p decreases the convergence with respect to k,, from the third to the second
order, when |y is of the same magnitude as k), or larger.

The error’s theoretical behaviour (9.2) coincides well with its numerical behaviour, seen in
the error convergence plots, i.e. Figure 20 — 21, and Figure 28 — 32. Although we have used
the four conjectures: Conjecture 5.1 (An estimate for w — Ryw), Conjecture 6.1 (The second
auxiliary stability estimate), Conjecture 7.1 (An estimate for Ay, ;(Raw — I,Ryw)), and Con-
jecture 7.2 (Estimates on I'},), in the proof of Theorem 7.1, which of course could weaken the
a priori error estimate’s credibility, there is still a strong indication from both the analysis
and the numerical results that (9.2) holds.

10 Outlook and future work

The work on the space-time cut FEM for the heat equation presented in this thesis has started
from scratch and taken the method a notable distance on the way, but as always, there is
more that can be done. Future work on this method, that lies close at hand, includes the
implementation of the method in two and three spatial dimensions and a complete proof
of the a priori error estimate. One way to obtain a complete proof could of course be to
prove the aforementioned conjectures. Other ways are to start with a completely new proof
idea or perhaps use some parts of the proof presented in this thesis, but try a different
approach at some point in the proof. The future work on space-time cut FEMs for other
time-dependent PDEs, includes the derivation, analysis and implementation of methods for
the time-dependent Stokes problem and the Navier-Stokes equations. The time-dependent
Stokes problem could be seen as a bridge between the heat equation and the Navier-Stokes
equations, even though the distance between the two might seem great.
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A Mathematical tools

Lemma A.1 (A jump lemma). Let wi,w_ € R and wy +w_ =1, let [A] == Ay — A_, and
(A) ==wi Ay +w_A_. We then have
[AB] = [A|(B) + (A)[B] + (w- —wy)[A][B]. (A1)
Proof. The three terms on the right-hand side of (A.1) are
[A(B) = (A4 — A_)(w4 B4y +w-B-)
= W+A+B+ + W_A+B_ - W+A_B+ — w_A_B_,
(A)[B] = (wiAy +w_A_)(By — B-)
= (.U+A+B+ — (.U+A+B_ + w_A_B+ — CL)_A_B_,
(w- —wi)AI[B] = (w- —wi)(Ay — A_)(By — B)
= (w, — LL)+)(A+B+ — A+Bf — AfB+ + Afo).
Adding these three expressions gives
[AI(B) + (A)[B] + (w- — w)[A]B] —ws A1 By +w_ A B —wiA_By —w A_B_
+ W+A+B+ — LU+A+B7 + (.U,AfB+ — w,A,B,
+ (U,A+B+ — w,A+Bf — w,A7B+ + w,A,B,
— W+A+B+ + W+A+Bf + W+A7B+ — W+A7_Bf,
which after cancellation of most of the terms yields
(w+ + w_)A+B+ — (W+ -+ w_)A_B_ = A+B+ —A_B_ = [AB]
O

Lemma A.2 (The Dotphi Lemma). Consider an arbitrary linear basis function ¢;, belonging
to either To or Tg, for the finite element problem presented in Section 4. Let the space vector

[ € R? be defined by

4= ilp _ 0, erl(t),
“‘M’”‘{u@,xeaxw (42
we then have

il t) = - Vs (a,b). (A.3)

71



Proof. Let s € R be the space-time vector defined by s = (j1,1). Noting that the derivative
of ¢; with respect to s is zero, we have

_dyp; _ Opjdry Opjdxg Opjdt
0= s @)Lt =5 T o ds T ot ds
VY TP

Moving over the last term in the last row to the left-hand side and multiplying both sides

with —d—j, gives us

 dtds o odrds o dr
Yigsdt ~ VP dsdat VP a

Since %% =1 and % = [1, this proves (A.3).
O

Lemma A.3 (An inverse inequality on I'(¢)). Forv € Vi, (t), andt € (0,T], there is a constant
Cr > 0, such that

2
10 0|12 12 rey < Cr Y IV0lIR, - (A.4)

i=1

Proof. The proof follows Hansbo and Hansbo [5], but with some additional modifications.
Recall that I'g () = T'k, (t) = KoNI'(¢) and Tor(t) = {Ko € To : KoNI'(t) # 0}. Analogously,
we define ', (t) := Ko NT(t) and Tar(t) == {Kqg € Ta : Kg NT(t) # 0}. Note that

Yo lgw= D vl e (A.5)

Ko€To,r(t) Kg€Ta,r(t)

since Ug,e7p r(0) Ko (t) = UkgeTe () kg (1) Recalling that (v) = wiv1 + wave, we have

10021 oy = D el @av)lif o

K()E'-/E)’r(t)

2
< 5 (IOl o + sl (A6)
Ko€To,r(t)

< Y Mw@@eonli o+ Do 2hlea@v)lt, o)

K()E'-/E)’r(t) KGeTG,F(t)

where h = maxg,e7,u7, (hK,). To obtain the last inequality, we have used (A.5). For index

j € {0, G}, such that, if j =0, then ¢ = 1 and if j = G, then i = 2, we may write both terms

in the last row of (A.6) as Hwi(ﬁﬁzv)iH%K(t). Following the proof of Hansbo and Hansbo [5],
J

we have

72



s (D= 0)ill B 1) = / jwil2[2” - (Vo)i|* ds < maX(IWiF)/ |(Vo)l* ds
; I, (1) I, (1)

va Q) 4
= max (|w;|? VviQF.tM (A.7)
s e ) (T T, (O o

= Ok, / (Vo)il* dz = Ok, VUl %, 00,00
KjﬁQi(t)

where |D| denotes the Lebesgue measure of a set D and Ck, = maXFK.(t)(’CUi|2)|FKj ®)/1K;N
J

Q;(t)|]. The inequality is obtained by noting that |n*| < 1. To obtain the second, third and
fourth equality, we note that (Vv); = Vv is constant on Kj, since v is linear on each Kj.
Inserting (A.7) in (A.6), gives

H<8ﬁ1v>”2—1/2,h,1“(t) < Z 2hCK0||va%(oﬂQ1(t) + Z 2hCKG”VUH%<GﬂQ2(t)
Ko€To r(t) Kg€Ta,r(t)

< 2hCr | Vollfy, i + 20k V0 I, o) (A-8)

2
< Cr Y IVl
i=1

where C’Kj = maxy e, (1) (Ck;) and Cr = 2h max(Cl,, Cr). This concludes the proof.
O
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