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Abstract

A gravity theory in D dimensions with a spacetime metric that admits n com-
muting Killing vectors can be dimensionally reduced to an effectively (D — n)-
dimensional theory. The reduction is performed by using Kaluza-Klein techniques
and, as it turns out, the lower dimensional theory reveals a hidden global symme-
try, described by a group G, on the space of solutions. This symmetry is not seen
in the original D-dimensional theory. When the solutions admit a sufficient num-
ber of Killing vectors we can dimensionally reduce down to D = 3 where we get
a non-linear sigma-model. This sigma-model contains scalar fields which originate
from the D-dimensional metric and whatever other possible D-dimensional fields
the theory may contain. These scalar fields can also be described as parameters
in a coset space G/H which depends on the particular D-dimensional theory we
started from. If one rewrites the sigma-model in terms of coset representatives
the hidden symmetry emerges and becomes manifest; the sigma-model is invari-
ant under global G transformations. That is, given a solution to the equations of
motion we can transform it to get a new solution. Thus, the technique utilizes the
symmetries which become manifest upon dimensional reduction to generate new
solutions.

For the case when four-dimensional pure gravity is reduced over the time di-
mension to three-dimensions the symmetry is described by SL(2,R) and the coset
space by SL(2,R)/SO(1,1). We demonstrate how the Reissner-Nordstrém solu-
tion and the Schwarzschild solution are related by a SO(1,1) transformation and
identifiy the subgroup SO(1,1) as the generator of electric charge. For the sta-
tionary axisymmetric solutions in D = 4 we can reduce down to two dimensions.
The remarkable property of two-dimensional gravity is that the symmetry group
G enlarges to an infinite-dimensional symmetry group. In terms of group theory
this corresponds to the affine Kac-Moody group associated to the group G. In this
thesis we explicitly show how SL(2,R) enlarges to its affine extension SL(2,R)™.
The coset space G/H has to be extended to a coset space G /H™ which requires
an introduction of a spectral parameter and the so called monodromy matrix.
This matrix encodes all the information about the spacetime metric and the key
problem is to factorize this matrix. This amounts to a certain infinte-dimensional
Riemann-Hilbert problem.

The main goal of this thesis has been to solve this for the case of minimal
supergravity in five dimensions where the symmetry is given by G2y and the
coset space by Ga2)/SO(2,2). As a result of this thesis, we have constructed
the seed monodromy matrix for Schwarzschild and generated the five-dimensional
Reissner-Nordstrom metric via a SO(2,2) transformation
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1

Introduction

1.1 Gravity, Black Holes and Symmetries

INSTEIN’S field equations in D = 4 consist of ten non-linear coupled differ-
ential equations whose solutions constitute the spacetime metric g. The
metric g is a symmetric D X D matrix and is the most central object in
general relativity. In general relativity, we think of gravity as a manifes-

tation of a curved spacetime. That is, gravity is not considered as a force such as
electromagnetism but rather as a consequence of the geometry we live in. Knowing
the curvature is the same as knowing the gravitational “force”.

One way to visualize a curved geometry is to think of a sphere in a three-
dimensional space. This surface is obviously not flat in the usual sense but is
instead a two-dimensional curved space. This curved space has some considerable
differences compared to a sheet, i.e. flat space. For example, we could easily
construct a triangle whose angles do not add up to 180°. In a curved spacetime
the concept of distance becomes a bit tricky and one cannot measure distances as
we are used to, e.g. by using the Pythagorean theorem on the coordinates. The
role of the metric ¢ is thus to give us a prescription how this should be done. In
other words, since the metric carries the information on how we should measure
distance it also carries the information about the curvature of spacetime.

One of the most interesting features of Einstein’s theory is that it allows for
spacetimes with singularities, e.g. black hole solutions. Black holes are perhaps the
most immoderate physical object we know about due to its extreme physics which
really puts our physical intuition to the test. However, the number of analytically
derived black hole-solutions as of yet are very limited because of the complicated
set of equations that needs to be solved. A black hole is a remnant of a once very
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massive star, much heavier than the sun. At the end of a star’s life it collapses
under its own gravitational force and if the star is heavy enough, this implosion
may result in an extremely dense object. As a result of the high mass density,
the gravitational field outside the object becomes so large that not even light can
escape, hence the name black hole. What is interesting is the so called event
horizon, a border outside the black hole which marks the “point of no return”.
Once you have crossed the event horizon, the gravitational “force” becomes so
strong that not even light can escape.

There is evidence that black holes exist and in particular, at the center of our
own galaxy there exists a so called supermassive black hole [2]. The mass of a
supermassive black hole is on the order of billions of solar masses. It is believed
that almost every galaxy has a supermassive black hole at its center.

General relativity has an amazing structure and a lot of interesting physics and
mathematics can be explored if one scratches the surface. For example, the pres-
ence of a symmetry is very appreciated since it simplifies and serves as a tool when
we are trying to solve the equtions. Before we discuss symmetries in the context of
gravity and how it will become useful in this thesis, we begin with some remarks
about symmetries in general.

Perhaps the best way to define the concept of symmetries was given by Weyl: “a
thing is symmetrical if there is something we can do to it so that after we have
done it, it looks the same as it did before” [3]. We understand this definition
perfectly well when we think of a geometrical object, like a circle or a sphere,
whose symmetries are rotational symmetries. We also have symmetries in space
and time, for example: it does not matter when and in which direction I throw
my rock, its trajectory will be the same. The reason why we are interested in the
symmetries of nature is not only because they are beautiful, they simplify and give
us further support in matters. For instance, going back to the previous example
about the trajectory of a rock, we know that nothing in the equations of motion
should depend on the direction, or time, in which I throw my rock. Moreover,
nothing in the solution should depend on the direction or time either. That is,
the symmetries of a system can and should be used as an extra input when we are
trying to solve a problem.

These are examples of symmetries acting on spacetime, external symmetries. If
we study the microscopic world we find a lot of symmetries on the particle fields
themselves which are called internal symmetries. The standard model is a so
called gauge theory since it is invariant under gauge transformations. A gauge
transformation is basically a transformation which depends on spacetime, a local
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transformation, in contrast to transformations that are constant, global transfor-
mations. In the standard model the gauge symmetries are responsible for the three
fundamental interactions.

In special relativity we have coordinate invariance, Poincare invariance. If this
is extended to local coordinate invariance we get general relativity and thereby
gravity. For example, the measure d*z changes to d*z,/g in order to be invariant
under general coordinate transformations. Thus, gravity might be considered as a
gauge theory of global spacetime transformations. In particle physics, beyond the
standard model, it is believed that there exists a global, so called, supersymmetry
which relates bosons to fermions. If we make this supersymmetry local as well
we necessarily introduce gravity. Thus, supergravity might be considered as a
gauge theory of global supersymmetry. In other words, supergravity, or local
supersymmetry, is a combined theory of gravity and a supersymmetric particle
theory. Just like the spin 1 gauge field A, is introcued when one implements local
U(1) invariance for a spin 1/2 field, we have to add the gravitino gauge field in
order for the Lagrangian to be invariant under local supersymmetry. Thus, gravity
is required for local supersymmetry.

There are different versions of supersymmetry depending on the number of super-
symmetry generators. Minimal supergravity, or N = 1 supergravity, is a theory
with only one supersymmetric generator, N = 2 has two supersymmetric genera-
tors which would for example give two gravitinos when acted upon a graviton and
maximal supergravity, N = 8, has eight supersymmetric generators.

Another type of symmetry is a symmetry which acts on the space of solutions.
This space may be considered to consist of functions. This does not mean that
the functions themselves are unchanged under this symmetry operation. It means
that given a function which is a solution we can find another function which is also
a solution by acting with our symmetry operation. The notion of symmetry here
is thus realized by the fact that we do not destroy the “solution property” of our
functions.

1.2 Motivation to This Thesis

In this thesis we will make extensive use of symmetries connected to gravity. We
will begin by assuming that the metric g does not depend on time. This means that
the time-dimension is “superfluous” and that there is an effective lower dimensional
theory. That is, our D-dimensional theory can be treated as a (D —1)-dimensional
theory. If the metric is independent of more coordinates we can continue and
formulate an even lower dimensional effective theory. As it turns out, when one
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reduces a gravitational theory to three dimensions a hidden symmetry emerges, a
symmetry which was not seen from the higher dimensional theory. When we talk
about a symmetry in this case we mean that there exists a set of transformations
that we can apply to the fields in our Lagrangian which leaves it invariant. By the
action principle this means that we have a symmetry on the space of solutions,
just like we discussed above. By utilizing these newly found symmetries, solution
generating methods can be developed.

Kaluza and Klein pioneered the idea of fomulating gravity in a lower dimension.
They played with the idea of reducing five-dimensional pure gravity to four dimen-
sions and discovered that the part of the metric polarized in the fifth dimension
manifests itself as electromagnetism in four dimensions. This inspired others to
reduce gravity and gravity-matter systems in various dimensions. The Einstein-
Hilbert action in D =4

S = /d4m\/§R (1.1)

has seemingly a relatively simple structure!. However, when one dimensionally
reduces to lower dimensions hidden symmetries emerge.

As explained above, Einstein’s field equations are very difficult to solve which
is one of the main reasons why we are interested in finding symmetries. These
symmetries allow us to take a “shortcut” in finding new solutions. For example, as
we will see in this thesis, one can start from a spherically symmetric solution with
mass m and generate a solution with electric charge added. Compared to if we
would have solved Einstein’s field equations with a stress tensor, we do not have
to solve any equations.

Solutions and solution generating techniques to Einstein’s four-dimensional field
equations have been studied extensively over the years [1]. In the 1970’s, Geroch
observed that if one dimensionally reduces down to two dimensions one discovers
an infinte-dimensional symmetry, an affine Kac-Moody group [5]. For the case of
stationary, axisymmetric solutions in four dimensions this corresponds to the so
called Geroch group. Julia was one of the first who tried to get a better group
theoretical understanding of Geroch’s result ( see e.g. [0]). In [7] a linear system, a
so called Lax-pair, was derived indicating that two-dimensional gravity is integrable
giving it a connection to the “Inverse Scattering Method”. The group theoretical
aspects of it was further developed, among others, by Breitenlohner and Maison
[8, 9]. The latter has been one of the most important sources of inspiration to this
thesis. Their results include solution generating methods and uniqueness theorems
for static black holes.

'R is the Ricci tensor and g = |det g, |.
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A recent development was made by Katsimpouri, Kleinschmidt and Virmani [10,

], where the method by Breitenlohner and Maison is applied to the case of pure
gravity and STU supergravity. The purpose of this thesis has been to follow and
extend their approach. More specifically:

The goal has been to investigate whether previously known techniques
can be used for the case when minimal supergravity in D = 5 is reduced
down to two dimensions.

In this case, the symmetry group is the affine extension of G2y and the coset space
G2)/S0(2,2). We will not in this thesis discuss the nature of supergravity in any
further extent. Instead we will focus on applying the solution generating technique
discussed in the forthcoming chapters to this theory. For a more comprehensive
discussion about supergravity, see [29].

1.3 Outline

In this thesis, the main focus has been to apply a solution generating technique
to the Gy(2) group and its affine extension. Consequently, a lot of effort has been
put into finding explicit solutions and expressions. In the first half, symmetries in
D = 3 are investigated and in the second half we move on to D = 2. Throughout
the thesis, the required theory is presented prior to the calculations. However,
many concepts and objects are not explained and assumed to be known to the
reader. In particular, the reader is assumed to have knowledge within general
relativity, tensor calculus, the action principle, basic differential geometry and
group theory.

The group SL(2,R) is the simplest example of a symmetry emerging from dimen-
sional reduction and will therefore return occasionally for illustration purposes. In
the first chapters of this thesis, this group will have a prominent role but in the
last chapters we will instead focus on the Gy(9) group.

The outline of the thesis is as follows. We begin in the second chapter by per-
forming dimensional reduction of pure gravity from D = 4 to D = 3 and then
dualize. Even though this is the simplest example of a reduction, most of the
results are transferable to more complicated cases. The reason is because we have
reduced the Ricci scalar which is by far the most difficult and tedious object. In
chapter 3 we present the so called sigma-model and explain how and why there is
a symmetry and how the solution generating process works. In chapter 4 we apply
the method and show how the Schwarzschild and Reissner-Nordstrém metrics are
related. Chapter 5 aims to give an understanding of how the infinite-dimensional
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symmetry emerges in two dimensions and a few important concepts are introduced.
In chapter 6 we review some properties about the Gy(2) group and the coset space
Gg(g)/SO(Z, 2). In the last chapter, the main results of this thesis are presented.
Here we review and apply a solution generating method for the affine Kac-Moody
group G;“(Q) by generating the five-dimensional Reissner-Nordstréom metric using
Schwarzschild as seed solution.



2

Dimensional Reduction from D =4 to
D=3

Under the assumption that there exists a coordinate on which the metric com-
ponents do not depend, e.g. time, we can perform dimensional reduction of our
theory. Dimensional reduction® is very close to the concept of compactification
and we should say something about what separates them. Compactification is
performed when one is trying to describe a theory in a spacetime in which some of
the dimensions are compact. For example, a five-dimensional world where the fifth
coordinate is compactified into a circle. If the radius of this circle is very small the
theory can be considered as effectively four-dimensional. The mathematics behind
this procedure was first developed by Kaluza and Klein (K K) and it works as
follows: since the fifth coordinate parametrizes a circle we can Fourier expand all
the fields of our theory in this coordinate. The different fields are constituents of
the metric (more about this later) and other possible terms in the Lagrangian, e.g.
a Maxwell term. As it turns out, the non-zero modes give rise to massive particles
with mass proportional to the inverse radius of the compactified dimension. Since
we assume that this radius is small these massive particles have masses which are
far beyond our present energy scale. Thus, they can be ignored and what is left
is all the zero modes which do not depend on the fifth-coordinate. Knowing this
one can just assume that nothing in the theory depends on the fifth coordinate
without having to do the Fourier expansion.

Now, consider a spacetime in which the fifth dimension is not compactified
into a circle. Instead, we assume that there exists a symmetry such that nothing
depends on the fifth coordinate. That is, we are restricting ourselfs to the special

IHenceforth referred to as just reduction.

15



16 Chapter 2 Dimensional Reduction from D =4to D =3

case where the metric and the other fields in our theory only depend on the first
four components. This makes our theory effectively four-dimensional and we can
use the same technique described above to perform dimensional reduction. In
particular, we can use the same ansatz for the metric.

To sum up: to perform dimensional reduction and compactification one uses
the same mathematics. However, the physical motivation behind it differs.

In this chapter we will do the reduction of pure gravity in D =4 to D = 3 by
Kaluza-Klein techniques. First we will find a suitable parametrization of the four-
dimensional metric in terms of the three-dimensional metric and some additional
fields, then we will express the four-dimensional Einstein-Hilbert action in terms of
these fields. This will result in a gravity matter system in three-dimensions where
the matter term exhibits a global symmetry. The results of this chapter can be
found in the literature, e.g. [12], but the derivations are often omitted. Thus, the
purpose of this chapter is not only to introduce the concepts but also to present the
explicit derivations. We will make use of a non-coordinate basis in this chapter,
called vielbein. See appendix A for a brief introduction to the subject.

2.1 Parametrization of the Metric

We start from pure gravity in D = 4 which is described by the action

S = /d4x\/g(4)R(4). (2.1)

We would like to find an appropriate’ ansatz for the metric g£4)

j1%
simply denote g;,. We start by decomposing it as

g = (g‘“’ g“3> (2.2)

g3 933

which we will

where 1,7 = 0,1,2,3 and p,v = 0,1,2. That is, four-dimensional objects are
distinguished from three-dimensional objects by a hat. We will use this notation
throughout unless clearly stated otherwise. We see from (2.2) that i = 3 is the
coordinate which the metric does not depend on and consequently, the dimension
we can reduce. The signature of the metric depends on whether we reduce on
a time like or a space like coordinate. If we reduce on a time like coordinate
we have the signature (1,1,1,—1) and if we reduce a space like coordinate we
have the signature (—1,1,1,1). If we were to insert our ansatz (2.2) into (2.1) the
resulting action would look somewhat messy. For example, the three-dimensional
Einstein Hilbert term \/§R(3) will have some extra factors on it which will cause

2The precise meaning of this will become clear later on.
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some unnecessary difficulties. This indicates that g, is not the three-dimensional
metric we are looking for. Moreover, g,3 will not turn out to be a useful parameter
either. In order to find a better metric parameterization we must consider how the
different parts in (2.2) transform under general coordinate transformations. Our

four-dimensional metric transforms® as

oxP Ox°

= B o7

() (2.3)

9119(95/)
which in infinitesimal form 2’# = 2# + e\* becomes
890 = OsN° Gps + Oa N Gpo + N0pgs (2.4)
Vectors and scalars transform as
095 = 0\’ go + N9 (25)
59 = N,

respectively. Let us now see how g,,, g3,, g33 transform under the assumption that
gp» transforms as a tensor under general coordinate transformations. First we
consider external coordinate transformations, i.e. in the unreduced space which

means that
. 0 =3
N = = (2.6)
#0 p#3
In this case we have that \* depends only on the external coordinates. If we put
(2.6) into (2.4) we get for the different parts g,., gs., gs3

6g,uz/ - 81//\&.9#& + au/\ﬁgﬁu + )\papgmn

5g“3 = (93X}g#3 + 8u>\6g5,3 + )\papgug
= 3#)\6963 + /\papgug, (27)

dg33 = 83>\&936 + a3)\'5%3 + A0,g33
== )\papggg.
We see that under external coordinate transformations g,, transforms as a 2-

tensor, g,3 as a vector and gs3 as a scalar. We continue by checking how they
transform under internal coordinate transformations, i.e transformations of the

reduced coordinates
N 0 p=3
N = {% == (2.8)
P

3As we will discuss below, these are not the only symmetries our theory contains.
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Contrary to the first case M is allowed to depend on z*

later. We insert (2.8) into (2.4)

as will become apparent

0Guw = 8VA&g#6 + QL)\ﬁg,;l, + N0,
= au)\?)g,u?) + au)‘gg&/ + )\3839/“,
- auAggu?} + 8u)‘3.g3u

(Sgug = 83>\6g'u[7 + 8u>\6g63 + )\pﬁpgﬂg
= (9#)\3933 + (93)\39@ + N33,
= 8M)\3g33 + a3/\393M

(2.9)

0033 = O3A7 gzs + Oz )\ 9p3 + N0,033
= 2(93)\3.933.

Note here that 93A% not neccesarily has to vanish but it should be independent of

23 since otherwise gs3 will depend on 2. This suggests that

2= Aa") 4+ AP (2.10)
Inserting this into (2.9) yields
5gm/ = auj‘gyi’» + 8“5\931/ (211&)
03y = (%5\933 + Agsp (2.11b)
0933 = 2Agss. (2.11c)

From this we see that g, is not invariant, as we would like for the three-dimensional
metric. The reason for this is that we want the metric to live only in this three
dimensional spacetime and not depend on the fourth dimension at all. Consider
the ansatz

Ju = g/w + G;w (212)

and the transformation properties

OGuw =0

- - (2.13)

0G0 = OuAGu3 + 0, Ag30
according to (2.11a). We make this decomposition in order to find the three
dimensional invariant metric which we now hope to be §,,. For §,, to transform
as a covariant 2 tensor under external coordinate transformations we need G, to
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transform as a covariant 2 tensor as well’. A reasonable ansatz would be G ~
9u393, since we have seen that g,3 is a vector. The transformation becomes

0G L = 0(gu393v) = 0943930 + Gu30 93w
= (6H5\g33 + Agu3) 93v + 9u3 (&/5\933 + Ag3u) (2.14)
= au5‘933.g3u + 5’1/5\9339#3 + 2Ag,3950-

Obviously this is not right and we note the unwanted g33. At this stage we have to
consider if g, is really the vector we are looking for. Since gs3 is the only scalar,
we try gu3 = ¢339, so that we do not change the transformation property under
external transformations. We get

0(9339,) = 2Mgs33, + 93305, = Ouhgss + Agus (2.15)
which means that
03, = O\ — NG, (2.16)

As we can see, the part of the internal coordinate transformations that depends
on z* manifests itself as a U(1) gauge transformation together with a scaling Ag,,.
To remove the unwanted gs3 from (2.14) we try the ansatz G, = ¢337,0,, i.e. a
factor of gs3 less than before, and see that

0G 1w = 6(9339u0v) = 0933Gv G + 9330009 + 9339000,
= 2Ag339u§u + 933<81/)\ - Agu).gp, + 933§V(au>\ - Ag#) (217)
= 8V)‘gu3 + 8u)‘93u~

Finally, G, has the desired transformation property and we choose to parametrize
our metric g;; as

o v + 9339u9v 9339 918
i < 93390 933) (2.18)

As it turns out when we perform the dimensional reduction we should make the
replacement §,, — ¢33 9, in order to get the correct Einstein Hilbert term in the
Lagrangian. Since gs3 is a scalar we do not change any transformation properties
of g, under external coordinate transformations. More generally, one can do the
replacement g,, — Ag,, and then find that A = g3 is a suitable choice for the
conformal factor. The final metric ansatz which we will use is therefore

—1~ ~ ~ ~
g[u? — <g33 g;w +~gd3gugu ngQ,u) ) (2‘19>
9339y 933

4 Since we have seen that guv is a covariant 2 tensor.
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To sum up:

® g, is as 2 tensor under external coordinate transformations and is indepen-
dent of internal coordinates. Under the internal coordinate transformation
that depends on 23 it transforms with a constant scaling factor A.

e g, is a vector under external coordinate transformations and transforms with
a U(1) gauge under internal coordinate transformations. Moreover, it also
scales with the constant factor A in a way that makes the Lagrangian invari-
ant.

e (33 is a scalar under external coordinate transformations and scales with a
constant factor A under internal coordiante transformations.

It is a bit strange that our three-dimensional metric g, transforms under internal
coordinate transformations. To overcome this we use the fact that our equations
of motions, i.e. Einstein’s equations, have another symmetry. We can scale our
metric with a constant k, gz, — k*gas. This is not a symmetry of the Lagrangian
which picks up a constant factor but this does not effect the equations of motion.
Now, if we consider infinitesimal transformations of this scaling symmetry, k& ~
(1 + a), we have dgz5 = 2agps; where a is an infinitesimal constant parameter.
The transformations under both this “new‘” scaling and the old one of the various
components become

dg33 = (2A + 2a)gs3

- . N (2.20)
0w = 200, — 2G,(a + ¢)
where ¢ is the shift of the phase when one considers gs3 = €2?. The idea is to use
the “k- transformation” to compensate for the transformation generated by the
internal coordinate transformations in such a way that 6g,, = 0.

2.2 Reductionto D =3

At this point it is a good idea to change our variables to make the notation a bit
clearer. Let gs3 = ¢?, §, = A, and §,, = g,,. That is

(e_¢guy+e¢AHA,, e¢Au>
Gav = .

v

To get the three-dimensional action we insert our metric ansatz (2.21) into (2.1).
The effective three-dimensional theory is obtained by restricting our coordinate
dependence as described above.
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2.2.1 The Determinant

We start by expressing /g in terms of det(g,,) which we will denote ¢®. By using
the fact that

A B _
det (C’ D) = det(D)det(A — BD™'C)

we get

e g +e?A,A, e A
det(gus) = ( o equu . e¢u
= det(e?)det(e g, +e®ALA, —e®Ae % A,) (2.22)
= e **det(g,,)-

2.2.2 The Spin Connection

We continue the reduction by expressing R in terms of R, A, and e? where R
is the three-dimensional Ricci scalar. This is preferably done in the vielbein basis
using Cartan’s equations. In the following calculations we distinguish the four-
dimensional fields from the three-dimensional ones by a hat. In the vielbein basis
we have that

ds? = édéﬁ%é - éaéﬁnaﬁ 4363 (2.23)
From our metric ansatz
d§® = e*?ds?® + e (dz + Auclx“)2 = e“¢e“e’3na5 + P(dz + A, dxt)? (2.24)

we see that

" =eze” & = e%(dz + A, dx"). (2.25)
Here we consider a slightly more general ansatz than our previous one by allowing
the dilaton field to have a prefactor of @ and . The reason for this is to make
the dilaton kinetic term more general which means that one can choose different
normalizations. We define the structure constants C%,

14
dée™ = _500‘57@5 AET. (2.26)
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If we differentiate (2.25) we get

dé* =d(eze”) = %e%(bdgb Ae® +e% de
« ]_ «
= %e7¢87¢67 Aet — 567456%75j A e
(2.27)

o 1
= 00T NeT = C% P N E

1 _a
= —se T (—adspd? + €, ) & NE,

(Oy6e A (dz + A,dat) + e (d(dz) + d(A,dz")) (2.28)
%8[7./45]67 AP

B

o 1 (8e
= CeTF 0,00 net 4 §e(7—0‘¢’>ﬂﬁé7 AéP.

Here, 0,¢ should be interpreted as e 0,¢ and the field strength 7 = dA. We

continue by calculating the spin connections %5 defined as
VA = dA* + &% N AP, (2.29)
where A“ is a p-form. If we let A® = é* we get
Ve =de* + % N é’. (2.30)

We can think of the spin connection w as the Levi-Civita connection in the vielbein
basis. The Levi-Civita connection is defined in such a way that the following two
conditions are satisfied

V1Gvp = OuGup — Ff\wgkp - Pfj\,pgl/A =0 (2.31)
Ffjp — ng =0. (2.32)

One can express the spin connection in terms of the Levi-Civita connection as [13],
p.246

%, = —€5"(9,6%, — T,e%) (2.33)



2.2 Reductionto D =3 23

which yields

Ffw — éﬁyé*a@aﬂu + &*,0,8%,. (2.34)

The symmetry property (2.32) implies that Fﬁyd:v“ A dz¥ = 0. Consequently, by
multiplying (2.34) by da* A dz¥ we get

T, dat A da? = (&0,6%,0%, + €%,0,¢%,) da# A da”
=&, (0™, +@°,¢°,) dat A da”

_ A 500
=e, Ve =0.

If we multiply by &’ \, change our index back to o we get the so called torsion free
condition Vé* = 0 which, by using (2.30), can be expressed as

de” = - né’. (2.35)

To read of the structure constants from (2.27) and (2.28) we have to remember to
antisymmetrize in § and ~

oy, =% (ad)e03 + C°,) (2.36a)

c3,, = ge—“f L& (2.36b)

(35, = 7 F,,. (2.36¢)
We can expand (2.35) as dé® = —0%; A 8% = —@_ %387 A é° which means that

1.
—5C% N =0 A

Since CA’O‘B7 is antisymmetric in 8 and v we get for o, 3,7 = 0,1,2,3

G, = — (&% — &%) (2.37)
and if we consider
1 /4 A A L. R N N N ~
2 (Caﬁv + Crap — OBW) D) (Day — Dyas + Bays — Ppya — Dyga + Dapy)
= Whay

we have the spin connection expressed in terms of the structure constants

R 1 /4 A N
Wapy = 5 (Caﬁ'y - C’yaﬂ - CB’ya) . (238)



24 Chapter 2 Dimensional Reduction from D =4to D =3

As indicated above, our indices run from 0 to 3, i.e. this is true in D = 4 as well.
Now we can calculate the components of our spin connection

1 (3
Wagy = 3 (e_’f <a(‘9agz55a5 — a0glay + C’a57>

ot
— 2 (aagqﬁéw a@adm + C,yag) (2 39)
— e (aBad0s, — D, Bus + cﬁm)>
— ¢ Wapy + @€ 5 (0,005 — DpdOar)
A 1 A A 2 1 A
W3ap = 3 ( 3a8 — OB?)a - CaBS) - 703046
2 2 (2.40)
— _le%*ad{]_‘ '
=3 B
1 A A 1 Jay
Wasg = = (Ca35 Cgas Cgm) = ——Cs34
2 2 (2.41)
— }e%*(w]: '
W33p = 7 (C' 535 — Clss — 0353) = Cy3p
% ) (2.42)
= Ze™ 5 00
5 3¢
Finally we get the spin connections &% = @, 66 + Wy Be a,f=0,1,2,3
a 1
0 = + S0 F (9008 — 0ompd) — TR (23
1
o?, §e23a¢e + 3¢ oo Fe el (2.44)
Other components are obtained from the antisymmetry property & = —@8e.

2.2.3 The Riemann Tensor

From now on we set &« = —f to get the ansatz (2.24) to coincide with (2.21). To

get the Riemann tensor R® 45 We use Cartan’s equations

(2.45)
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The Ricci scalar R is given in terms of R= ]%/357755 + ]:233 which in turn are given
by

}?Bé = Ra,@yama + égﬁza
Rs3 = Ry 41", (2.46)
A useful identity is
d(e",)) = 0,(6")da* A da” = D,(e™ e, )da' A d”
= Ou(e e, )et ese? A e’ = % pge T " e el e N et (2.47)
+e T, (e",)e"se" & A = e d(e") + %e—‘%d’ b6 A .

We start with R4 5

1.
5 1%,5E7 A & =dd%; + 0% AO% = d% + 0% AQ% +O% A%, . (248)
I I III

In the following calculations we will drop all the é* A & terms since they cancel
anyway. The different parts are given by:
I:
doc. =d o o 2 <8¢ — 9~ 7)_1 7—a¢FaA3
W = w6—|—§e 30 PN 5¢

062 2

«
= dwj — Za@aﬁqﬁe—a%;m A& — Ze—%?,ygzsa“qmé7 A é°

(07 A A « —Q (0% (0% AR
+ 50 (0,05005 — 0,0™n3s)¢" A€+ T (Dpdy; — 07 P} (€")

= dwj — ng@/ggbe adgaey A @0
2
. O‘Z waquaanﬁgév NE §e—a¢(avaﬁ¢5g — 8,0°35)E" A &
+ e (93007 — 0%0me) (Fd(e") + Sem Fo,0m,e 1)
1 {89
-5 e T Foud(&)

= dw§ + Ee_ad)(ﬁwagqb(;? — 0,0155) &7 N &°
N L o (2.49)
+ 5 (Ogpocde™ — 0%pmp.de”™) — ze_ C“d’.i’:o‘ﬁj’iﬂ;e7 NEé°.
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Ao A K a a 7—45 AL leY A K Q _a¢ AR K A
Wi AW 8= (w kT 5 ? ( e — 0 (ﬁnnye’y)) A (w 8 + 56 2 (85¢6 -0 ¢n57€7))

« K a _ad o N K o A
= w* w B—|—§e 2 ((95¢w . N\ €T — 0" pngsw KAeé)
+ gei(ITCb (3,4]5@0‘ A C{)NB - aa(lﬁnn'yév VAN wnﬁ)
2
+‘1 00 (0, 00308% N E° — 0,90 N &5 — O $D3n " A

+ 0G0 B mast” N %)
[e% K a—% (0% AR (6% 7Y K
:wn/\wﬁ—kge 2(8,3@;}”/\6 — 0%¢ny€ /\wﬁ)

[\]

2

+ % - ‘b(a(;(b@@qbn% — (09)*nasn®™, — 0% ¢Damsy + 8%8@7755) ene
+%*w( mmfw%—a%%wﬁJ@Ag-
(2.50)
Here we have defined (9¢)? = 0,¢0%¢.
I11:
0% AGP, = (—;foge?’af’@) A (;fme&?’@)
= —ie?’ad’fgf@év NE. (2.51)

All together we get
A% + 0% A Gy = dd% + 0% AQ% + 0% NG = dw®s 4w, Aw"y
« —Q (0% (6% K (0% I o A A
+ e ? (0405005 — 0,0°6nas — O, 40" — O mgsw, ) & A €

Q (e% K (63 K [e3% K (63 K
+ 5 (85¢7] Lde” — 0%ng.de” + Ogpw®, N e — 0%Pne,e’ Aw ﬁ)

2
(6%
+ (= 0300501%5 + 0,00 bnss + 01005011
— 040, dnsp + Dsd0adn’, — O°$Dadnsy + 0”60, dms ) &7 N €

a? 1
— Ze—wS (00)° ngsn®, — Ze—f”ad’faﬂ Fosl? A&

1 3a
_ e 8o po N
1° F, Fps€ Né

(0%
= dw® + W AWy + Ee*w (V4050m°%5 — V,0%ngs) &7 A &
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2

a A A
(056Ve™ = 0 gmuVe™) — — ™ (06)" 0", g, €7 A €°

o9 (aaqsaﬁqﬁna,y — 8Py + 8a¢87¢n55>é7 NG
1

= 5O Tyl N — 2eT 0T Fplt A& (2.52)

Now if we use Ve®* = 0, antisymmetrize in v and 0 and multiply by a factor of 2

we get the Riemann tensor

» —ag pa a _a e e 1o o
Ry = € PR+ 5 (Va0500%s — VaOson®, — V0% di1gs + Va0 1), )

+ “¢(85¢35¢n L = 0y0056n°% + 0”60, ¢11ss — O°GDsém5)

704 (0 [0 1 — o (0%
P (00) (05, — 1°570s,) — 50 F G Fog

%\*—‘,;;‘QN,Q‘Q

e 3 (2 Fas — F5 Fin)
(2.53)

We continue by Calculating R?’ﬂ%.

Rﬁ% N —dw5+w N@"% (2.54)
T i

Just like above, we drop all the terms not containing é* A é° and get

I:
de?; =d (e > Dppé® + ~e 32¢]:35 éd)

2

:0; e 0500508 A &3 —§e 005050¢" N € —§e_a¢aﬁ¢d(és)

1 s
+ §e—¥;f55d(é5).

(2.55)

I1:

.3 e - 1 >
A — B8+ —e T T
w w ( 5 e oé? 2e

w
I

3ag

K o _% AR K A 1 — = A
VAN (W 8 + 56 2 (aggbe -0 ¢nﬂ6€5) — Ee 2 .7:563>
2
ot A3 . A 30 A
=-7° ¢ (a(gqsaﬂe?’ A& — (0¢)*nese® A €6>
1

«
=50 O FaT e N & — 3¢ 0euws"5E N &

(2.56)
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All together we get

2
dis®y + &, N0y = e 00500306" N &' + ZeT V50508 A &
(){2 —a¢ 2 53 ~0 1 —3a¢ K A3 PN
+ —e 0p)“ngse’ N €° — —e FsuF g€’ Né
4 p 4 B
o —a¢ A3 A 20
-7 O0pp0spe” N é°. (2.57)

We have to divide by a factor of two to get the Riemann tensor component 23 535 tO
avoid overcounting but this factor cancels with factor of 2 from Cartan’s equations.
A 302 o a _, a? o

Rgﬁ&; = —Te ¢85¢(9/3¢ + 56 ¢V535¢ + Ze ¢(8¢)27755
] (2.58)
+ Ze_?’a‘f’f,ﬁg]:”ﬁ.

From (2.46) we get

Rgs = ™ Rys + S~ (Vss — DV5036 — Onss + Vsao + Vsso)

2
[0}
+ —e (D050 — 050 + (0p)nss — 5D — 30500
4
2
1
— 08 (D — 2)mgs + 700 F o F
1 1
— 7e—3a¢‘/—_'0¢ﬂj_'76n7a — *6_30@ .7:&7‘/—"55 — ./Ta(;]:ﬁ7 77701
2 4

—a o _, Q@ _a
= ¢ "’Rgs + 5¢ ?(3 = D)V3050 — 3¢ *O¢npss

N

2

1
e 050050(D — 5) — "o *(00)(D — 3mgs — 5o 0T Fug.
(2.59)

Q

In the above calculations we have used the covariant d’Alembertian [0 = V0%
and D to denote the dimension after reduction, i.e. D = 3 in our case’. Since
Ragys = Rpasy we get that R34 is equal to R3636> with the proper indices, and
therefore

012

. 1
Ry = o7 (06)*(D = 8) + S0 4 { Fre ™ (2.60)

5Actually, our derivation does not become more general by writing D instead of 3 since we
have already used that « = —f which is only true in D = 3. However, it makes it easier to follow
the steps in the calculation if we use D instead of 3.
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where F? = F*PF,5. Finally we can put everything together to get R and at the
same time put D = 3

. 2

1
R=e¢"R—ae *0¢ — %e_a¢(8¢)2 — Ze_?’ad’]ﬂ. (2.61)

To get the standard normalization for the dilaton kinetic term we choose a = —1.
If we now put this and (2.22) into (2.1) we obtain the D = 3 effective action

s = [dyg (R - ;(6@2 - ie%f?) (2.62)

where the covariant d’Alembertian term has been dropped since it is a total deriva-
tive and the prefactor cancels with the factor from the determinant.

2.2.4 Dualization

In this section we will make a final adjustment of our three dimensional action by
dualizing the field strength F. This will result in a sigma-model on the coset space
SL(2,R)/SO(2) or SL(2,R)/SO(1,1) depending on whether the three-dimensional
space has Lorentzian or Euclidean signature. As it turns out, this sigma-model
is invariant under SL(2,R). We start by considering our three-dimensional La-
grangian from (2.62)

L= 5 (R - ;(a@? - ie%ﬂ) | (2.63)

It is importan to note here that R is independent of ¢ and F. The dualization
procedure of (2.63) works as follows: we have defined F as the field strength
associated to the K K-vector \A. This means that the Bianci identity®and the field
equations we get by varying A are

20 Tpvy

V,u(e?F*) =0 (2.64)
V. (e F,,) = 0.
We denote the Levi-Civita tensor as € and the Levi-Civita symbol as €. Now, let’s
treat F as in independent , i.e. independent of A. However, we would not like to
loose the information that F is a field strength so we have to add this separately
into the Lagrangian by introducing a new field x as

1 1 1
L=/F <R _ 5@@2 o Ze2¢]_-2 + X2€Wpaufvp> ) (2.65)

6f;w _ gupfp(;gué’
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It might seem that the added term vanishes since /79, F,, = 0 but now we have to
remember that F is not considered as the field strength for .A. When we consider
the Lagrangian (2.65) we should thus think of it as a function of the variables
9> Fuvs @, X- By varying this Lagrangian with respect to the new field x we get

1 5 1_. T
SV 0T, = §€M POuFvp = 58u<€u P Fup)

2
1 1
= ia/L(\/gewp}—Vp) = 5\/§vu<€wp}—v,o) =0

ie. V,(e""F,,) = 0 which is nothing else than the Bianci identity for F. Thus,
by construction, variation with respect to the field y gives the Bianci identity.
One can say that the Lagrangians (2.63) and (2.65) contain the same amount of
information but expressed in different ways. If we vary (2.65) with respect to F,,,
we get

5L = —ége%sfwﬂv + 0,5 F)

= —er%ﬂ”(say + 9, (’Sgﬂuﬂaﬁp) — 6 F0, (;ng)
= (—\fe%fw = apfgw”> 6 F s + 0, (?Vﬂ) 5F,,.

which gives us
FH = —e 2P X (2.66)

This tells us that our newly introduced field x is nothing else than the dual of
Fe*. The dual of a two form” F' = e?**F is defined as

(F), = ;ew,,(f')w’. (2.67)

The inverse expression is obtained by first multiplying by e

(F’)”"ewpe’w’\ = 2(*.7:’)ue‘w’\ (2.68)
and use that

€upe = 20(5352 - 51’,\52),

where 0 = +1 for Euclidean signature and ¢ = —1 for Lorentizan,

AN 1 log !
(.F) A= %EH A(*f )M'

"To simplify the notation we define F.
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If we put this expression into (2.64) we get
V(e (xF'),) =0,

i.e. the field equation for F’ is the Bianci identity for (xF’) and vice versa. Since
(xF') satisfies a Bianci identity we can introduce a scalar F such that (xF"), = 0, F
and finally arrive at
1
(F)oA = 2*6“‘”8#% (2.69)

o
The last step is to insert (2.66) into the relevant part of (2.65)

1
Lr = 5 (=3¢ F + 30,7,

g — v - g -
= VI (e, ) (e i) + K0, (e, )

\/g —2¢ _pu A X - —2¢ A
= — Yoo *PePMey,,0,¥0 Y — ZeMPO, (e ey, ,0
4 A PX X 2 P«( Avp X) (27[))

g _ v 9 apeprpe
B _\{l—e 0P €3 OpX O X + \é_auxe 2O EN 0 X
o _ _
= TG 0N + oG (00
o _
= 5\/53 2¢(0X)2-

The complete Lagrangian becomes

1

L= 3 <R — 5 (00 - ae_2¢(8x)2)) . (2.71)

This describes a so called non-linear sigma-model coupled to gravity. A general
sigma-model is written as

L= g (R~ g"0,6:0,6177(9)). (2.72)

where 7;;(¢) function as a metric on the coset space and ¢; as coordinates. The
coset space is also called the target space. From (2.71) we end up with two cases

e If we reduce a spacelike dimension our remaining space has Lorentizan signa-
ture which means that ¢ = —1 and we get a sigma-model on SL(2,R)/SO(2).

o [f we reduce a timelike dimension our remaining space has Euclidean signa-
ture which means that o = +1 and we get a sigma-model on SL(2,R)/SO(1,1).

That (2.71) is invariant under SL(2,R) is by no means obvious at this stage. In
the next chapter we will show this by rewriting the sigma-model in a way which
makes the symmetry become manifest.
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3

Sigma-Models on Coset Spaces

In the previous chapter we saw that dimensional reduction and dualization of pure
gravity from D =4 to D = 3 gives rise to a sigma-model. This extends to higher
dimensions and different gravity theories, e.g. Einstein-Maxwell and supergravity.
That is, depending on the theory, the dimension we start with and the number
of Killing vectors, we get different sigma-models. The purpose of this chapter is
to investigate sigma-models with target space G/H and in particular show that
they are invariant under the group G. At the end of this chapter we derive the
three-dimensional field equations. Since SL(2,R) is the symmetry group for the
case of pure gravity we begin by reviewing some basic properties of SL(2,R) and
the coset space SL(2,R)/SO(2).

3.1 The Coset Space SL(2,R)/SO(2)

We claimed in section 2.2.4 that dimensional reduction' of pure gravity leads to
a sigma-model on the coset space SL(2,R)/SO(2). This means that the field
content in the sigma-model parametrize the coset space. Moreover, the sigma-
model is invariant under SL(2,R). In this section and the sequel we will mainly
focus on this coset space but the results can be generalized for any sigma-model.

LOf a space-like dimension.

33
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3.1.1 SL(2,R)

The group SL(2,R) consists of all 2 x 2 real matrices with unit determinant. The
corresponding three-dimensional Lie algebra s[(2,R) is generated by

01 1 0 0 0
o) s ) e
which defines the triangular decomposition of sl(2, R) given by

sl(2,R) = Re® Rh ® Rf. (3.2)

The sum is a direct sum of vector spaces. The Lie algebra is defined by the
commutation relations

[h,e] = 2e
e, [ =h

The group SL(2,R) has SO(2) as maximal compact subgroup with Lie algebra
(e — f). That is,

s50(2) = R(e — f). (3.4)

3.1.2 The Cartan Involution

The Cartan involution 6 on a Lie algebra g is defined by its action on the Chevalley
generators e;, fi, h; as [11]

0(ei) = —fi 0(fi) = —e 0(h;) = —hs. (3.5)
We can define an invariant and an anti-invariant subspace with respect to 6 as

e {teglot) = 1)

(3.6)
p={teglo(t) = -t}
which gives us a decomposition of g as
g=top (3.7)

called the Cartan decomposition. The subspace £ defines the Lie subalgebra to the
maximal compact subgroup to G. We can check this for the sl(2,R) case. The
Cartan involution becomes

0(c) = —f O(h) = —h 0(f) = —e. (3.8)
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This can equivalently be described by
0: 0(t)=—t", t€sl(2,R) (3.9)
where ()7 denotes matrix transpose. From (3.8) we get that

Ole—fl=e—f e+ f)=—(e+ f) O(h) = —h (3.10)
which means that

t=R(e—f)

p=R(e+ f) @ Rh. (3:.11)

We note here that p is not a subalgebra since it does not close under the Lie
bracket. Moreover, we also note that the subalgebra invariant under the Cartan
involution is indeed the algebra s0(2). The Cartan decomposition (3.7) of the Lie
algebra sl(2,R) is given by

sIQR)=t@p=Re— f)@Rh®R(e+ f) = 50(2) ®Rh®R(e+ f). (3.12)
——
Invariant Anti-invariant

The key point here is that # is defined to leave the subalgebra so(2) invariant, i.e.
the Lie algebra which generates the maximal compact subgroup.

3.1.3 Iwasawa Decomposition

In general, the triangular decomposition of a Lie algebra g is given by
g=n_9DOnydny (3.13)

where the sum is a direct sum of vector spaces. For a connected? semisimple Lie
group G with Lie algebra g there exists a another global decomposition called
the lwasawa decomposition [15]. The Iwasawa decomposition of the Lie algebra is
given by [16],

g=n, Qadt (3.14)

where € is the Lie algebra for the maximal compact subgroup, a = ng N p is the
subspace of non-compact Cartan generators. The sum is a direct sum of vector
spaces. The Iwasawa decomposition of the Lie group G is given by [10],

G = NAK (3.15)

2A connected space is a topological space that cannot be represented as the union of two or
more open disjoint subsets.
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where K, A and N are generated by ¢, a,n, respectively. This can also be seen as
a decomposition of a group element G into an orthogonal matrix K, a diagonal
matrix A and an upper triangular matrix N. K is the maximal compact subgroup.
From the Iwasawa decomposition we can easily construct a coset representative for
the coset space G/K by choosing K = 1. That is, a coset representative for G /K
is given by

G/K = NA. (3.16)

From the Iwasawa decomposition (3.14) of the Lie algebra g we see that this
coset is generated by a & n, which is called the Borel subalgebra. We can find
the decomposition and coset representative explicitly for SL(2,R). We have that
a=Rh,n; = Re and £ = R(e — f) = s0(2) which means that (3.14) becomes

sl(2,R) = Re ® Rh @ s0(2). (3.17)

Let g € SL(2,R) be an arbitrary element. By exponentiating with the parameters
X, ¢, 0 we get that (3.15) becomes

g = NAK = exp(xe) exp(—6/2h) exp(6(c — ) (3.18)

which in matrix form is equal to

(1 x\ (e 0 [cos(d) —sin(0)

e (O 1) < 0 e?2) \sin(f) cos(d) |- (3.19)

The coset representative for SL(2,R)/SO(2) is now given by (3.16). Let V €
SL(2,R)/SO(2) be an arbitrary coset element. We have that

1 e 2 0
V:<O f)( 0 e¢/2>. (3.20)

The choice 8 = 0 is of course not unique, although the most convenient one, as a
coset representative. Since the sigma-model is parametrized on a coset space the
choice of representative should not matter. As we will see, this is indeed the case
and we may think of this as gauge freedom in our theory and the choice 6 = 0 as
a choice of gauge.

In this section we have worked with coset spaces G/K where K is the maximal
compact subgroup. For more general coset spaces where the denominator is not
necessarily a compact subgroup, e.g. SL(2,R)/SO(1,1) we will use the notation
G/H. However, one has to be careful when H is a non-compact group since the
results of the Iwasawa decomposition is not entirely transferable.

As we have seen the Cartan involution 6 is defined to leave the Lie algebra £ to
the maximal compact subgroup K of a Lie group G invariant. We can generalize
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this to an involution 7 which is defined to leave a subalgebra § of a Lie algebra g
invariant. The Cartan decomposition (3.7) generalizes to

g=hom (3.21)

where m is the anti-invariant subspace with respect to 7. This will become useful
later on when we consider the coset space SL(2,R)/SO(1,1).

We end this section by defining the transformation of a coset element V' of a
general coset space G/H. The coset element V' transforms as

V — gVk(z). (3.22)

g is a global element in GG and k is a local element in the subgroup H depending
on both g and V. The reason why k(z) is spacetime dependent is because V is
spacetime dependent. If we had just defined the transformation as V' — ¢V it is
not guaranteed that we stay in the gauge. To ensure that the transformed element
is in the gauge we have chosen, i.e. upper triangular matrices, we accompany the
global element g with a local compensator which thus depends on both the coset
element V' and g.

3.1.4 The Matrix M
Consider the matrix M defined as

M=vVvT (3.23)

where ()7 is the generalized transpose defined as V7 = exp( — T(t)). Since
elements in h are invariant under 7, and therefore anti-invariant under —7, we get
that

g =g g€ H. (3.24)
By using this and (3.22) we get the following transformation property for M
M — (gVE)(gVE)T = gMg™. (3.25)

This shows that M is independent of k. In general, it is quite difficult to determine
the local compensator k and it is therefore impractical to work with the group
element V' to generate new solutions. Since the transformation of M does not
exhibit this problem we will use this matrix when we do explicit calculations. The
definition (3.23) is not unique and it is also common to define M as

M=VTV. (3.26)
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This change has no drastic consequences except that one has to change coset
space from G/H to H\G. That is, V € H\G and transforms as V' — kVyg.
Consequently, M transforms as

M —s g™ My. (3.27)
Actually, we will use the latter definition in this thesis with exception for the next

section. The reason for this is that the latter definition is used more extensively
in the literature.

3.2 Construction of an Invariant Sigma-Model

In this section we will show how one can rewrite a general sigma-model on a coset
space G/H in a way which makes the symmetry G become manifest. At the end
we will show this explicitly for the case SL(2,R). We begin by defining the Lie
algebra valued one form, called the Maurer Cartan form, w,

w, =V (2)0,V (), Wy €9 (3.28)

where g is the Lie algebra of G and V' € G/H. Since w is an element in the Lie
algebra we can decompose it as follows

wy = Qu+ Py (3.29)

where
Qu = ;(wu + T(Wu)) (3.30)
P, = ;(wu — 7(w)- (3.31)

That is, an invariant and an anti-invariant subspace under the involution. Now,
let’s see how @), and P, transform when V' — gV'k

1
Qu— 3 (K wuk + K710,k + 7(k~ w,k + k710,k))

1
= K70k + 5 (K wuk + 7(k w,k)) (3.32)
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where we have used k719,k € €. As a final step we would like to rewrite 7(k~tw,k)
by using Baker Campbell Hausdorff formula

exp(—X)Y exp(X) =Y — [X,Y] + ;![X,[X,Y]] + ... (3.33)

T(k:_lwuk‘) = 7(exp(—t)w, exp(t))

=7 (w# — [twu] + ;![t,[t,w#]] * )

= 7o) = [rO 7] + OO, 7)) +
= 7o) = 6] + L) +
= k™' (w,)k. (3.34)

Here we have used the definition of the involution 7, namely 7(¢) = ¢t when t € ¢.
If we put this back into (3.32) we get

Q, — k'Quk +k0,k. (3.35)

This looks very much like the transformation of a gauge potential. If we turn our
attention to P, we get by a similar calculation

P, — k7' Pk (3.36)

which tells us that P, transforms as a field strength. If we let ourselves be inspired
by how one usually constructs invariant terms in the Lagrangian of field strengths
we consider

(P[PH) = Te(P,PH). (3.37)

This is invariant under both global, G, and local transformations, H. Since P,
is invariant under global transformations by itself we only need to check local
transformations

Tr(P,P") — Tr(k™'P.kk™"Prk) = Tr(P,P"), (3.38)

where the cyclic invariance of the trace has been used. To show that (3.37) is
equivalent to a sigma-model one has to parametrize the coset element V in a
particular way. Exactly how the coset element V' should be parametrized differs
from group to group. As announced, we will show this for the SL(2,R) case.
Instead of finding w and then constructing P, we use the matrix M

M=vVT (3.39)
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Since we would like to relate this to P,, which we know how to construct invariants
of, we use the Maurer Cartan form to get a Lie algebra valued one form M 19, M.
This can be rewritten as

M79,M = (VVT)19,(VVT) = (VT (wu+0,VT (V)T VT (3.40)
The second term in the parenthesis can be rewritten as
OVIVHT =(V1o.V) =w] = —7(w,). (3.41)
If we put this back into (3.41) we obtain the wanted relation between M and P,
as
M79,M = (VT (wy = 7(w,))VT =2(v1)TP VT, (3.42)
This implies that
1
ZUW*QJNM‘WWW%:WHP% (3.43)

and therfore is (M9, M|M~*9*M) G invariant as well. Thus, a G invariant
Lagrangian can be written in the following form

L=g(R- “QZV<M_16MM|M‘18,,M>) (3.44)

which we consider to be manifestly G-invariant. If one parametrizes the coset ele-
ment V' in the right way this is equivalent to a sigma-model. We emphasize here
that (3.44) is a general result, i.e. this is the Lagrangian after dimensional reduc-
tion for a general gravity-matter system. The only thing that differs is the coset
space G/H. If we choose to look at the special case when G/K = SL(2,R)/SO(2),
i.e. pure gravity, we have from the Iwasawa decomposition that

e_d)/2 Xe¢/2
where V' € (G, and consequently
e ?+ x%e? xe?
M = ( o ) (3.46)

Finally, by using that (-|-) = Tr(--) we get that

L= 3 (R _ g;w (0,00,6 + ewauxayx)) . (3.47)

We see that this is exactly the same Lagrangian as (2.71) if one reduces a spacelike
dimension. This completes our derivation of showing the invariance of (2.71) under
SL(2,R).
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3.2.1 Alternative Description

There is an alternative way of writing d*z,/g(P,|P*) using the language of differ-
ential geometry, which will become useful later on,

d*x\/gTe(P,P") = Tr (xP A P) . (3.48)

To see this we just use the definition of the hodge dual of a one-form P in three
dimensions

*P = Lo P,dzt Adz”. (3.49)

2’“’

This gives us

*PAP = 26”W77 dzt A dz” A Pyda®

77736 Jdzt A dx” A da?

= ﬁppPpegwdx” Adz” A dx®
= PPPe
= /gP’P,d’z.

In the third equality we have used that p = ¢ and the antisymmetry property of
¢ and the three-form.

3.3 Field Realization of SL(2,R)

Now after we have seen that we really have a SL(2,R) symmetry it is natural
to ask which symmetry transformations that actually give us something. We can
take a look at how our fields ¢ and y form a representation, i.e. a field realiza-
tion of the symmetry group. There are three independent transformations under
consideration, g = n,a, k generated by e,h,(e — f) respectively. For the elements
in the Borel algebra we do not need the compensator £ since their corresponding
transformation preserve the upper triangular form.

3.3.1 g =-exp(&e)

We use the same parametrization for V' € G as above

V/ _ 1 5 e_¢/2 Xe¢/2 . e_¢/2 Xe¢/2 + €e¢/2 o e_¢//2 X’e¢//2
—\0 1 0 2] L0 e?/2 L0 e )
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By comparing the different components we find that

¢ =9 X =x+¢& (3.50)

From the dualization procedure (2.69) we see that
AY2) 1 Lo ! 1 Lo 1 Lo oA
(.F) = 56 auX = %E auX + %G 8@( =F

since ¢ is spacetime independent. This tells us that a transformation generated by
e does not have any effect in the four dimensional theory, i.e. our metric does not
change.

3.3.2 g =-exp(—p/2h)

In the same way as above we find that
¢ =0+ X' =e ¥x (3.51)
From the previous section we have that gs3 = e® and therefore we get
5(e?) = dge? = pe? (3.52)

which in finite form becomes ¢? = e¥e?. From the dualization (2.69) we get
6F7 = —pF o* and by using the definition of F we get

SAY = —p A (3.53)

which in finite form becomes (A’)* = e?A*. From (2.11c¢) we can identify ¢ = 2A
which tells us that this transformation is nothing else than a rescaling of the
reduced coordinate. From (2.16) we also see that

(S.A,\ = 8@ — A.Au = —90./4,\ = —2/\./4,\ (354)

which tells us that we also have O\ = —AA,, i.e. a coordinate transformation of
the reduced coordinate that depends on the unreduced coordinates. So, what we
have seen is that g = n, a are transformations corresponding to scaling and gauge
symmetry and therefore do not give us any new physical solutions. However, the
non-linear action of K = SO(2) will turn out to provide us with non-trivial trans-
formations. It is believed that this result can be generalized to any sigma-model
of a dimensionally reduced gravity theory, e.g. Maxwell-Einstein, five-dimensional
minimal supergravity® and 11-dimensional supergravity.

3In [17] is is shown that this is indeed true for Go/(SL(2,R) x SL(2,R)).
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3.4 Field Equations in D =3

We end this chapter by deriving the field equations in D = 3. These will be solved
in the next chapter for a spherical symmetric black hole. Our Lagrangian looks
like

L= g(R-g"(PuP.)) = Va(R - f(M‘18MM|M‘18,,M)) -
— /i (R - g;wTr(M‘lﬁuMM‘l&,M)) . |

There are two different field equations to be derived. The first is the one we get
from the sigma-model and the second one is Einstein’s equations (obtained by
varying g,,) with matter content. Since there are basically three different ways of
expressing the sigma-model we will get three equivalent field equations but with
different physical interpretations. We know that the Lagrangian is invariant under
a G transformation so we should expect a conserved current.

3.4.1 Conserved Current Equation

Due to the global symmetry G of our Lagrangian £ we should expect a conserved
current. In this section we derive the field equation for M and its variants, one of
which describes the conservation of a current. Variation with respect to M gives
the following:

0L = /39" Tr(0,0M0,M ™" + 9,M0,5(M™")).

Here we need to express §(M~!) in terms of M. In general, for two invertible
matrices A and B we have, [18],

(A+B) '=A"1-A1+BA Y 'BA™L (3.56)

In our case A = M and B = M and since the latter is considered infinitesimal
we get to the first order that

(M +oM) =M1 - M*sMM* (3.57)
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That is, 6(M~') = M~'6MM~'. If we put this back into the variation of the
Lagrangian we get

0L = /39" Tr (0,6 M, M ™" — 9,Md,(M~'sMM ™))
= Tr(0,(/ag" MO, M) = M0, (/59" 0, M)
~ /99" 0, M (9, M SMM " + M~'0,6MM " + M6 M0, M ™))
= 9, Tr(\/gg" MO, M~") — Tr(6M0,(\/gg" 0,M ")
— V99" S MM 9, Mo, M~ — \/gg" 8,6 MM, MM~
~ V99 OMO,M 0, MM ")
= Tr( = OMOu(v/gg" 0, M ") + 6MO, (\/gg" M~ 9, MM ")
— \/Gg" 20 MO,M 10, MM ™).
We have dropped divergent terms along the way. A final simplification gives
0L = Tr( = 0M(9,(v/g9"™ 0, M) — 8,(\/gg" M9, MM ")
+20,(/gg" M0, MM ™) — 2M 10, (\/gg" 9, MM "))
= Tr (—0M(=2M~'0,(\/39" 0, MM ™))
= Tr (2M 10, (\/39" 0, MM ") M)
= Tr(0,(v/gg" M~ 9, MM )5 M — \/gg" 9,M ' 0,MM~'6M)
= Tr(0,(v/gg" M~ 9, M)M~'6M) + Tr(\/gg" M9, M0, M5 M)
— Tr(\/gg" 0, M0, MM~ M)
= Tr(0,(v/gg" M~ 0,M)M "6 M) = 0.
Since oM is arbitrary we have that
d,(\/99" M9, M) =0 (3.58)

since the trace is invariant under cyclic permutations. By using the covariant
derivative® V, this can be written as

Vu (M~'o"M) = 0. (3.59)

From this we can define a conserved current j# = M~'0*M which is due to our
global symmetry. (3.58) can be rewritten in terms of P, by using the relation

Mo.M =20V TP VT (3.60)

W) = L0,(yaet).



3.4 Field Equations in D = 3 45

We get
(99" VYT PVT) =0,(Vag" (V)T PIVT + /gg™ (V)T P.O,VT
=V H70,(ag" PV + /99" 0, (V HP VT (3.61)
£ Vag (VY POV =0,
Here we can use the different versions of V=19,V =P, + Q,,
o,V HT =V HT (=P, + Q,) (3.62)
OVT = (P, —Q)V"
to get
0, (V39 (V) PVT) = (VT 0,(V99" Pu) + Va9 (V)T (=P,
+Q,)PVT + Vgg" (V)T Pu(P, — Q)VT  (3.63)
= (VT (0.(va9" Pu) + /99" [Qu P VT = 0.

So, an equivalent field equation to (3.58) is

9 (v/99" Pu) + /99" 1Qu,Pu] = 0. (3.64)
Here it is convenient to introduce a covariant derivative on the coset space G /K
Du = a# + [Qm'] (3'65)

which brings our field eqution into the form

D, (\/gP") = 0. (3.66)

There is actually a third equation equivalent to (3.58) expressed in the coset pa-
rameters ¢;. To derive these equations we have to rewrite our Lagrangian using

iTr(M‘léuMM‘la“M) = 799,0:0"p; (3.67)
to get
L= /99" 0,0'0,¢"7i;(9). (3.68)

Variation with respect to ¢ gives
0L = \/9(9" 0,66'0,0"715(8) + 90 0,667 7:5(9)
+00,00,6 250) = 0,(/5g"56'0,615(0)
+ 0, (/99" 0,0'6875()) — 66'0, (V99" 0,8 7i5(0))

A A N, 0
~ 660,(V/59" 0,05 (9)) + V39" 0 D0 L 00
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We drop the divergent terms and conclude that

3”ij

20,(v/99" 00 ij) — /99" 0" 0,7 35 = 0 (3.69)
If we use that
a;(;j = iy + L3 ymk
the first terms becomes
20,3 0u1) = 20,50 i + 2500,

= 20,(,/99" 0,0 )vij + 2/99" 00 00" (Tt Vs + T Vimk)
and the last term becomes
VG0, 0" 0 & (T vms + Tlivme) = 24/9T 10,0 0" ¢ .

which means that our field equations (3.69) become

20,(v/99" ") vij + 24/99" 00 08" (T Ymg + T Ymi — TiYms)
= 279mi(0u(\/90"¢™) + 2/99" 0, 0,6 T7)
1 .
= 2\/9YVmi (@(ﬂ@"gﬁm) + Fgaugbjﬁ“gbk) =0.
V9
Thus, our field equations are

1 , , A
Va0 £ 1,000 6" = 0. (3.70)

As it turns out, this equation is more convenient to work with since it leads to a
geodesic equation on the coset space G/H when spherical symmetry is assumed.
We note that F};j is a connection on the coset space, not spacetime.
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3.4.2 Gravity-Matter Equation

To find the field equation for g, we will rewrite Einstein’s equations. First we use
the following result,

NN (3.71)
Einstein’s equations can be written in a form where the Ricci tensor R, only
appears once. Consider Einstein’s equations
Ry, — ;QWR =T (3.72)
Multiply both sides by g*” and use that ¢g*, = D,
9" (R — ;QWR) = ¢"" T
R — ;QA,\R = T>\>\

1
R— DR = ™,

By inserting this expression back into Einstein’s equations we get
T
R“V = T/»“’ + g’uyﬁ. (373)

We begin by finding the stress tensor 7}, which is defined as

]' 6‘61’113, er
T = ————0
V9 ot

where L ater coOnsists of everything in £ except R. If we vary with respect to g"”
we get that

(3.74)

1
OLomatcer = =5/ 99u 09" (=Bl Po)g”7) — V/9( B, | P )97 09"
1
=V (qu,,<p o Po)g”” — <Pp!P0>) 5g™

and thus, (3.74) becomes

1
T = _§gMV<PP|Pp> + (P#|P,,>. (3.75)
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For D = 3 we get
Ry =Ty — g,“,T’\)\
1 1
= 0w BP) + (PP = gy (—QgAA<Pp|P”) n <Pp|pp>) (3.76)

1 3
= _§glw<Pp|Pp> + <PM|PV> + §QMV<Pp|Pp> - guV<Pp|Pp>

= (PulF).
That is,
Rp,u = <-P,U,‘Pl/> (377)

We note here that the right hand side is invariant under G and consequently, the
three dimensional metric g is also invariant under g. We will see this explicitly in
section 7.3.



4

Black Hole Solutions on

SL(2,R)/SO(1,1)

In the last chapter we showed that the Lagrangian in three dimensions exhibits
a symmetry described by a group G. The purpose of this chapter is to use this
symmetry as part of a solution generating technique. We will begin this chapter
with a section describing how this symmetry can be used in order to generate new
solutions. In section 2.2.4 we saw that if we reduce the timelike dimension we
get a sigma-model on the coset space SL(2,R)/SO(1,1). As it turns out, this is
also the coset space for Einstein-Maxwell theory when we consider static, electri-
cally charged solutions. In this chapter we will see how dimensional reduction of
Einstein-Maxwell theory in four dimensions gives rise to this sigma-model. Then
we will solve our field equations for a spherically symmetric black hole with elec-
tric charge ¢ and mass m. By using the SL(2,R) symmetry we can relate the
Schwarzschild solution to the Reissner-Nordstrom solution by identifying SO(1,1)
as the generator of electric charge.

4.1 Solution Generating Technique

In this section we will give an overview of the solution generating technique that
follows from the symmetry property of our Lagrangian. We have seen in the
previous sections that dimensional reduction gives us an effective lower dimensional
theory which exhibits hidden symmetries. These symmetries are manifested in a
sigma-model whose field content parametrize a coset space G/H. The idea is to
exploit these symmetries to generate new solutions from a given solution, called a
seed solution. The procedure works as follows:

49
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(i) Start with a seed solution metric gy and extract the field parameters accord-
ing to (2.19)

(ii) Dualize the three-dimensional fields to scalars

(iii) Construct the matrix M,

(iv) Transform M, by a suitable group element g as M’ = gMg”
(v) Extract the new fields from M’

(vi) Do the inverse dualization procedure to get the metric components and phys-

ical fields.

A 7suitable group element* means a group element that actually gives us new
physical solutions. We will elaborate on this more in the next section. Moreover,
not every solution can serve as a seed solution which we will see later on. It should
be mentioned that when one is actually performing calculations the expressions
tend to become very complicated. For SL(2,R) this is manageable but as the
groups become more complicated, e.g. SL(3,R), the matrix M becomes very
messy. Another issue one should have in mind is that the inverse dualization often
leads to a very difficult integration.

4.2 SL(2,R)/SO(1,1)

Since SL(2,R)/SO(1,1) is the coset space of interest in the following example we
will in this section discuss some of its properties. The main difference between
this coset space and SL(2,R)/SO(2) is that SO(1,1) is not compact, in contrast
to SO(2) which makes the Iwasawa decomposition non-global. That is, not all the
group elements can be decomposed by a non-global decomposition. As usual we
have

sl(2,R) = Re® Rh & Rf. (4.1)
We define an involution by
o (V) =92V, V e SL(2,R) (4.2)
and on the Lie algebra

T 7(t) = —n 1y, t €sl(2,R) (4.3)
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where

n:(é_i). (4.4)

If we replace n — 0 we get the Cartan involution. We define an involution on the
premises that the space H in the coset space' G/ H should be invariant. From this
we see that

T(e) = f T(f)=¢e T(h) = —h (4.5)
which means that we can form
Tlet+f)=e+f Te—f)=—(e—[) (4.6)

For the case SL(2,R)/SO(2) we decomposed the Lie algebra s[(2,R) in an invariant
and an anti-invariant subspace, denoted ¢, p respectively. Since H = SO(1,1) is
not a compact subgroup we use fh and m instead to avoid confusion,

h={tesl(2,R)|r(t) =t}

m = {t € sl2,R)|r(t) = —t}. (4.7)

From this we get a decomposition of s[(2, R) into an invariant and an anti-invariant
subspace according to

sl(2R)=Hhdm (4.8)
where h and m are given by (4.7) and (4.5). That is,

b=R(c+ /)

m=R(e — f) ®Rh (4.9)

i.e. an invariant and an anti-invariant subspace.” The subgroup SO(1,1) is gener-
ated® by

e+f:<$é> (4.10)

As for the SL(2,R)/SO(2) case we have another decomposition

sI(2,R) = Re & Rh & R(e + f). (4.11)

'Note that we denote the coset space G/H rather than G/ K here since K denotes the maximal
compact subgroup.

2m is not a subalgebra since is does not close under the Lie bracket.

31t is not difficult to show this. Just use the definition of SO(1,1) and expand in the parameter.
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This decomposition, contrary to the one above, splits s[(2,R) into two subalgebras.
When this is exponentiated we get the following decomposition

SL(2,R) = NAH (4.12)

where H = SO(1,1) and N, A as before. Explicitly, we have

stem = (g ) (T ) (G ).

We can now choose the ¢ = 0 coset element as a representative for SL(2, R)/SO(1,1).
This composition is called “non-global” in contrast to the Iwasawa decomposition
which is a global decomposition, [15]. Thus, (4.13) is not a global equality. This
is due to the non-compact group SO(1,1). However, the decomposition is valid
on a “sufficiently large” part of the group as we will see later on. We would now
like to define the matrix M for this coset. It would of course be perfectly right
to construct M according to (3.23) but we will make a small adjustment in order
to get M symmetric. The important thing is that M becomes invariant under
SO(1,1). Consider

M=VvVTy (4.14)
where the generalized transpose is defined as
VT =n Wy (4.15)
or equivalently as
V7T = exp ( — T(t)). (4.16)

We can simplify the expression for M by first rewriting (4.2) as

(r(V)) " =0
If we use this in the definition (4.14) for M we get

M=VVTyn=vyvT (4.17)
and it is straightforward to check the it transforms in the right way

M — (ng’)n(ng;)T =gV knk’T VTgT = gMgT.
——

=n
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From (4.13) we get that

e (78 ) s

which yields
Te(9,M 0" M) = —2(0,00"¢ — €*°0,£0"¢). (4.19)

Note the minus sign and that the additional factor 7 in the definition of M vanishes.
We can define A = e72¢ to get

1

Tr(M~0,MM 0" M) = <2 A

0, MDA — ia,ga#g) . (4.20)

The conclusion of this is that when we go from SL(2,R)/SO(2) to SL(2,R)/SO(1,1)
we change the sign in front of the (9¢)? term. This is known in the physics litter-
ature as a Wick-rotation & — €.

4.3 Dimensional Reduction of Einstein-Maxwell The-
ory in D =14

In this section we will solve our equations for a spherical symmetric black hole. The

aim is to find a non-rotating electrically charged black hole, related to Schwarzschild

by a group element. In [19], the same example is discussed but with most of the

calculations omitted. Therefore, we will present a fairly thorough calculation in
this section. The Einstein-Maxwell Lagrangian is given by

L= Ji(R- iF’“’FW). (4.21)

We use (2.19) as an ansatz for the four-dimensional metric and find

Al 0
g,za=< N A>. (4.22)

From the assumption of spherical symmetry, no cross terms exists. Moreover, we
make the following ansatz for the three-dimensional metric

ds3 = —dr* — f(r)*dQ>. (4.23)
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Since we are interested in the Schwarzschild solution and the electrically charged
Schwarzschild we have that A = A(r) which allows us to reduce the time dimen-
sion. The Einstein-Hilbert term is the same as before with the K K-vectors set to
zero. The Maxwell part, however, needs to be decomposed. Let

N A =3
Ay = JAT) B (4.24)
0 i # 3.
The only non zero components of F),, are Iy, = —F,, = —0, A which give

E,, F" = F, F" + Flirt = 2F, F,,g"g"" = —2(9,A)*.

The three-dimensional Lagrangian is

1 o )
L=13 (R<3> — AT A+ 0, AD A>

172 2
— (€)Y rA 2 T
Vi (R = (Rs0:80°8 = S0,4074) ).
The A~! factor in the second term comes from the determinant of the metric, see
(2.22). We can redefine the electric potential A(r) — 2A(r) to get
1 2
- O (0,00 A — = ATA)). 42
c \/§(R (QNGT A~ <0,AD (4.26)
This is the sigma-model (4.20) on the coset space SL(2,R)/SO(1,1).

(4.25)

4.4 Solutions of the Field Equations

Our field equations (3.70) can be rewritten by a change of variables into a geodesic
equation. Let

© ]
T=— ——ds
v S (s)
i1 (4.27)
dr ()

From this we get
1 ) )
O VI0) + 10,070t
L Lodrd (o ddtdr | doddgF (dr)? 128
a f2(r) dr dr <f (r) dr dr) + e dr dr \dr (4.28)
2 i Pk
R

= o g =
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This result is quite remarkable; stationary black hole solutions are described by
geodesics on the target space G/H (SL(2,R)/SO(1,1) in this case), see for ex-
ample [20]. From our ansatz of the three-dimensional metric, the gravity matter
equations (3.77) become, [19]

d*f(r) do' d¢?
=-2 =y 4.29
f ( ) d 2 ’7] dT d?" ( )
Ry = Roo = ( ( ) _ 1) 0 (430)
Now we can express our field equations (4.28) in terms of A and A. From (4.26)

we find that
% 0
A

which means that the non-vanishing components of I': Uy are

-1 -1
o, = X Y, =-2 I}, = A (4.32)
So, our field equations (4.28) become
. A ,
A———-—24A=0 4.33
A (4.3
A
A——A= 4.34
SA=0 (1.30)

where A = dA . Note that our fields are functions of 7. Since ¢’ describe a geodesics
we have

dgt dgf)J
Vi dr dr

where v is a properly chosen constant. Here we can make an observation: since
the left hand side is invariant under SL(2, ]R) we can only transform one black hole
solution to another if they have the same v2. The solution of (4.30) is given by

dr (f( )d{ii)>_1:0

J{CLI

/fdf /7"—7“0

fP=r’+2rrg—ritc
fA(r)=(r—m)? +ec

= 20? (4.35)

(4.36)
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If we put this into (4.29) we find ¢ = —v?. Our second geodesic equation (4.34) is
easily solved in terms of A

A= BA(7) (4.37)

and the first one (4.33) by

A(T) = 4%2 (—1 + tanh? |:;(7—\/6+ \/B)D . (4.38)

C, B and D are constants of integration. A is the gravitational potential and A is
the electric potential and therefore we impose the following boundary conditions
at 7 =0 (r = 00)

=1 (4.39)

= 0. (4.40)

From these boundary conditions we might guess that B is related to the charge
since for B = 0 we get that A = 0. We impose the following boundary conditions
as well

A(r) =25 - 20

;" (1.41)
Alr) =2 2

T

Now we can find the constants C, B and D. We begin with A(0) = 1,

A0) = — ¢ (-1 + tanh? [;(\/E)D —1

T ABR?
4B?
C= 5 .
—1+ tanh [%(\/D)}
To simplify the notation we define
2B
k= . (4.42)

\/tanh2 (%\/E) —1
Our solution is now given by

A(T) = 4];; (’camh2 BTk + \/25] - 1) . (4.43)
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Now we can find A from (4.37)

A(r) = ;gtanh[ (Tk—f—\/_)} +M (4.44)

and find M by imposing A(0) =0

A4'::Aﬁftanh(v65/2)

2B
So, to sum up
A(r) = 2; tanh { (Tk + \/_)} + — tanh(\/—/2) (4.45)
A1) = 41{; (tanh2 [Tk‘ + \/25] - 1> (4.46)

Where B and D are the remaining constants of integration. In order to continue
we need to find 7(r) from (4.27) given our solution for f2. We assume that v* > 0

oo 1 oo 1
S . S— :—/ d
R A e A L

1+(2 TO) - 1 r—1ro—0
1“’1_@;0) = (o) (4.47)

In the last step we have chosen r > ry + v. If we now insert 7(r) into A(7), define
xr = % and expand around x = 0 we get

Alz) ~ K <1 — tanh? (éﬁ)) r=—DBx (4.48)

1
2v

T

4B

i.e. we see that B = —g. Here we have used (4.41). From (4.37) we see that
A(0) = —g. We do the same for A

vD
A(z) ~ 1+ ktanh <2> T (4.49)
and find that

k tanh <\/2E> = —2m. (4.50)
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For simplicity we define

— s

so that (4.68) squared becomes

q 2 2

If we now replace k with I’ and use some identities for hyperbolic functions we get

A(r) = 4m? F?2 -1
AF2g? (COSh (%7) + F'sinh (%7))2

The cosh and sinh parts can be expressed in terms of r as

(4.53)

cosh <_m7> = b (:::g:zj>j
T ()T
sinh <—m7_> = i (:_ZSIZ_LM
T 2w

Finally we can get an expression for A(r)

2m? 2 -1

A(T) = 2 .92 —m . —m 2
4F3q (cosh (—T) + F'sinh (TT))

F
2m? F? -1

A2 7o 1\ 2
q 1+(7‘—r0—v) Fv _1+(7‘—7‘0—v) P

r—rgt+v

—m —m
2 T—rg—v 2Fv 2 T—rg—v 2Fv
T*TO‘FU T*TO‘F'U
—m

r—ro—v\ fv
4 (r—ro—i-v)

(1 —F+(1+F) (—o—>—Fm>z

(4.54)

r—ro+v

4(1_ 2 )%

r—ro+v

R (1—F+(1+F)(1—%)FT)T

r—ro+v
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In order to continue we need to find out what v is. To do this we first note that

, k3 kr /D 1
A = tanh [ —
(1) Ny tan ( 5 + 5 )

K anh (‘/5> ! _ K F(1—F?) (4.55)

B 4q* 2 ) cosh? (TD) 4B?
—8m? (1 — F?)
“ap ™

Since (4.35) is valid for every 7 we can set 7 =0 to get

A2(0 ,
0% = 2( ) _ 2A%(0) = 2m* — 2¢
v? =m? - ¢ (4.56)

Now consider the exponent in (4.54)

2 2 2 9
AL L ) (4.57)
F2U2 (mQ _ q2) m2

Here we have used (4.51). (4.54) now becomes

Alr) = (1 B T—ig+v>

- (1 o (1 o %) r—r%-i—v)Q (458)
_ (r—rog—2v)(r—ro+wv)
(—m —1r —19)?

Redefine r —rg — r

A(T):(r—v)(r—i-v): r? — p? :r2—m2+q2
(r+m)? (r4+m)? (r+m)?
_ 2 _ 2
:(r m)(r+m) +q _r-m__ 4 (4.59)
(r+m)? r4+m  (r+m)?
2 2
S L
r+m  (r+m)?
As a las step, r+m — r
2m >
Alry=1— —+ =. (4.60)
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The only thing that remains to get the full metric is to calculate f2(r). Consider
(4.36), where r is the “old r” used up until (4.58),

f2(7’):(7‘—7’0)2—1)2:(T—To)z—m2+q2:[7”—7“0—>7”}

=r’—m’ ¢ = (r—m)(r +m) + ¢ =[r+m—7] (4.61)
2 2
_(7’—2m)r+q2—7"2<1_m+qa>'
T T

Thus, our spherical symmetric Einstein-Maxwell metric, called the Reissner Nord-
strom metric, is given by

2 2m QQ 2 2m Q2 - 2 2 7002
ds® = 1_74_72 dt* —[1— — + = dr® — r“dQ2 (4.62)
r T r

r2

where ¢ is the charge and m is the mass.

4.5 The Transformation of the Reissner-Nordstrom
Metric

In this section we will see how one can obtain the Schwarzschild solution by using
the SL(2,R) symmetry. Of course, we could just set ¢ = 0 but for the purpose of
illustrating the “solution generating technique” using symmetries we will do this
fairly thoroughly following the steps presented in section 4.1. Our seed solution is
the Reissner-Nordstrom metric and our coset element V' is thus given by

A1/4 AA71/4
which we recall transforms as
V —gVEk. (4.64)

Consider an infinitesimal transformation where g is an element in SO(1,1)

0 A-1/4 ANA-L/4A AL/M
(f+e)V+cV(f+e) = <A1/4 AA_1/4> ¢ ( A-1/4 0o |- (4.65)
If we choose ¢ = —A'/? we restore the upper triangular form
—AA1/4 A_1/4 _ A3/4
6(V)soa,) = ( 0 AA-1/4 ) (4.66)
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We compare this with the matrix we get when we consider infinitesimal transfor-
mations of the fields A and A

L 0A JAATYA 4] 5A>

oV = [ 4837 o, Aacn 4.67
(V)soa ( 0 1 sA (4.67)

If we compare the components we get

1 _ 1/4
4A3/45A —AA
0A = —4AA
Al
—1/a A _ A—1/4 _ AB/4
0AA 1 A 0A =A A

SA=1—-A— A%

If we insert 7 = 0 and use A(7 =0) = 1, A(7 = 0) = 0 we see that both A(0) and
A(0) are invariant which imply that SO(1,1) might be the correct transformation
in order to get the Schwarzschild metric. Consider the seed matrix My = VnV'7T,

1/2 _ _A? A
Mo = ( AT - am am ) . (4.68)
Al/2 Al/2

Now we transform M —s gMg? = M’ with g € SO(1,1)

Al/2 2A1/2
sinh(26)(—A%+A—1)—2A(x) cosh(26)  ginh2(¢) A— (A sinh(€)+cosh(€))?
2A1/2 Al/2

cosh?(£) A—(A cosh(€)+sinh(€))? sinh(2¢) (—A2+A—1) —2A cosh(2€)
M = (4.69)

If we differentiate with respect to 7 and compare the My components we get

My, (Asinh*(€) + (cosh(€) + Asinh(€))?) A — dsinh(¢)(cosh(€) + Asinh(¢))AA

dr 2A3/2
A/

Q(A/)3/2'

In the last step we have differentiated the M’ version of (4.68). Let 7 =0

Al = 2m<sinh2(§) + Cosh2(f)) + 2¢ sinh(2¢).

T=

Recall that A(1 = 0) = 2m and A(1 = 0) = —¢. If we do the same for the M,
component we get

A/

= —msinh(2¢) — g cosh(2¢). (4.70)

7=0
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If we would like to transform the Reissner Nordstrom metric into the Schwarzschild
metric we should choose a £ such that ¢’ = 0. We find that

tanh(2¢) = — L. (4.71)

m

It is not difficult to show that A’ vanishes for this choice of . We can check that
(v")? = (m')? — (¢')? has not changed, i.e. v/ = v, by first rewriting A’(0)

A'(0) = 2m<sinh2(£) + Cosh2(£)> + 2¢sinh(28) = 2m ( 5 5
+ 2¢sinh(2€) = 2m cosh(2€) + 2¢sinh(2€) = 2my /1 — g

where we have used

cosh 2¢ =

and put into (v')? = (m’)?,

(v')? = m? (1 — q2> =m? — ¢ = (4.72)

So, we have transformed A and A in such a way that the new boundary conditions
become

We get the explicit expression for A from the first line of (4.59)

C(r=v)(r+v)  rP=0v® P —(m/)?
Alr) = (r+m)2  (r+m)?  (r+m')?
_ (r—m/)(r+m')
(r +m')?

Just like before, we redefine r +m’ — r to get

2m/

A(r)=1— (4.73)

” .

A completely analogous calculation to (4.61) gives that f? = r? (1 - 27"‘/) From
what we have seen in this section we can conclude that the one-dimensional group

cosh(2¢) — 1 N cosh(2¢) + 1

)
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SO(1,1) generates electric charge. This result will be recognized for larger groups
G where each generator in H will generate® a corresponding charge, e.g. electric,
magnetic, angular momentum and NUT-charge. Perhaps it would be more natural
to generate the Reissner-Nordstrom metric from the Schwarzschild instead of the
opposite. In fact, in [19] it is shown that any static black hole solution in D = 4
with non-degenerate horizon can be generated from the Schwartzschild solution by
a suitable group transformation.

4.6 The Charge Matrix ()

We saw in the previous chapter that there exists a conserved current j, = M 19, M
and consequently conserved charges. This makes it natural to define a so called
charge matrix which encodes the conserved charges. The purpose of this chapter
is to show how the charge matrix enters as a coefficient in the expansion of M in
the radial coordinate. Moreover, the expansion reveals a lot of information on how
the group acts on a solution M. The charge matrix ) is defined in [9] as

1

T 4r

Q / s, (4.74)

where ds* is the infinitesimal vector area. We continue to follow [9] by requiring
M to have a converging power series in 1/r. That is,

1 1
M = M, + ;Ml + O<72)' (4.75)

By inserting the definition of j* into (4.74) we get

1

47 =00

1 —1
/ ( ) My Myr? sin(6)dfde (4.76)

Q M9, Mds"

T an 72
= —2My M.

For the Reissner-Nordstrom case we get, by expanding (4.68) in the redefined
coordinate r — ro — r that

M= (é _01> + <_m _q> 1y O(iz). (4.77)

‘Hin G/H.
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which means that My = 7, M; equals the coefficient for 1/r and

_ (1 0 -m —q\ m q
o=a( ) H)r(m 1) ey
To find out how @ transforms under SO(1,1) we first note that

M; — gM;g" i=0,1,2,.. (4.79)

since ¢ is spacetime independent. From (4.76) we get the following transformation
property for @,

Q — 97'Qy, (4.80)

where g € SO(1,1). We see from the expansion (4.75) that M, encodes the
boundary condition at » = oo and that M; encodes the conserved charges. M, is
flat space in our case and by definition, SO(1,1) does not change this matrix. The
charge matrix for Reissner-Nordstrom is given by

ow=3(" 1) sy

q —m

and according to (4.80) we can construct a new solution with charge matrix @’
given by

;[ 2(mcosh(2€) + ¢sinh(2¢))  2(qcosh(2¢) + msinh(2€))
©= ( —2(q cosh(2€) + msinh(28)) —2(m cosh(2€) + ¢sinh(2¢)) ) (4.82)

and by letting ¢ = 0 we get the same £ as before. The fact that M, is invariant
under SO(1,1) means that, in D = 3, Minkowski spacetime cannot be used as
seed solution and that the boundary condition is preserved under SO(1,1). For
pure gravity in D = 5 with symmetry group SL(3,R) this is no longer the case,
i.e. the boundary condition may not be invariant. If this is desired, one has to
find the subgroup of SL(3,R) which leaves the asymptotic behaviour invariant. A
very interesting consequence of this is that solutions with R*! asymptotics can be
transformed into a solution with R*»! x S [21].

The charge matrix () can be used to find solutions to the geodesic equation
(4.28) which can be written as, [9],

jT <M(r)jTM(r)> =0. (4.83)

The quantity inside the parentheses is independent of 7 and turns out to be equal
to the charge matrix. It is well known that the solutions to this equation is given
by M(7) x exp(7Q). See [21] or [22] for a more detailed discussion.



5

Dimensional Reduction to D = 2

Now that we have explored the symmetries in D = 3 we can continue and see
what happens if we reduce our theory further to D = 2. In particular, we will
see what happens to the case of pure gravity. This requires another Killing vector
in addition to the first one. That is, if we start in four dimensions we need two
commuting Killing vectors. The reduction down to two dimensions can basically
be performed i two different ways: the Ehlers or the Matzner-Misner reduction.
In the Ehlers reduction one reduces the theory in steps, i.e. first down to three
dimensions and then down to two dimensions. In the Matzner-Misner reduction
one reduces directly down to two dimensions. Obviously, the two ways of reducing
the four-dimensional theory should be physically equivalent which means, as we
will see, that there exists a duality in the two-dimensional theory.

Since we have made the reduction down to three-dimensions already we will do
the Ehlers reduction. The set up here is a dimensionally reduced gravity theory in
D = 3 which means that we have a sigma-model on a general coset space G/H.
The matrix M might therefore be parametrized by fields in addition to the metric
components, e.g. scalars from a Maxwell term. The reduction to two dimensions is
of interest when one considers stationary axisymmetric solutions in D = 4, e.g. the
Schwarzschild and Kerr metrics. In the first section we will parametrize the three-
dimensional metric and present the two-dimensional Lagrangian for a general coset
space. For illustrating purposes we will then dualize the two-dimensional theory
explicitly for the SL(2,R)/SO(2) case.

65
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5.1 Parametrization of the Metricin D =3

We make the following ansatz for the three-dimensional metric, [10],

g 1245 +p28a8b p*B,
e p*By P

where a,b = 1,2. In D dimensions our Kaluza-Klein vectors B, have D — 2 degrees
of freedom due to gauge invariance, hence B, = 0 in D = 2. With this taken into
account we simply have

2
G = (f gab p02>. (5.1)

The Lagrangian in D = 2 is now obtained by a similar calculation as for the D = 3
case and the result is [19]

— p/g (R<2> M9, MM~ 9" M )—|—2f_1(9afp_18ap>. (5.2)

We note here that we cannot choose the conformal factor f in a suitable way to
remove the prefactor of the Einstein-Hilbert term, in contrast to the D = 3 case.
The field equations are easily obtained: variation of M gives the same equation as
(3.66) but with an additional factor of p, the gravity matter equations follow from
variation of ¢(® and the equation for p follows from a simple variation, [19],

1 (2) 1

R - o Jab R = JTe(M ™ 0 MM ™ 0, M) = 2~ 00 fp™ Oyp
-5 (zllTr(M oMM IOM) — 2000
Da(,opa> - O
V.0 =0

In D = 2, any metric is conformally flat and we can therefore take gﬁ) = 0ap by
absorbing the conformal factor into f. This simplifies our field equations consid-
erably since Rab = 0 and the covariant derivatives become covariant derivatives
in flat space. We follow [10, 23] by choosing p and its conjugate variable z, de-
fined! as dp = x»dz, as coordinates on the two-dimensional space. Since p and z
are harmonic coordinates® the metric will become equal to the unit matrix when

1%y is the Hodge dual in two dimensions.

2Since they are harmonic functions.
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expressed in these coordinates [24, 25]. The equation for p in the new coordinates
x™ = p, z becomes

90" p =0 (5.3)

which is trivially satisfied. It is easy to confirm that these new coordinates, called
Weyl canonical coordinates, define an orthogonal coordinate system since 0,p0" z =
0. In these coordinates our field equations reduce to

9,(log f) = g (Te(M 0, MM ~9,M — Te(M~'0.MM~'0.M)
8. (log f) = g (Te(M 19, MM 0. M)

Once we have solved (5.5), (5.4) are solved by integration which means that (5.5)
is the one we should focus on.

5.2 Dualization

In this section we will dualize the SL(2,R)/SO(2) Ehler’s model in two dimensions,
i.e. the sigma-model of pure gravity. This will result in a dual theory with fields
related to the Ehler’s fields by dual transformations. We follow the procedure from
2.2.4. In terms of the Ehler’s fields, the two-dimensional Lagrangian (5.2) is given
by3

5ab
L=p (R(Q) 5 (0a0Du6 + € *Duxyx) + 2f‘13afp‘13ap> . (5.6)
Let C, = d,x and add the Lagrange multiplier Y0, (e**C})

L= (3@ _5@( 0a00s + ¢ 2 CCh) + 2f 1 0ufp ™ >+xa (e*Cy). (5.7)

Variation of y gives the Bianchi identity for C,. If we vary with respect to C,

e2?
C, = — 0,670 X (5.8)
P
and put the result back into (5.7) we get
/ @ 5 e’ 1 ~19a
L=p|R 02000 — —50uXOX | +2f Oufp™ 0% (5.9)

3Note that \/¢(® = 1.
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We note that this looks quite similar to (5.6) and we have a first glimpse of the
duality. In fact, if we define

gy €%
(§] 20 — F
P (5.10)
f=potterr
we get
. Jab - - ~ _
L=p <R<2> - (0a06 — e 2°0uX0X) + 2f‘18af,5‘13“ﬁ> : (5.11)

This Lagrangian is identical to (5.6) except for the different sign in front of the
X term and they are connected through the duality relations (5.8) and (5.10).
These duality relations are more commonly known as the Kramer-Neugebauer
mappings which have generalizations to other theories. As mentioned earlier, this
Lagrangian is also obtained if one reduces the four-dimensional theory directly
to two dimensions, called the Matzner-Misner reduction. That is, the Kramer-
Neugebauer mapping takes us from the Ehler’s Lagrangian to the Matzner-Misner
Lagrangian and vice versa. The change in sign is due to the signature of the
unreduced two-dimensional space. In our case we have Euclidean signature which
means that we have reduced the time dimension. We recall from section 4.2 that
this change in sign implies a change of the coset space from SL(2,R)/SO(2) to
SL(2,R)/SO(1,1). Each of these sigma-models has a SL(2,R) symmetry and
because of the duality relations these two SL(2,R)’s will not commute, i.e. it is
not the same SL(2,R) in both cases. In the next section we will see that this will
enlarge our symmetry group to an affine Kac-Moody group.

5.3 Infinite Dimensional Symmetry

In this section we will see what consequences the duality relations derived in the
previous section have. As already mentioned, the duality gives rise to an infinite
dimensional symmetry, called an affine Kac-Moody algebra. We will show this for
the case SL(2,R) but the results are quite general. That is, when we reduce to
two dimensions our symmetry group enlarges to an infinite-dimensional symmetry
group. For a brief introduction to affine Kac-Moody algebras, see appendix B. For
a detailed discussion about the loop-group and the central extension, see [%] and

[26].



5.3 Infinite Dimensional Symmetry 69

5.3.1 Field Representation
The Ehler’s and the Matzner-Misner sl(2,R)’s will be denoted

=RedRha R
g=RedRASR/ (5.12)
g=Re®RhORSf
respectively, where e, h, f and €, h, f are the usual generators of SL(2,R). Under an
infinitesimal transformation our group element V transforms as V. — dgV +V k.
The coset representative is given by

e¢/2 ef¢)/2
vz<0 XQ,M . (5.13)

Note here that we have only made the change ¢ — —¢ to the usual coset rep-
resentative’ to get (5.6). In our case we have three independent transformations
(—e,—h, — f) and we would like to find a field representation with module con-
sisting of the fields A = e?,y. From the transformation of V' we can read of the
transformation properties of A and y. When we use the f transformation we have
to recall to use a compensating factor k to restore the upper triangular gauge. We

find

0.A =0 Oex = —1
5hA = —2A 5hX = —2X (514)
A = 2xA Srx = x> — A%

For the Matzner-Misner case, we get the exact same transformations, that is

(55A == 0 55)2 - —1
6 A= —2A 5 X = —2X (5.15)
5pA = 2%A Sy =X° — A%

This may be considered as field representation of the SL(2,R) groups. Due to
the duality relations (5.10) we will get induced transformations on the Ehlers field
when we transform the Matzner-Misner fields and vice versa. Consider ¢ and y as
the module for the affine Kac-Moody group with Chevalley generators e, ¢, f,f. We
would now like to find the Cartan matrix associated with this symmetry group. To
do this we need to calculate the commutation relations and we begin by ensuring
that the two s[(2,R) have the right commutation relations, then we intertwine

4The change in sign only affects the factor e?? — e~2¢,
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them. Consider

O A = (he — eh)A = 60 A — 0.0, A = 26.A
A = (hf = fR)A = 6,05 A — 040, A = —205A (5.16)
Oe, /1A = (005 — 050c) A = G A.

This shows that d.,dp,d; really serve as a sl(2,R) representation®. To get the

intertwined commutation relations we need to use the duality relations given in
the previous section. Consider

O, A = (00 — 0c03) A = =00y, (g) = ~20.4
] ) ~ (5.17)
oA = (0nbz — 020n) A = —0z0p, (2) = —20:A
By a completely analogous computation we find [h, f] = 2f and [k, f] = 2f. Thus

the Cartan matrix is given by

A= (_22 _22) (5.18)

This is the Cartan matrix for the infinte-dimensional affine Kac-Moody algebra
Af = SL(2,R)*. The implementation of the Matzner-Misner SL(2,IR) on x is
not as straightforward as for A. Consider® the § 7 transformation of

A2
5faaX = (5]; <p5ac€b085)~(>

2A P A? ~
=—07 (~> 5ac bca X + 75(10 bc@ v — Az
P I\ A € OpX P € O (X )
AZ
= 2€bc <5ac£8bA - pdacxabjz) = 28{190'

That is, 70, x = 20, and if we use that 67 and J commute we get
OFx =2 (5.19)

where ¢ is a new field not contained in V. If we apply the Matzner-Misner SL(2,R)
on this field we will get another field, not contained in V| . This never stops
and an infinite “chain” of new fields is generated [8]. Moreover, these new fields

50f course, the same is true for the Matzner-Misner SL(2,R).
6Tt is a bit misfortune that § has two different meanings here but it should be clear from the
indices which one is which.
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depend on A, y. Before we end this section we should make some observations
regarding the conformal factor f and the central extension. Due to the invariant
right hand side of (5.4), f does not transform under Ehler’s SL(2,R). However,
it does transform under the Matzner-Misner SL(2,R) because of (5.10) which
suggests that we should include f in the set of Ehler’s fields when we consider the
intertwined set of symmetries. The central extension ¢ of the loop algebra is given
by

c=h+h (5.20)

and it is straightforward to check that [c, g] = 0 for all g € sl(2,R). The conformal
factor f transform under this element according to

S.f =—F. (5.21)

5.3.2 BM Linear System

As we have seen in the previous section, in two dimensions our symmetry groups
intertwine and enlarges to an infinite-dimensional affine Kac-Moody group. By
implementing the Matzner-Misner SL(2,R) on the Ehler’s fields A,y and vice
versa we were able to construct the Cartan matrix A. If one explores the imple-
mentation of the Matzner-Misner group on the Ehler’s fields a bit further one finds
that the field content A, x is not enough; one has to introduce more fields. That
is, the transformation of A,y by the Matzner-Misner group generates an infinte
sequence of new fields [3]. However, these fields are not independent and can be
expressed in terms of the original fields A, x through a recursive process [27]. In
[8], a practical way of dealing with these fields is presented. A generating function
V(t,x) is introduced and is given by

V(t,z) = Vo +tVi + Vo + ... (5.22)

where t is a complex spectral parameter, Vy € G/ H is the usual coset representative
and z is a collective spacetime parameter. The motivation for extending Vj is to be
able to act with the infinte dimensional symmetry group. The higher order terms
V; contain the infinte sequence of new potentials generated by the Matzner-Misner
group when implemented on the Ehler’s fields. This object is an element of the
loop extension of a group G, [23], and the triangular gauge is generalized to the
requirement V(t,z) — Vy as t — 0.

As discussed in chapter 5, (5.5) is the equation we need to solve and due to the
integrability of this system there exists a so called Laz-pair with a compatibility
condition. This basically means that one can solve a set of linear equations (Lax-
pair) instead of the non-linear equation (5.5). For a more detailed discussion on
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the matter, see [3]. The linear system is given by, [11],
N 1+ ¢ 2t .
OVV =09, + T Put TP (5.23)
and the compatibility condition by
0,0, VV1 = 08,0,y + [0, vV 1,9,V = 0. (5.24)

The latter is simply an identity. We see that by letting ¢ — 0 in (5.23) we get back
2,VV =9, +P,. (5.25)

A solution to (5.23) has the form of (5.22). By inserting (5.23) into (5.22) and
comparing order by order in ¢t we can solve for V;. One can show that if we
use (5.23) in (5.24) we get the original non-linear equation (5.5) if the spectral
parameter ¢ satisfies the condition

ot = —;e,ﬂ,@” (p (t + 1)) . (5.26)

That is, given a solution to (5.23), (5.5) is solved as well. The solutions to (5.26)
is given by, [11],

o=t ((z —w) e — w3y p2> | (5.27)

w is a constant spectral parameter and =+ refers to two different types of solutions.
We note here that t,. = —1/t_. We will follow [1 1] and use ¢, which we will simply
denote ¢t from now on. The transformation of V(¢,x) generalizes to, [11],

V(t,x) — k(t,z)V(t, z)g(w) (5.28)

where g(w) is an element in the loop group associated to G and k(t, z) is defined
below. Just like for the finite-group case, k(¢, ) is needed to preserve the gauge
choice, i.e. it makes sure that V has the form of (5.22). The problem of finding
the correct element k(t, x) is still an issue which leads us to define a generalization
of M. To do this we first have to generalize the involution 7 as

T TOO(V(t,x)) =T (V( - 1/t,x)) : (5.29)

The last action should be interpreted as an action on each of V;. The generating
function V(t, z) can be seen as an element in the generalized coset space H*\G>
[8], where H is the subgroup invariant under 7°° and G*° is the loop group
associated to G. Just like the upper triangular matrices defined the Borel gauge
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for G/H, the regularity condition V(t,x) — V as t — 0 defines a “Borel gauge”
for H*\G. k(z,t) is an element in the subgroup H, i.e.

k(t, ) = 7 (k(—1/t,2)) . (5.30)

Two elements V; and Vs, in the coset space H*\G* will thus be considered gauge
equivalent if there exists an element & € H* such that

Consider the so called monodromy matriz M(w)
M(w) = (V1)) V() = VT (~1/6)v(). (5.32)

We will show below that 0, M(t,x) = 0 which means that M depends only on
the constant spectral parameter w. This result is quite unexpected; the spacetime
independent matrix M (w) encodes information about the spacetime dependent
metric g(z). The transformation property of this matrix follows from (5.28)

M(w) — ¢g" (w)M(w)g(w). (5.33)

That is, we do not need k(t,z) which again makes it more advantageous to use
M(w). However, there is one important issue; due to (5.32) we cannot simply
let t — 0 to get M after we have made the transformation, as we would like to
be able to identify the physical fields. Instead, we have to factorize M(w), called
a Riemann-Hilbert problem, which is a non-trivial task and we will elaborate on
this in chapter 7. The solution generating process works as before and once a
seed solution is obtained, new solutions can relatively easy’ be obtained. Figure
5.1 shows an overview of the process of generating new solutions. The possibilities
arising from the infinite-dimensional symmetry are of course a significant difference
to the three-dimensional case. For example, it allows Minkowski spacetime to serve
as a seed solution.

7Given that we know how to factorize M.
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V— V() — M(w)

Seed solution
\ M =g Mg

Vi—V'(t) — M’ (w)

t—0

Figure 5.1: Summary of the solution generating method in D = 2.

The generalized coset space H*\G™ is still the space of solutions to (5.5) but
from the fact that there exists a central element acting on the conformal factor f
we should include the conformal factor f into the enlarged coset space of solutions
H>\G%. Thus, the coset space H*\G, with elements (V, f), denotes the space

ce)

of solution to both (5.4) and (5.5). See [8] for further details.

We end this section with some comments on the linear system (5.23). We note
that the right hand side is invariant under 7°°,

-~ 1+t 2t )
T (Q,ﬂr 1—t2p”+ 1_t26,w73 )

1+ 1/t 2/t

_ o0 _ v 5.34

I L Sy (5.34)
1+t 2t ,

- Qp,'f’ 1 —t2pﬂ+ 1 _tQEMVP .

From (5.23) we see that, on shell, 9,VV~! is invariant under 7°° as well which
means that 9,VV~! € Lie(H*>). This justifies the transformation (5.28) since

VYV — 0,(kVg)(kVg) ™' = d,kk™ + kO, VYV KT (5.35)

We recall that this is exactly how the 7 invariant Q transforms. That is, §,VV !
can be seen as an element in some generalized 7°° invariant space Q>°. A final
important observation is that the ¢-dependence on the right hand side of (5.23) is
invariant under the transformation (5.28) [28]. By using that 7°°(9,VV) = 9,VV
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we can show that M is independent of z as announced above. Consider

oM =0, (VTV) =0, (r(v V)
=0, (7)) V+ (VoY
=7V (9 V 7+ (rV ) O (rV ) V
=7V (9,VV 7 = (9, VV)) V =0,

(5.36)

Here we have used that 7°°(9,VV) = —7°(V)9,(7>°(V™1)) and that (7 (V))~! =
(V).

5.3.3 Relation Between M and M

There exists a very useful relation between the monodromy matrix M and M pre-
sented in [9]. We will use this relation later on when we construct the monodromy
matrix M for the Schwarzschild metric. First we note that the functions ¢+ have
branch points at p = £Im(w) and z = Re(w) with values, [9],

i ty —i. (5.37)

p=Tm(w) p=—Tm(w)
z=Re(w) z=Re(w)

t4

From (5.27) we see that

ty — 0  asp— 0,z <Re(w) (5.38)

t.—so00 asp— 0,z <Re(w) '
We define the following,

V+(w7p7 Z) = V(t-l—(wap? Z)vpv Z) (5 39)

V_(w,p,2) = V{t_(w,p, 2), p, 2)
and find that the Lax-equations (5.23) become in the limit p — 0,z < Re(w)

OV Vi =0, +P,=0,VV!

5.40
V-V '=Q,—P,=—(0,VV )T 40
The solutions to these equations are given by
Vi(w,0,2) =V(0,2)D(w
(,0,2) = V(0.2)D( -
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where C(w) is a constant matrix. We see that D(w) = 1 in order for the require-
ment V(t. = 0,p,z) = V(p, z) to be satisfied. By using the fact that ¢t are equal
for each branch point we get

V00,9 ey = V- (0.0.2)] (5.42)
z=Re(w) z=Re(w)
and by letting Im(w) — 0, i.e. p =0 and z = w, we get
Vi(w,0,w) =V_(w,0,w) (5.43)
which is equivalent to
V(0,2) = (VT(0,2)7*C(w). (5.44)

In the last step we have used (5.41). We recall that M (0,z) = V7(0,2)V(0, 2),
thus giving us that C(w) = M(0,w) and consequently, V_(w,0,w) = V(0,w).
Finally, we get by using the fact that M(w) is spacetime independent that

M(w) = V(ty,p,2))" Vits,p, 2)
=V (=1/ts, p,2)V(ty,p,2) = VT (t_, p, 2)V(t4, p, 2)
=V (w, p, 2)Vs(w, p, 2) = VT (w,0,w)Vy(w,0,w)
=V7(0,w)V(0,w) = M(0,w).

(5.45)
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D = 5 Minimal Supergravity

In this chapter we will continue to analyze how symmetries can be used to generate
new solutions to Einstein’s equations. The next step is to consider five-dimensional
supergravity with symmetry group G2) and coset space Go(2)/SO(2,2). In partic-
ular, we will consider stationary axisymmetric solutions in five-dimensions which
depend on only two coordinates, thus rendering the theory to an effectively two-
dimensional theory. Much has been written about symmetries in this theory, e.g.
[17, 23], but the group theoretical approach taken by Breitenlohner and Maison
in two dimensions, has yet not been applied in any further extent. Their method
has been proven successful in the case of pure gravity and STU supergravity, see
[10, 11], and it is therefore natural to move on and see if this works for more complex
theories. Thus, the purpose of this and the forthcoming chapters is to investigate
if the method of Breitenlohner and Maison can be applied to this theory in order
to generate new solutions. The Lagrangian' for D = 5 minimal supergravity is
given? by

1

1
3v/3

where F| (52) = dA?l). Indices inside parentheses denotes the type of p-form.

!This Lagrangian includes both the integrand and the measure in the action and should
therefore be considered as a D-form.
26l =€ = €. ppdatt . @ dats = 1/5le,, .y datt . Adats = /gdat.. A da® = /gdPx

7
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6.1 Dimensional Reduction to D =3

As an intermediate step, we reduce to three dimensions just like we have done
before a la Ehlers. The dimensional reduction procedure is very similar to pure
gravity, except that we now have a vector field A?l) in the five-dimensional the-
ory. We will not do the reduction again but instead follow [23] throughout this
section. We use the coordinates r, 0, ¢,1,t in our five-dimensional spacetime and
by restricting the coordinate dependence of our fields to r, 0, ¢ and reduce the
and t dimension we obtain a three-dimensional theory. If we instead reduce over
only spacelike coordinates we get Ga2)/SO(4) rather than Ga2)/SO(2,2). As an
ansatz for the three-dimensional metric we take

1 1 -2
dst = eVi" T ds3 + eV37 T (A + Afy)? — e (dE 4+ xady + Al)? (6.2)

where A%ﬁ are the two Kaluza-Klein one-forms. If we write this in matrix form
we get

1 1 141 1
e%¢1+¢2g(3) +eﬁ¢1—¢2A2A2 _ AgAu eﬁ¢1—¢2A2 —xq ,;li
HY nv BN v B N
5 ) Lo 2 S
g = e\/gl 2 _Xlld)l —e \/§le
e V3
-2
—e V3
(6.3)

Since this is a metric it is symmetric and therefore we only present the upper
triangular part. As usual, we have to dualize to get the sigma-model. We start by
defining the following field strengths

F(l) = Xm (64&)
Foy = dApy + Al A dxa (6.4b)

The vector field A?l) decomposes as

Aly = Ay + xady + xodt. (6.5)
X2 and ys are two scalar fields with the corresponding field strengths

Fiyy = dxe (6.6a)
F(21) = dx3 — x1dx2 (6.6Db)
Floy = dAn) — dxa A (Al — x1Afy) — ds A A7) (6.6¢)
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We can now dualize our field strengths® as

1
Gy = eV391=92 4 Foy =dxa+ E(deX:s — x3dx2) (6.7a)
Gy = —e~ V30102 *f(IQ) =dxs — xedxa + ;f/Qg(Xde — Xx2dx3) (6.7b)
Gye = e 2% % Fiyy = dxs — x1dxs + (x1xz — xs)dxa (6.7¢)

1
+ — — dya — xod
3\/3(963 X1X2)(X3 X2 — X2 X3)

The Lagrangian (6.1) can now be expressed in terms of the scalar fields ¢1, 2, x1,---, X6
as

L=Rx1-— ;*d@ Adgy — ;*d@ A deo + ;e_\/%l*@ *dy1 Adys

+ ;efﬁd’l *xdya Adys — ;e_\}g‘ﬁl-ﬁbg * (dxs — xadx2) A (dxs — xadx2) (6.
+ ;eﬁiﬁHﬁz *Gya NGy — ;e‘/g‘z’ﬁ@ * Gy AN Gys .
+ ;e%? * G(1y6 A Gy

All the fields, including the three-dimensional Ricci scalar R, depend only on r, 8, ¢.
Although it is not that obvious, this is a sigma-model coupled to gravity on the
coset space Gy(2)/50(2,2).

6.2 The Coset Space Gy3)/SO(2,2)

Since Gla(2)/S0(2,2) is the coset space for the sigma-model in three dimensions we
will in this section briefly discuss its properties, define the involution, define the
generalized transpose, define the matrix M and discuss how the coset space should
be parametrized.

6.2.1 Gap

Here we will follow [30]. The Lie algebra g2(2) is the split real form of go. It is a
14 dimensional algebra summarized in the Cartan matrix A(Ga(2))

A(Gog)) = (_23 _21> (6.9)

SG(1)475,6 should not be confused with the group Gy(a).
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The Cartan matrix is of rank 2 which means that we have two triples of Chevalley
generators h;, e;, fi, (i = 1,2). From the Serre relations we get that we can form

€3 = [61762] f3= [f27f1]
€4 = [63762] Ji= [f2>f3]
€5 = [64762] J5s = [f27f4]
€6 = [61765] Jo = [f57f1]

which together with our two Chevalley triples give us a total of 14 generators. The

real span gives us the split real form gy(o) with triangular decomposition

O22) =N Dy Dny
where

n_ = Spang{es,....e6}
ng = Span]R{hl, hg}
ng = Span]R{flr"’fG}'

We define another basis for go) as, [23],

1

hizﬁhg hé:hQ—{—th
/ / 1

e =e; 62_ﬁ62
6/_i6 6/_L€
VA TR
e’—le e’—le
5_65 6 66

This basis will be used when we create the coset representative.

6.2.2 Involution and Generalized Transpose

We define the involution 7 as

Tort) == ), € g
7 is defined below, which gives us
T(e1) = f1 T(e2) = fo
T(e3) = —fs 7(es) = fi
T(es) = —fs 7(es) = fo
T(hy) = -y T(hy) = —hs

(6.10)

(6.11)

(6.12)

(6.13)
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The set of all generators invariant under the involution is given by
f):{k:t—i-T(t) :tegl(z)}. (6.14)
Explicitly, the set consists of

ki =e+ f1 ko = es + fo ks =e3 — f3
ks =es+ fa ks =es — f5 ke = es + fs-

These six generators define two sl(2,R)’s, easily seen by calculating the commu-
tation relations. ki, ko, k3 define one SL(2,R) and ky, k5, k¢ another. These are
of course not the same SL(2,R)’s that appear in the Chevalley triples. Since
sl(2,R) @ sl(2,R) = s0(2,2) we have that k..., kg generate SO(2,2). Even though
they are denoted with a k they do not form a compact subalgebra. We end this
section by defining the generalized transpose as

VT =y VT (6.15)
where
-0 0 0 0 0 0
0 5 0 0 0 0 0
00 -0 0 0 0
n=| 0 0 0 1 0 0 0 (6.16)
00 0 0 —-20 0
00 0 0 0 2 0
00 0 0 0 0 -2

By a straightforward calculation one can check that V7 = V="' forall V € SO(2,2).

6.2.3 The Matrix M

From now on we will use
M=VTVv (6.17)

as the definition of M. This does not change any result we have obtained so far but
the coset space changes to H/G and the relationship between M and P, changes
to

M'o,M =2"'V'P,V (6.18)

obtained by a completely analogous calculation. Even though H\G is the correct
coset space there is a trend in the litterature to keep denoting the coset space
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as G/H. We will also do this to stay in line with the common notation. The

transformation of M is given by (3.27). Defined in [23] we can also define a M as
M=258"WvTvs (6.19)
where
0 0 0 0 0 0 V2
0 —v2 0 0 0 0 0
vV2 .0 0 0 0 0 0
S=1|0 0 0O -1 0 0 O (6.20)
1
0 0 0 0 = (1) 0
0 0 (1) 0 0 5 0
0 0 % 0 0 0 0

The advantage of using the latter definition is that it makes the vacuum truncation
more connected to the SL(3,R)/SO(2,1) coset space, see section 6.3. The downside
of using it is that M is not an element in Gy(2) and this will cause difficulties in the
factorization, see below. In the following chapters we will use (6.17) unless clearly
stated otherwise.

6.2.4 Parametrization of the Coset Space

By exponentiating the Borel subalgebra we get a coset representative much like we
got for the SL(2,R)/SO(2) case. The Borel subalgebra is generated by R, hb, €],..., e
which gives ut the coset element V' as, [23],

1 1
V =exp <2q§1h’1 + 2¢2h’2> exp(x1€]) exp(—xaey + x3€3) exp(xses) exp(xaey — xHes).
(6.21)

We stress once more that this is actually an element in the right coset space
H\G rather than the left G/H. With this parametrization one can show, by a
straightforward calculation, that

L—Rxl- ;Tr(* (M~1dM) A (M~1dM)). (6.22)

The choice of coset representative is not unique and we might as well choose to
exponentiate the sum of all generators. However, that choice is not very conve-
nient since it does not allow us to identify ¢1, ¢2,x1,..., X6 With the fields in the
Lagrangian. We might say that if we want to parametrize our coset space with

the same field as in the Lagrangian, (6.21) is unique up to a constant matrix as in
(6.19).
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6.3 Vacuum Truncation

If we would like to study vacuum solutions in five dimensions we could simply
truncate our theory by letting xo = x3 = x4 = 0, i.e. no vector potential A?l).
This should of course be equivalent to the case of pure gravity in five dimensions
with the corresponding coset space SL(3,R)/S0O(2,1). Thus, if the truncation is
consistent we should have that

SLBR) _ Ga

S0(2.1) © 50(2.2)° (6:23)

However, even though we are effectively working in the SL(3,R)/SO(2,1) coset
space we have to remember that this is an embedding in the Gy2)/S0O(2,2) space
which means that we will use seven-dimensional representations. Our Lagrangian
reduces to

1 1 1
L=Rxl—gxdds Ador - §*d¢2Ad¢2+§e—ﬁ¢l+¢2*dm A dx:

1 1 (6.24)
— ie\/g¢1+¢2 * G(1)5 VAN G(1)5 + 562@ * G(1)6 A G(1)6
where
Gy = —e V32 % Floy = dxs (6.25a)
Gy = €72 % Fiy) = dxs — xadxs. (6.25b)

The embedding (6.23) can be made more apparent if we consider the subalgebra
spanned by hq, ho, €1, €5, €. If we make a change of basis of the Cartan algebra as

hy = hy + ho

- 6.26
P — b (6.26)

we get, by using the commutation relations given by (6.9), that hi, 5’2,61, es, €6
satisfy the s[(3,R) algebra. Thus, SL(3,R) is a subgroup of Gyy). Our coset
representative reduces to

1 1
V =exp <2¢1h'1 + 2¢2h/2> exp(x1€]) exp(xseg) exp(—xdes) (6.27)
We conclude this section by explicitly calculating the matrix M given by the
definition (6.19). By using the representation given in appendix C we get that
. Mi;xlii 0 0
M = 0O 1 O (6.28)
0 0 Msys
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where
(e\/§(¢1+¢2)x52+1) <X1+e\/§(¢1+¢2)X5X6) $1+d2
- 2 - —e V3 X
(1+2) 2(¢1+¢2) 5
(et teong) - (cra?-erenisn aee )
x1+eV3(@1+62) gy —y12—eV3(1+62) (121 $14¢2
My = 261 162) 261 162) —e V3 X (6.29)
e 3 e V3
X5 P1+é2 P1+é2
T T =b1-92 —e V3 X6 —e V3
e V3
As it turns out, Mjy3 is a representation for SL(3,R) [23]. Thus, when the symme-

tries of vacuum gravity is embedded into the coset space Ga(2)/50(2,2) it appears
twice.

6.4 The Reissner-Nordstrom Metric in D =5

In our efforts to investigate the solution generating properties of Ga)y we will
consider an explicit example, the five-dimensional Reissner-Nordstrom metric.
This metric is the electrically charged five dimensional Schwarzschild solution
parametrized by the mass m and charge q. The components are given explic-
itly in [23] but we will reproduce them here for convenience and to establish the
notation. In the next chapter this solution will be generated. In the coordinates
used above we have

) r2(r? — 2m)
g = — 1o
(r2 4 2msinh*(0))?
ggg = sin?(0)(r? + 2m sinh?(0))
gfziz = cos?(6)(r* + 2m sinh?(6))
5) T +2m sinh?(§) (6.30)

” r2 —2m

g(sg) = 7?2 + 2msinh?(4)
0 2v/3m sinh(§) cosh(§)
YT 2 yom sinh?(9)

where 0 is the parameter which regulates the electric charge. To get the coset
representative one needs to dualize, which involves integration. However, for more
complicated examples this integration can become very difficult. To overcome
this problem one can follow the procedure from [21]. First we make the following
observation for M. If we calculate the matrix valued one-form product M ~'dM
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we find that the following matrix components become

e2¢2
(*MfldM>6l = (x1 * dxs — xdxe)
. e\/§¢1+¢2 e2¢2
(*M dM)51 -9 *dxs — 5 X1 (X1 * dxs — *dxs)-

By a straightforward calculation we find, by using (6.25a), (6.25b), (6.4b) and
(6.4c), that

(xM7dM) = —;dAﬁl)
1

1 _ 1 2
(*M dM)51 = —§d(¢4(1) - XlA(l))
This leads us to define* a matrix valued one-form N

dN =xM'dM (6.31)

and from the result above we get

1
Nag = =5 Al

1 (6.32)
Nz = —5(«4%1) - XIA%l))'

From the defining relation of N we get an induced transformation from M as
N — g 'Ny. (6.33)

Thus, the matrix N allows us to extract the transformed A%ﬁ directly without
performing any dualization.

6.5 Dimensional Reduction to D =2

The reduction to two dimensions is performed in the same way as in the previous
chapter and we choose (p, z) as coordinates on the flat two-dimensional space. The

ansatz
2 (2) 0
@ _ ([
= ("0 (6:31)

4Actually, the result above does not provide enough evidence for us to make this assumption
since we need to check if all components can be written like this. However, on shell one can show
that this assumption is valid [17].
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gives the two-dimensional Lagrangian, [23]
1
L=pRx1~ pTr (% (M M) A (MTHAM)) +2f P« dp Adf.  (6.35)

Since there are no structural differences in this Lagrangian compared to the one
discussed in chapter 5, the field equations look the same. As pointed out at end of
chapter 5, the conformal factor f? is obtained by integration once M is known. In
[10], a useful and neat expression for calculating f is presented. It requires some
concepts which we will present in the following chapter.
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Solution to the Riemann-Hilbert Problem

When we generated solutions in three dimensions we transformed the matrix M
and then read off the different fields directly. This procedure is rather straightfor-
ward, putting aside any issues with the inverse dualization. In two dimensions we
cannot simply read of the fields after we have made the transformation. This is
due to the nature of the monodromy matrix M, whose connection to the physical
fields is far from obvious. In order to find the physical fields after a transformation
we have to find the corresponding matrix M. To do this one have to factorize
M = V7V, which in general is quite difficult, called a Riemann-Hilbert problem.
As it turns out, this problem becomes manageable if one considers special types
of meromorphic matrices M with single poles. Breitenlohner and Maison worked
out a factorization procedure for this kind of matrices, presented in unpublished
notes', and in [10, 11] this method is applied to pure gravity and STU super-
gravity. As explained in the previous chapter, the natural way to proceed is to
check if this method works for other groups which emerge from more complicated
gravity theories and the next in line would be the Gy group. There seem to
be no a priori indication that the method cannot be applied to this group but
when it comes to actually performing calculations some practical difficulties may
arise since this is a larger group in the sense of matrix representation. Since the
purpose of the forthcoming chapters is to apply this to the Gy() group, we will
reproduce the method here, adapted to the Gy group. The presentation closely
follows [11]. At the end of this chapter we will apply the method to factorize the
Schwarzschild metric which will be one of the main results of this thesis. This
will function not only as an illuminating example but also as a seed solution to
generate the Reissner-Nordstrom metric.

1T am grateful to Axel Kleinschmidt for providing these notes.
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7.1 Riemann-Hilbert Problem for Gy,

Due to the fact that M = V7 (—1/t)V(t) we cannot simply let ¢ — 0 in order to
get M. We have to obtain the corresponding matrix V(¢) which amounts to solve
the Riemann-Hilbert problem. In this section we will assume that the monodromy
matrix M is meromorphic” in the spectral paramter w. Go) is a subgroup of
SO(37,47) and should therefore preserve a quadratic form. Let 1’ denote the
quadratic form preserved by an arbitrary coset element

0O 0 0 0 0 0 1

0O 0 0 0 0 —-120

0O 0 0 0 1 0 0
=10 0 0—-10 0 0 (7.1)

0o 01 0 0 0 O

0 -1 0 0 0 0 O

10 0 0 0 0 O

The matrix M(t,x) € Gy is parametrized as

M(tz) =Y + A, A (7.2)

w—c w-+c

where Y is given by the boundary condition. This follows from (5.45) and the
assumption that M has an expansion in 1/r, i.e. M =Y + M;/r + O(1/r?). A
is parametrized as

where the generalized transpose on a column vector is defined® as a] = aln and on
a row vector as (a;‘f)T = n~ta,. The prefactors oy, and f3;, are added for convenience
and can be used to tune det M = 1. We assume that the matrices A; and A, are
rank 2 matrices but the generalization to higher rank should be straightforward
[11]. From the relation (5.27)

1
t:<z—w+ (z—w)2+p2> (7.4)
p
we can express M as
2 2
Vil Ay, Ve Ak
M(tx)=Y 7.5
(t.2) +k§ t—tk+k§1+ttk (7:5)

2A meromorphic function is an analytical function on an open set except for a set of isolated
points.
3This definition is obtained by looking at A[.
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where
2

ptet ) (76)

V = —

and t are the poles at ¢ given by (7.4). We need to find the restrictions on the
vectors ay and by, which ensure that M is an element in Gy2)/SO(2,2). To do this
we use the fact that a coset element should preserve the matrix n’. Consider

Mt )M (tx) = M(tx)(n) M (t,x)

Z51 1 tz 1
= (e ( ) A+ ) 4:)
( -y T T o, T )

t 1 t 1
(7o )

t—1 14+t t— 1o 14 tty
_ Y(n/)flyT + V12A1(7II>_1AF{ V?FA2(77,)_1A5
(1 + tty)? (1 + tt9)?

Al(n/)_lyl T tl T tz 1
A7)y A ( )AT>
+ 1+t ( +V1t—t1 e t—t2+1+tt2 2

t to 1 ()t AT
Y A A, ) M AL
+( +V1(t—t1> 1+U2(t—t2+1+tt2> 2) 1+ it

Since M(t,x) M~ (t,x) = (')~! the left hand side should not contain any poles.
In particular, the absence of double pole at t = —1/t. gives us

Using the parametrization of Ay, k = 1,2, we get
Ap(n) AL = (cwara] + Bibib] ) () (ewara] + Brbib])"
= oPagagn(n') " " axay, + Broibin (')~ " biby
+ axBrarag (') n by + awBrbrbin(n') 0" aray,
= o’agaj n'apai + Brbrbin'bybi

+ g Brarai n'brby, + anBrbrbyn agay.
Here we have used n(n')~!'nT = n/. From this we get that

afn'a, =0
bl = 0 (7.8)

afn'b, =0,



90 Chapter 7 Solution to the Riemann-Hilbert Problem

where k = 1,2. The absence of single poles at ¢t = —1/t;, gives

Ap(n) VAL + Ae(n) AL =0 (7.9)
where
. _ VkAk
Ay = (M(t,x) 1+ttk> " (7.10)

Here, A, should not be confused with the Kaluza-Klein vectors. If we insert the
expression for A, we get

agarain'n AL + Bebkbin'n T AL = —a AT ' arall — BrAwn by (7.11)
If there exist numbers 7 the solution is given by

A~ ay, = — v Bryiby

7.12
ben'n AL = vraiay, - ( )

Note that we cannot simply calculate v, from one of the equations above since both
of them need to be satisfied. (7.12) should be considered as a further restriction
on the vectors ay and by, in order to have a solution of (7.11).

7.1.1 Ansatz for Factorization
We continue to follow [11] and factorize M into the form
M(t,x) = AT (t2) M () Ay (t,x). (7.13)

Due to the fact that M7 = M we have that

A (tx) = A. (-195) . (7.14)

Moreover, since M(t,z) = V7 (—%) V(t) and M(z) = V7 (2)V(z) we have that
V(t,x) =V(x)Ay(tx). (7.15)

The poles of M are obviously distributed between A, and A_ and due to the fact
that V(¢,x) needs to be regular at t = 0 we have that the poles at t = —1/t; belong
to A,. Thus, we make the following ansatz for A,

tCh tCy

A (taz)=1— _ .
+(t) 1+ tt, 1+t

(7.16)
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where C}, is a matrix to be determined. From (7.14) we get that

Cy Cy

A_ =1 . 7.17
() =1+ 0 (7.17)
In a similar way as we did before we study the product A, (t,z)n’ MT(t,x)
T
Ay (b MT (t,2) = Ay () AT (2) M7 (2) (AT (t,2)
! ' ! ( ) (7.18)

= M"(2) (AT (t.2)) "
This tells us that A, (t,x)n’ M (t,x) does not have any poles at t = —1/t; and by
expanding M (¢,x) in terms of Aj we get

tCh tCy
A / T — (1 _ _ ) /

¢ 1
(YT+u1( b 1 >A{’+u2( 24 >A§>

t— 11 1+t t— 1y 1+ tts
tlAT VIAT VgtlAT I/QAT
— YT V1 1 / 1 / 2 | 2
T T T e, Ty, Tt
tCl ,YT tCQ T tClnll/lA,{ tCZUIVQAg
1ttty Lttty (L +th)2 (14 tt)?

The absence of double poles at ¢t = —1/t;. give us
O AT = 0. (7.19)
Now, if we recall (7.8) we make the following ansatz for C
Cr = crapn — dpbin (7.20)

where ¢, and d are constant vectors. The reason why there is a minus sign in
front of the dj, term will become apparent below. Given that (7.8) are satisfied,
(7.19) is satisfied as well. The absence of single poles at t = —1/t;, give us

tCy, )
1+ iy,

1
t—Ckn’Af + (A+(t,x) -
k

v Ay = 0. (7.21)

t=—p-

If we insert the expression for Ay, A, and use (7.12) we get

1
;(—Vkak%dkaf — v Beyeerby ) + cwven'n" agay + Brven'n” bibi
k

+ (7.22)

T 1 T T 13 3T T 1 T
P— (akukclal n'aray, + Brvrcia; n'biby, — agvrdiby n'agay,
k— U

— Buvrdib n'brby ) = 0,
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where [ # k. Here we have used nn'n = n’. This expression can be simplified if we
assume that

aln'a, =0

7.23
b/n'by, =0 (7.23)

for | # k, i.e. a generalization of (7.8). In addition to the vanishing of the two
terms in the parenthesis we can use the orthogonality of a; and by to get two
equations that need to be satisfied. By multiplying from the right with n'a; and
n'b; we get that (7.22) is solved if

1 AV
(—I/kOék’}/kdk + Oékl/kT]/’f]CLk + — (cla;‘rn’ak — dlblTU/CLk)) afn’bl =0
tk tk - tl

1 / Bk oW T T, 1 (7.24)
=B + B b + L= (cal /b — diblofbe) | V' = 0.
Thus, (7.24) becomes

1

nax = —wdi + dyag 1'by
Tk tr — 4
| 1 . (7.25)

b = — e — ———caln'b

10k tk’Yka t— thzal URYS

where we have defined 77 = n'n. We note here that both «; and [y have disap-
peared. This means that we have a freedom in choosing the vectors a, and by
which can be utilized to satisfy the constraint det M = 1. If we define a and b as
matrices with a; and by, as column vectors, respectively, (7.25) can be written as
matrix equations. If we define I' as

I for k=1
Trt = N ooy for k41 (7.26)

tk—t

we get that (7.25) is equivalent to

ja = dI'"
m (7.27)
nb = cI.

This result agrees with [11]. Here we have also defined the matrices ¢ and d

completely analogous to a and b. The reason why we had a minus sign in front of
dj, becomes clear here as it allows us to use I' and I'". The linear system (7.27)
should be considered as equations for d and ¢. Once they are known, we can form
A;. To get M(z) we use the fact that M(t,x) — Y and A_(t,2) — 1 as
t — 00

M(z) = YA (t — o). (7.28)
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To summarize: we have a method to factorize monodromy matrices with single
poles in w. The residues of the poles are in general of arbitrary rank but for
Schwarzschild they are of rank 2. These residues are in turn parametrized by
vectors which have to satisfy a set of constraints in order for M to be in the coset
space. As a result, the only non-trivial part in the factorization method is to solve
a set of linear equations where the vectors are assumed to be known. Thus, when
we want to factorize the monodromy matrix M we need the vectors. We end this
section by referring to an important result in [3]: the factorization of M is unique.

7.2 The Monodromy Matrix M for Schwarzschild

In this section we will apply the factorization method described above to the
Schwarzschild metric. Once the monodromy matrix M is obtained it can serve as
a seed solution to generate other solutions. At least to the best of the author’s
knowledge, the Schwarzschild monodromy matrix M for the case of Gy has not
been constructed elsewhere. One way to construct M is to solve the Lax-pair (5.23)
to get V. This approach is not recommended for two reasons: (i) the calculations
tend to get very cumbersome. (i7) To use the method described above we need
the vectors a; and b, which means that knowing M is not sufficient.

7.2.1 The Schwarzschild Metric in New Coordinates

As it turns out, the coordinates we used in 6.4 are not very practical when it
comes to actually performing calculations. The main problem is that the matrix
Y, introduced in the previous section, is not well defined since it diverges. In these
coordinates the Schwarzschild metric is given by

-1
ds® = — (1 - MQ) de? + (1 - H2> dr? + r? (d@2 + sin?(0)d¢* + COSQ(Q)d?/)2>
r r
(7.29)

were 1 = 2m. We would like to find a set of coordinates in which the limit
r — oo yields a constant invertible matrix Y. If we make the following coordinate
transformations, [21],

p- =1 —0¢

VR (7.30)
¢t = Tﬁw +9),
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where p # 0, the Schwarzschild metric is given in terms of the coordinates r, 0, ¢_, ¢, t
as

72 4
2 5
+ /=1 cos(20)d¢p,deo_.
1

-1 2 2 2
ds? = — (1 _ ‘;) de? + (1 _ “) a2 4 r2d6? + 7 dg? + T ag?
T
s (7.31)

We see that in these coordinates the Schwarzschild metric is not diagonal and
consequently, not the monodromy matrix M either. However, this is not a big
issue. Moreover, in these new coordinates Minkowski spacetime is not represented
since it is not allowed to put g4 = 0. To find the coset element we start by
identifying® the non-vanishing fields ¢, ¢s,..., Ai from 6.3

oA 1M
r2
—¢2 2 4 2
e =Vt (7.32)

We also need the three-dimensional metric ds3

2

ds; = i <T2 — ,u) (2 sin?(20)d¢? + (1 - Z)l dr? + r2d92> . (7.33)
From the dualization procedure we get that the only non-trivial equation is
07292 4q dA?l) = dye (7.34)
which in component form becomes
¢ %2\ /99" ¢ €400 AS) = DX (7.35)

The solution to this equation is given by

2 2
X6 = —; +b (7.36)

4We reduce the t and ¢ dimensions.
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where b is a constant of integration which we set b = 1. It is straighforward to
identify that x; = x5 = 0. In these new coordinates the matrix M takes the form

o 0 0 0 T
r I re—p
0 & 0 0 0 0 &2
0 0 2 0 0 0 0
Ms=1| 0 0 0 1 0 0 0 (7.37)
0 0 0 01-% 0 0
2r2—
47“2741,2 0 0 0 0 - 27‘262;1 0
0 l-2 0 0 0 0 -t
By expanding in 1/r we get that
0000O0 =2 0
0000O0 0 =2
00100 0 0
Yy=[looo0o10 0 o0 (7.38)
00001 0 0
10000 0 0
02000 0 0

We will consider this matrix as the M matrix for the Minskowski solution R*!

even though we do not have a metric representing flat space. Thus, every solution

M, in these coordinates, with asymptotic Minkowski spacetime should satisfy
lim M =Y (7.39)

T—00
for Y given above. In the next section we will generate the Reissner-Nordstrom
metric from Schwarzschild. Since the Schwarzschild solution is now expressed in
ther, 0, ¢_, ¢, t coordinates all solutions generated from this seed solution will also
be expressed in theses coordinates. Thus, we have to make the same coordinate
transformation to the Reissner-Nordstrom solution presented in 6.4 in order to
recognize it. In particular, we need the non-vanishing coset scalars. By comparing
it with (6.3) we find
20,2
0t —2m)
(r2 4+ 2msinh*(0))?
gy TVT?—2m
e = ——
m
7.40
_ 2y/3msinh(d) cosh(d) (7.40)
© r2 4 2msinh?(6)
2 \/m cos(26)

n=2 2 )

X2
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7.2.2 Parametrization of M

We start with the ansatz (7.2)

Ay N Ay .
w—p/d w4 p/d
From the derived constraints (7.8) and (7.23), the results from section 5.3.3 and

the embedding of the SL(3,R) group, i.e. the vacuum truncation, it turns out
that the vectors a; and by should be

ap = (1/2,0,1/+/2,0,0,1/4,0)F
ay = (0,1/2,0,0,1/v/8,0,—1/4)T

Mw) =Y + (7.41)

7.42
by = (—1/2,0,1/v/2,0,0,—1/4,0)" (7:42)
by = (0,—1/2,0,0,1/+/8,0,1/4)T.
In order to tune det M = 1 we choose
(8% o g
1= =u (7.43)
g = By = —pu.
This gives us the Schwarzschild monodromy matrix
_—e/a_ 0 0 0 0 #/2 _ _ g 0
=y En
0 “f 0 0 0 0 Li _2
= =
0 0 1 “J:z) 0 0 0 0
Mg = 0 0 o 1 0 0 0
0 0 0 0 LZL +1 0 0
/ (+-%) /
1w 0 0 0 0 pn/4 0
el CoR
0 w‘:ﬂ) + 1 0 0 0 0 71:‘7&
(7.44)

To show that this matrix factorizes to (7.37) we apply the method described above,
which should be straightforward once the vectors ay and b, are determined. Ba-
sically, the only non-trivial part in the calculation is to solve the linear system
(7.27). The different constituents can be found in appendix D. The result is given
by

A 0O 00 0 D 0
0 B 00 0 0 E
0 o Co0 0 0 0
Ms=1| o0 0o 01 0 0 0 (7.45)
0 0 00Ct 0 0
-D/4 0 00 0 —-A 0
0 -E/4 00 0O 0 -B
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where
21
A=
—2p1+ /1602 + (11 — 42)2 + /1602 + (pu + 42)?
2
B — 1

2+ 1602 + (1 — 42)2 + /1602 + (u + 42)?
oo M V1697 + (11 +4z2)? + 4z
—p+ \/16,02 + (u—42)% + 42 (7.46)
16z
- _\/16p2+ (u—4z)? — \/16,02 + (1 +42)? + 8z
o V1692 + (11— 42)2 + /1692 + (1 + 42)2 + 82

M+\/16p2+(u+4z)2+4z

D

In order to recognize this as the Schwarzschild solution we have to change coor-
dinates to r and #. From the canonical parametrization of the three-dimensional

metric
2 (2) 0
@ _ ([79
= (") (7.47)

we see, by comparing with (7.33), that

p(r,0) = \/g_lu\/rz — psin(26). (7.48)

To find z(r,0) we use the two versions of the two-dimensional metric i.e. dsi =
dp? + dz? and ¢?. These two metrics are obviously related through a coordinate
transformation (p, z) <> (r,6). Since f2¢* is diagonal, ¢? is diagonal as well and
from this observation z(r, ) can be found. We have

02\’ 02\’ 0z 0z Op Op
dp? +d22 = | = | dr? — | d6* +2-=2dodr + 2--=2dedd
e (m) ! +<ae> oo T Tar g 0
9 ) 9 ) (7.49)
op 2 op 2
+<8r> dr —l—((%) de
and the requirement that no cross terms exist implies
0z 0 dp 0
c9s_ _Grop (7.50)

ool Oroo
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The solution to this differential equation is given by

1 212

z(r,0) = NG (M — 1) cos(26). (7.51)

If we insert this into (7.45) we regain the matrix Mg. However, this step is not
as straightforward as it might seem due to (7.48) and (7.51) . To circumvent this
problem one can introduce the (x,y) coordinates as an intermediate step, [23],

= p= V@ D= ()
y = cos(26) z= 2\}mxy. (7.53)

The 6 dependence on both p and z implies the restriction p > 0. Otherwise we
get that # = 0 and # = 7 for a fixed r has the same p, z coordinate. Moreover, we
note that the horizon r = ,/u corresponds to p = 0.

7.3 Adding Electric Charge

Now that we have the monodromy matrix Mg for Schwarzschild we can use it as a
seed solution. In this section we will demonstrate how to add electric charge to the
Schwarzschild solution and thereby get the five-dimensional Reissner-Nordstrom
solution. The monodromy matrix M transforms as

M(w) — g" (w)M(w)g(w) (7.54)

where g(w) is an element in G . If we restrict ourselves to the case when g(w) €
SO(2,2) is independent of w we get the following transformation properties for
the vectors a; and by

ap — g_lak

b, — g by,

T

7.55
a, — akTg ( )

bl — bl g.

These are obtained from the definitions of a; and b,. The next step is to face
the question which group element g we should use to add electric charge. From
previous analysis we know that this group element lies in SO(2,2),i.e. H. Since the
Reissner-Nordstrom metric has the same asymptotic behaviour as Schwarzschild
we also require that

g Yg=Y. (7.56)
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It should be emphasized that this is a requirement on the particular generator we
are looking after. It is not a requirement on g(w) in general. In [17], an analysis
of the action of the generators in h was made and as it turned out, ko generates
electric charge. This means that

g9 = exp(V/30ks) (7.57)

and one can confirm that this group element indeed satisfies (7.56). The prefactor
is added for convenience. Using this group element the new vectors aj and 0,
become

2 2 V2 NP R
S (_Sinh(é) cosh(d) sinh?(¢) _ sinh(d) cosh(9) cosh?(8) sinh(§ cosh )
2 2 72 7 2 V2 T2v2 T4

cosh(d) sinh(d) cosh®(§)  sinh(§) cosh(§) sinh?(9) cosh smh
<_ 2 72 V2T V2o 2v2
W — (sinh(é) _ cosh(d) sinh?(0) _ sinh(d) cosh(d) cosh?(0) B smh( ) cosh( 5))
S T T B R Vo

S (cosh(é) sinh(8) cosh?(§)  sinh(4) cosh(d) sinh?(8) cosh(d) sinh(5)>

and accordingly the monodromy matrix Mgy

pHe— _ p2s(26) 0 0 0 —8we— Bwps(26)
u22—lg:§uQ u2—16w?2 lgw2—u226 16ué2—u2
;é o )2 2MC+ 2 0 0 0 - w,u25( g - u;c+ 2
pe—16w pe—16w 16w=—p 16w=—p
0 0 (c-)? ps— _ 2u”s2(29) 0 0
16w?2—p? ué—l%wQ n2—16w?
_ —pe—s(20)  16w=*—p<c(49) US4
Mgy = 0 0 12— 16w? 16w2 —p2 12 —16w? 0 0
0 0 1?s%(26) _ pcqs(20) (c4)? 0 0
) ) . 32w2—2u2 u2—16w? 16w?2—p? 2,25
g, e o0 ol ol me, s
dups(26)  2wes Prsen) " e
1611)#25 2 2 - 2 0 0 0 - /é 2 2,u 5 2
W — L 16w=—p pe—16w pe—16w
where $(20) = sinh(26) and
c_ = 4w — pcosh(26) s_ = 8wsinh(2d) — psinh(49)

¢y = 4w + pcosh(20) s+ = 8wsinh(20) + wsinh(46).
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The constants o and [, remain the same. The factorization works as before and
one finds that the Mpry matrix becomes

H(T2+S2M) _ CS;,L2 O O O
2r2(r2—p) 2rt—2r2p
o E— 0 0 0
2rt—2r2y 2r2(r2—p)(r2+s2p)
0 0 (r2+32/1,)2 _QCS/L(T’2+82/L) 22522
T2 p—— P —y
2, 2
MRN — 0 0 CSN(T +s M) 1— 22522 —2cspa
e Pty ) (TR
0 0 c?s%pu? cspa a?
(2r2—pu) (r2+52p) (2r2—p) 2ri=2rin rAri—p)(risipn)  (r2—p)(ri+s2ur)®
2r—p)(r°+spn cs(2rc—p)p
4r2(r2—p) T TAr2(r2—p) 0 0 0
03(27'2—;1,);1, (27‘2—;1,)11 0 0 0
4r2(r2—p) 4r2(r2—p)(r2+s2p)

where

a =1t — ur? — Al
and s = sinh(d) and ¢ = cosh(d). From this matrix we can read off the ¢, g9, x2
and x components by comparing it with (D.1). The A?l) component is obtained
by inverse dualization, (7.35), which in general requires that we know the three-
dimensional metric ds3. This metric is obtained once we have solved the equa-
tion for the conformal factor, (5.4). However, in this case we know from section
3.4.2 that the three-dimensional metric is the same for Reissner-Nordstrom as for
Schwarzschild since we have transformed with the finite group G. Since yj; is the
same as for the Schwarzschild solution, A%l) is the same as well. In this example
and the previous one we have reintroduced the r, 6 coordinates. The reason for this
is to make it easier to recognize the solutions as the Schwarzschild and Reissner-
Nordstrom metric. However, when we generate new, previously unknown, solutions
this is of course not possible since it requires that we know the explicit metric in
the r, 0 coordinates.

It is really worth noticing how relatively easy” this solution was obtained in
the sense of the actual calculation but also compared to if we would have started
with the Einstein-Maxwell action and solved the equations. This shows the entire
purpose of using symmetries; almost no equations need to be solved.

|4 . .
°Once the seed solution is known.
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Conclusions

In this thesis, solution generating techniques have been analysed and applied to
various examples for the case of minimal supergravity in D = 5 and the group
Gi52). The motivation for this has been to broaden the uses of previously known
techniques which have been proven successful. We have seen that the techniques
and methods are quite general and easily applied to many groups. However, the
method relies on representation theory which causes some practical difficulties.
The key challenges we have faced are:

e How should the metric be parametrized?
e What is the symmetry group of the theory?
e How should we parametrize the coset space?

e What should we use as seed solution and how do we find the explicit expres-
sions?

e What is the correct group element to use in the transformation?
e How do we extract the new fields after a transformation?

Many of these questions have been taken care of by previous authors. Nonetheless,
we have been quite cautious since every group requires some adjustments. In
D = 2 we have seen that it is not that easy to find the seed solution. One
should be able to start with Minkowski spacetime, however, we chose to start
with Schwarzschild. The reason for this was because it made it easier to generate
the Reissner-Nordstrom metric. We also chose Schwarzschild as seed solution to
illustrate the factorization procedure of M. From our analysis of the factorization
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we found one problematic step; how do we find a;, and b,? For the case of pure
gravity when SL(2,R)/SO(2) is the coset space one can start with arbitrary ay
and bg. Since these vectors only have two components each one can, by tuning
them, satisfy the coset constraints. When the number of components increases,
e.g. for Gy(g), this is no longer practicable.

A lot of effort has been put into trying to understand the group theoretical nature
of these vectors. One approach has been to embed the vacuum truncation in
the group and see which further restrictions we get on the coset element and
consequently the vectors ay, by. Moreover, we have used some results in [9] about
the analytical properties of M on the z-axis, i.e. for p = 0, for further guidance.
Unfortunately, a completely satisfying understanding of the nature of these vectors
is yet to be found.

In future studies, one can perhaps exploit the gauge symmetries related to the gen-
erators of the Borel algebra and reduce the number of degrees of freedom in a; and
bi. As we have seen, these transformations do not generate new physical solutions
but instead act as gauge transformations. We used that G2y should preserve a
matrix 7’ since it is a subgroup of SO(3,4). However, this does not completely
ensure that we get an element in Gy(z). If one can find further restrictions which
guarantees that we get an element in G'y9), it would probably simplify the process
considerably. The most promising approach would be to use that elements in Gyy)
also preserve a three-form' which would give us further restrictions on a; and by,
[23]. That being said, one of the main results of this thesis is that the monodromy
matrix M for Schwarzschild has been constructed and can thus be used as a seed
solution.

Another difficulty which arises is the inverse dualization procedure. Even for the
most simple solutions, e.g. Myers-Perry in D = 5 we get integrals which are
very difficult to solve. It was desired to find the monodromy matrix for Myers-
Perry but due to this difficulty and the time limit of this thesis, the Reissner-
Nordstrom monodromy matrix was constructed instead. Probably, the solution to
this amounts to finding appropriate coordinates. In [31], the Myers-Perry mon-
odromy matrix was obtained but in the setting of five-dimensional pure gravity in
which SL(3,R)/SO(2,1) is the coset space. This coset space is much simpler to
work with for two reasons; (7) the matrices are only 3 x 3 (iz) the residues are only
of rank 1.

When we added electric charge to the Schwarzschild solution we only needed the
“usual” finite group element g € SO(2,2). A natural continuation would be to con-

T am grateful to Amitabh Virmani for sharing his ideas with me.
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sider transformation from the full affine Kac-Moody group. This would allow one
to start from Minkowski spacetime and add poles to get for example Schwarzschild.

A remarkable property of five-dimensional gravity is the existence of black ring
solutions [32]. These are black holes but with a non-spherical horizon. Another
interesting continuation of this thesis would be to generate the six-parameter black
ring solution [33].

For N =1 supergravity in D = 11 the symmetry group in three-dimensions is
FEg(s) and the coset space is Fgs)/SO(16) [9]. In this thesis a small step towards
this “final theory” has been taken and will hopefully be a source of inspiration for
future studies.
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A

The Vielbein Formalism

In this appendix we present a brief introduction to vielbeins following [341]. Con-
sider a manifold with tangent space T, at a point p. A natural basis, ¢, for this
tangent space is given by the partial derivatives of the coordinates we are using.
That is, €, = 0,. For the cotangent space T} the basis is given by the gradient,
et = dat.

As always, we have the freedom to choose any basis we like, although some
are far more appropriate than others. Consider a new set of basis vectors é, at a
spacetime point p which satisfy the following condition

g(éaa éb) = MNab (Al)

where g is the spacetime metric and 7, is the metric representing the signature of
the spacetime. That is 74, is Minkowski for Lorentzian spacetime and the identity
for Euclidean. The old basis €, can be expressed in the new basis é, as

=e,"8,. (A.2)

ey "

The object e, which is the components of the vector €, in the basis €,, is called
vielbein. We define their inverse e”, as

e, = el e, (A.3)
which obviously satisfies
ete =, (A.4)
(A.1) can thus be written as
Guve” €y = Nap (A.5)
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which tells us that 7, is the metric g, expressed in the é, basis. By multiplying
with e %, we get

Jox = eoae/\bnab. (A.6)

The vielbeins are used to switch from curved indices p, v, ... to flat indices a, b,....
For example, a tensor V' can be expressed as

V=VP,®8=V"Selet e =V @ (A7)

When we use 0, as basis we get an indued transformation of the components of
a tensor which we use to define the tensor. However, the é, basis is independent
of the coordinates and can therefore be transformed without having to do a co-
ordinate transformation. Since (A.1) defines the vielbeins we restrict ourselfs to
transformations which preserve this condition, i.e. Lorentz or Euclidean transfor-
mations depending on the signature of . These transformations are local' which
leads us to define the transformation of é, as

e = N(x)° ¢ (A.8)
A tensor V' can be expressed both in the vielbein basis and the coordinate basis as
V=V¥e,®eée, (A.9)
and transforms by a mixed transformation as
(z")H
(V)™ = A(x)°, éx Sy, (A.10)
xll

A tensor expressed in the coordinate basis has a covariant derivative acting on
the components with an ordinary partial derivative plus correction terms. For
example,

V.V =9,V 4 TV, VT, VP (A.11)

For a tensor expressed in the vielbein basis we get something similar. For example,
for V% the covariant derivative becomes

V.V =0V +w, Ve +w, Ve (A.12)

That is, w,®, serves as connections in the vielbein basis. This object is called the
spin connection. By calculating VV both in the coordinate and the vielbein basis
and then equate we get an expression relating the ordinary connection I' with w
From the first term, our conception of w as I' expressed in the vielbein basis gets
further support. However, we have to keep in mind that these objects are not
tensor and do not transform accordingly.

!Since there is a set of basis vectors &, defined at every spacetime point p.
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Kac-Moody Algebras

The following appendix is a brief introduction to Kac-Moody algebras and in
particular, affine Kac-Moody algebras. The content is based on [, 26, 35].

B.1 Chevalley-Serre Presentation
We take (e;, h;, f;) to be a triple of s[(2,R) generators , i.e.

[hi, e5] = 2e;, [hi, fi] = =21, leq, fi] = ha. (B.1)

Consider the complex Kac-Moody algebra g constructed from r copies of the
s[(2,R) tripple, i.e. i = 1,2, ...,r, subjected to the following conditions:

leq, [5] = dihy,
[hhej] = Ajie]7
B.2
[hi, f3] = —Ajif, (82)
[hi, hj] = 0.
and
adl i (e;) = [es, [e,..[es, €5]...]] = 0
A, X | (B.3)

The matrix A;; is called the generalized Cartan matriz. This matrix defines the
algebra which suggests that it is more appropriate to denote the algebra g as
g(A). Given the Chevalley generators e;, h;, f; we can construct more generators
by commutation. The two conditions (B.3) are called the Serre relations which
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are added to ensure that no ideal are present in the algebra g(A) thus making
it a simple algebra. It might seem that the Serre relations “cut the chain” of
commutations and restricting the algebra to be finite dimensional. This is not
true and the algebra g(A) might as well be finite as infinite, given the information
above. What determines whether the algebra is of infinite or finite dimension is
the generalized Cartan matrix A so let us discuss it a bit further. A generalized
Cartan matrix A;; satisfies the following conditions, [20],

A“' :2, 1= 1,2,...,7” (B4)
AgeZ. (i) (B.6)

Furthermore, we will also assume that A is indecomposable. This means that we
cannot divide the index set (1,2, ...,7) into two non-empty sets Z and J such that
A;; =0fori € Tandj € J [11]. The crucial propery of A that determines whether
the algebra g(A) is finite or infinite-dimensional is the sign of the determinant.
There are three different classes:

(i) g(A) is finite-dimensional if A is positive definite, i.e. only positive eigenval-
ues. Examples of algebras of this type are the well-known A,,, B,,, C,,, D,,, G>,
Fy, Eg, E; and Ey algebras.

(ii) g(A) is infinite-dimensional if A is positive-semidefinite. That is, detA > 0
and has only one zero eigenvalue. These algebras are called' affine Kac-
Moody algebras.

(iii) g(A) is called an indefinite Kac-Moody algebra if none of the above conditions
on A is satisfied.

In the continuation of this appendix we will focus on the second case, i.e. affine
Kac-Moody algebras. There exists a very natural decomposition of the affine Kac-
Moody algebra g(A) called the triangular decomposition given by

g(A) =n_©nodny (B.7)

where
n_ = SpanR{fh f27 }7
Ny = SpanR{hl, hg,...,hr}, (BS)

n,. = Spang{es, e, ...}.

! Actually, this is only the derived algebra, not the full affine Kac-Moody algebra. We will
elaborate on this in the next sections.
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where the sum is a direct sum of vector spaces. The term “triangular” becomes
obvious here since e; are upper triangular matrices and f; are lower triangular
matrices. The + signs will be explained in the next section. The subalgebra ny is
called the Cartan subalgebra which forms an abelian subalgebra of g(A).

B.2 The Root Space

In this section we will introduce the concept of root and root space. Consider the
adjoint action of a Cartan element h on the Chevalley generators e; and f;,

adp(e;) = [h, e;] = a;(h)e;,
adp(fi) = [h, fil = —ai(h) f;,

for i = 1,2,....,r. The eigenvalue a;(h) is considered as the value of a linear map,

[ ]7

(B.9)

o; s Ny D h+— Ckl(h) eR (BlO)

Furthermore, the functional «; is called a simple root and belongs to the dual space
of ny, denoted nf. We emphesize here that the simple roots «; corresponds to the
Chevalley generators ey, es,...,e,. The Cartan elements h; can also be referred to
as coroots, denoted . The eigenvalue relations (B.9) can then be expressed as

Aij = (ailaf) = ai(af). (B.11)

J
For the multiple commutator elements [e;, €;] it is straightforward to verify that
[h, [ei, 6]'“ = (ai + Oéj)[ei, €j]. <B12)

That is, [e;, e;] is also an eigenvector to h with eigenvalue (o; + ;). If the Serre-
relations allow [e;, e;] # 0, this is an element in n,. Let II = {aq, as, ...,a,. } be the
set of simple roots. This set forms a basis in the dual space ny since every root
can be expressed as a linear combination of these. That is,

ng = Spang{ay, aa,...,q }. (B.13)

The complete set of roots, the root system, ® can be divided into a positive and a
negative part,

=0, UD_. (B.14)

A root vector a,

o = Zmia’i- (B-15)
i=1
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is called a positive root if m; > 0 for all 7+ and a negative root if m; < 0 for all
1. Thus, a positive root belongs to @, and a negative root to ®_. We can now
decompose g(A) into a so called root space decomposition given by

9(4) = D 9o (B.16)

acd

where

o = {z € 9(A) : [h,z] = a(h)z,Vh € ny}. (B.17)

B.3 The Bilinear Form

In this section we will introduce an invariant bilinear form which we will see is an
important object in the construction of affine Kac-Moody algebras. Let us assume
that the Cartan matrix A is non-degenerate and symmetrizable. A non-degenerate
Cartan matrix A has det # 0 and is indecomposable. This restriction will be
abandoned later on. A symmetrizable matrix can be factorized as

A= DS (B.18)

where S is a symmetric 7 X r matrix and D = diag(ey,...,€,.) with all ¢, > 0. By
using the matrix S we can define a bilinear form (-|-) on n§ as , [11],

(ailoy) = Sij. (B.19)

We note here that «;,; € II. The next step is to find a bilinear form on the
Kac-Moody algebra. Let the mapping u

png — ng (B.20)
be defined as, [20],
(o, u(8)) = (B), B, a € ng, u(B) € no. (B.21)

1

The inverse map g~ can then be used to define a bilinear form on the Cartan

subalgebra ng as
(@']8Y) = (' (@"),8) a8 €ng,u(a’) €ng. (B.22)

One can derive an explicit relation between the bilinear form on ny and ng, e.g.
[11]. The result is given by

()'18}) = eiej(ila). (B.23)

This non-degenerate bilinear form (:|-) can be extended the entire algebra g(A)
with the following properties, [20]:
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(i) (+|-) is invariant, i.e. (z|[y, z]) = ([z,y]|z) for all z,y, z € g(A)

(i) (galgs) =0if +5#0

By using the invariance property one can show that (e;|f;) = €0,

B.4 Affine Kac-Moody Algebras

We discussed in section B.1 how different classes of Kac-Moody algebras depends
on the Cartan matrix A. We recall that an affine Kac-Moody algebra was char-
acterized by the fact that det (A) = 0 and the existence of one zero eigenvalue.
Because of these conditions, an affine Kac-Moody algebras has some interesting
properties not shared with the other classes. Let us define the center of a Kac-
Moody algebra. The center Z of a Kac-Moody algebra g(A) is defined as

Z =A{z € g(A)llx,y] = 0,Vy € g(A)}. (B.24)

For the class of Kac-Moody algebras where the Cartan matrix is positive definite,
the center Z = 0. Otherwise it would not be a simple algebra. Actually, Z # 0
if and only if det A = 0 [20]. For affine Kac-Moody algebras where we only have
one zero eigenvalue we have that the Cartan matrix has rank » — 1. According to
[11], we have that

dm Z =r—n (B.25)

where n is the rank of the Cartan matrix. Thus for an affine Kac-Moody algebra
we have that dim Z = 1 suggesting that there only exists one central element
ce Z,

Z = Re. (B.26)

It can be shown that the central element c is in the Cartan subalgebra ng, [11].
The fact that there exists a non-trivial center Z for affine implies that affine Kac-
Moody algebras are not simple. Before we state a proper definition of an affine
Kac-Moody algebra we have to introduce the derivation d. The reason for this is
that the algebra we have constructed from the Cartan matrix A is only the derived
algebra. Let us continue to call the affine Kac-Moody algebra g(A) and the derived
algebra g/'(A),

g'(4) = [g(A), g(A)]. (B.27)

That is, we only get the derived algebra when we commute elements in the affine
Kac-Moody algebra. Since the Cartan matrix A is degenerate the bilinear form
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is also degenerate. As we will see, the derivation d is introduced to fix this. One
may think of a rank r = k + 1 affine Kac-Moody algebra g(A) as an extension of a
finite-dimensional rank & algebra g [11]. The extension amounts to adding a node
to the Dynkin diagram. Let us denote the set of simple roots for g as

I = {ay, a,...,a} (B.28)
and the set of simple roots for g(A) as
IT = {ag, a1y, ) (B.29)
The root oy is called the affine root and is always of the form, [11],
ag =49 — 0. (B.30)

Here, 6 is the highest root of g and 0 is a so called null root since it satisfies
(0]0) = 0. The fact that there exists a null root is a consequence of det A = 0. We
simply extend our algebra g'(A) by adding the derivation d as

<Oéi,d> = 51'0, 1= 1,2,...,k' (Bgl)

The derivation d is added as an element in the Cartan subalgebra ny , thus making
ng a (k + 2)-dimensional subalgebra. That is,

I ={ag,of,....,a) ,d}. (B.32)
Moreover, we now have the following results, [14],
(c|ay) =0 (cle) =0 (c|d) = 1. (B.33)

We see that last result ensures that the bilinear form becomes non-degenerate.
Due to (B.31) we also find that d will never appear on the right hand side of any
commutator [11]. This explains (B.27). We end this section by summarizing the
affine Kac-Moody algebra g(A) as

9(A) = ¢’ ® Rd. (B.34)

B.5 Loop-Extension

This section is based on [35]. Affine Kac-Moody algebras can be realized through
loop algebras which are of great interest in this thesis. Let us begin by defining a
loop algebra: a loop algebra Lg is the set of analytical maps from S! to a simple
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Lie algebra g. Let {T"|a = 1,2,....,d} be a basis for the rank r algebra g . The
elements in the loop algebra Lg are then given by

TO=T°® 2" (B.35)

where z is the complex coordinate on S' and m an integer. The Lie bracket on
this space is naturally generalized to

(T2, T = [T°T% @ 2™, (B.36)

m)Tn

or in terms of the structure constants [T, T%] = foT°

[T, Tl = f2'T,

m—+n-

(B.37)

This algebra may be extended by introducing an additional element ¢, the central
element. The commutator becomes

[Ta Tb] — fcach

m’ T n m—+n

[Tr(zlw C] =0,

+ 5m+n,OB Ta,Tb
" (T%1%)e (B.38)

where B is the symmetric invariant bilinear form on g. This procedure is often
refered to as central extension. We continue by enlarging the algebra even further
by introducing the derivation d satisfying the following commutation relation:

[d, T;,] = mT,

dd =0 (B.39)

for all 7% . We see that d can be regarded as a “counting operator” with respect to
the mode number m. The final Lie algebra, denoted g, will be an untwisted affine
Kac-Moody algebra. We summarize,

g=CcaCd P CiE"®g). (B.40)

m=—00

For our new algebra g we can find a maximal commuting set,
{e,d, h; ® 2°i = 1,2,..r}, (B.41)

where h; is a Cartan element in g. Thus, the extended Cartan subalgebra for g
is (r + 2)-dimensional. We note that h; ® 2* for k # 0 is not an element in the
Cartan subalgebra due to the commutating relations (B.38),

[hi @ 2%, hj @ 2'] = k6" OB(hy, hj)c (B.42)
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which in general is non-vanishing. Let us denote this new Cartan subalgebra ng,

ng = Ce® Cd@P C(h; @ 2°). (B.43)

i=1

The roots @y € II associated to g can be extended to become linear operators a
on ny, i.e. elements in nf, by the definitions:

ol (B.44)
alc) =a(d) =0 '
Now, let us introduce a new root ¢ on ng,
S(hi®z") =0
dc)=0 (B.45)
i(d) =1
By a straightforward calculation we find,
[h,&; ® Z:] = Q, (i_%)éj ‘i 2" = aj(hi)é; @ 2" (B.46)
d,e; ® 2" =m(e; ® ™),
where e; € ny. These commutation relations can be combined as
[h,&; ® 2™ = (md(h) + a(h))e; @ 2™ (B.47)

This tells us that the root md + a corresponds to the element €; ® z™. Moreover,
[h, hy ® 2™ = mé(h)h; @ 2™. (B.48)

From this we see that h; ® 2™ is not a Cartan element but rather a generator
with the associate root md. Here we note that there is a degeneracy. Since there
are r linearly independent h; we have a finite degeneracy, i.e. the root space
corresponding to md is r-dimensional.
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B.6 Examples

In this section we present two examples of affine Kac-Moody algebras that appear
in this thesis. For more examples, see [35].

B.6.1 Af

We have already encountered this affine Kac-Moody group when we intertwined
the Ehler’'s SL(2,R) with the Matzner-Misner SL(2, R) but we will present it here
again with some further details. For A] the corresponding simple Lie algebra g is
the three-dimensional s[(2, R), also known as A;. The Cartan matrix is given by

2 =2
(3 ) o

and the ¢ root is given by
0= g + 0 <B50)

where «; is the highest root of A;. The Cartan subalgebra of A] is three-
dimensional.

B.6.2 Gy,
The Cartan matrix for G;L(Q) is given by
2 -1 0
A=[-1 2 -1 (B.51)
0 -3 2
and the ¢ root by
0= Qg + 20&1 + 30(2 (B52)

where 2a +3a; is the highest root for Gp(2). The corresponding simple Lie algebra
is G'y(2) which is 14-dimensional and of rank 2 thus making the Cartan subalgebra
of G;@) 4-dimensional.
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C

Representation of Gy

We use the following representation of Gy(z), also used in [17],
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D

Details on the Calculation of M

In this appendix we present some details of the calculation of M from section 7.2.2
for the interested reader.

D.1 Schwarzschild

where

A \/ETMS(QQ)

<2,U/ + \/(N3/2+\/§(2T2N)C(29)>2 + 8r2(r2—u)s2(20) \/(N3/2+\/§(N2T2)C(29))2 + 8r2(r2—p)s2(26)

B B B

and s = sin, ¢ = cos.

D.2 Reissner-Nordstrom

Both 74 and T' are the same for Reissner-Nordstrém as for Schwarzschild. If
we make the assumption that the Reissner-Nordstrém solution is diagonal in the
r, 0, ¢,1,t coordinates and that the only non-vanishing component of A is the time
component we get that the coset representative in the r, 0, ¢_, ¢, ,t coordinates is
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parametrized by ¢1, da, X2, X6. We do not need the entire matrix so we present
only the left upper 5 x 5 matrix needed to solve for ¢1, @2, X2, X6
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