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Abstract
Spouted fluidized beds are widely used for particle coating because of its excellent mixing rates and
favorable heat and mass transfer characteristics. The combination of Computational Fluid Dynamics
(CFD) and the Discrete Element Method (DEM) has previously been employed for simulation of
the complex phenomena of such processes. However, simulating a fluidized bed on a large scale
with DEM requires exceptional computational power as all the interactions between the particles
are fully resolved. In addition, simulating the spray droplets further increases the computational
demand. Accordingly, coupled DEM and CFD simulations with a well resolved spray have typically
been limited to system sizes from a few thousand up to much less than a million particles.

The goal of the current thesis was to perform spray coating simulations on systems with more than 1
million particles, including a Lagrangian spray phase and a well resolved fluid. The thesis is carried
out using the DEM-CFD solver IPS FluidizationTM developed at Fraunhofer Chalmers Centre. The
solver is based on an in-house DEM code and the in-house immersed boundary CFD code IBOFlow R©.
Due to heavy use of the Graphical Processing Unit (GPU), the code allows simulating a large number
of particles and a well resolved fluid on a standard desktop computer.

In the first part of the thesis, single spout simulations are carried out to validate the coupled solver.
The simulations show excellent agreement with the experimental data available in the open literature.
Further, 1D studies are conducted for verifying the heat transfer model. The numerical predictions are
shown to be accurate based on comparisons with analytical 1D models. Finally, large scale simulations
including the spray and drying are conducted on a Wurster bed system with both the particles and
the spray considered in a Lagrangian sense. The simulations show the versatility of the tool and the
possibility to e.g. characterize the particle coating thickness in terms of the original particle size, as
well as it proves applicability to cases with more than 1 million particles.
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Nomenclature

Subscripts

d Droplets

f Fluid

p Particle

amb Ambient conditions

cell Cell

ref Reference condtions

Abbreviations

CFD Computational Fluid Dynamics

CPU Central Processing Unit

DEM Discrete Element Method

GPU Graphics Processing Unit

PEPT Positron emission particle tracking

PIV Particle image velocimetry

TG Transfer Grid

Notation

β Drag coefficient

u Fluid velocity

v Velocity of particle

δn Normal particle overlap

ε Volume fraction

ηn Normal coefficient of viscous dissipation

µ Shear viscocity

ω Angular velocity

ρ Density

τ Newtonian stress tensor

4Hevap Enthalpy of evaporation

Cd Coefficient of drag

Cp Heat capacity

fn Normal force

hf Heat transfer coefficient

Ip Inertia

km Mass transfer coefficient

Kn Normal spring constant

M Torque

m. Mass flow rate

Nu Nusselt number

Qa Heat flow per unit volume from particle to
fluid

Re Dimensionless Reynolds number

Sm Source term for coupling mass transfer be-
tween particle and fluid

Sp Body force exerted by particles on fluid

Sc Schmidt number

Vp Volume of particle

w∗f Saturated mass concentration of moisture
in gas film layer around particle

wf Mass concentration of moisture in the bulk
of the gas phase

Xw Moisture content

Xd,s Mole fraction of moisture at particle sur-
face

A Area

D Diffusivity

d Diameter

g Gravitational acceleration constant

k Thermal conductivity

m Mass

p Pressure

Pr Prandtl number
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1 Introduction

1.1 Physics of fluidized beds

Fluidization is a process in which the granular material is converted from a static solid-like state
to a dynamic fluid-like state. This process occurs when a fluid (liquid or gas) is passed up through
the granular material from the bottom of the bed. At low velocities, the aerodynamic drag of the
particles is lower than the gravitational force, thus the bed remains in a fixed state. However, further
increasing the velocity, increases the drag force on the particle causing the bed to expand in volume,
making the particles to move away from each other. At a certain velocity, the aerodynamic force on
the particles is balanced by the gravitational force causing the particles to become suspended within
the fluid. At this point, the bed is said to be fluidized and it will exhibit fluidic behavior.

The devices using the property of fluidization are typically called fluidized beds. These beds possess
excellent properties, such as a high surface area of contact between the fluid phase and solid particles
per unit bed volume, high levels of intermixing of the particulate phase and frequent particle-particle
and particle-wall collisions. This results in enhanced heat and mass transfer rates, high mixing
rates and uniform reaction conditions. Hence, such devices have often been applied for processing
applications such as coating, granulation, and drying. The application of fluidized beds, however, has
been limited to relatively fine solids. This is because coarse materials when subjected to fluidization
show a marked tendency toward slugging [1].

1.2 Physics of spouted fluidized beds

In order to overcome the limitation of fluidized beds, spouted beds were developed [2]. Such a bed
comprises of a central nozzle with a high velocity jet, which results in a high velocity region in the
central portion of the bed and a region with section of particles along the walls. As a result, the
particles in the spout region move in a well structured manner in the vertical direction (with little
radial displacement) accompanied by void (air bubble) propagation [3]. Mathur and Gishler [2] from
their experimental studies found that the spout generation in the bed occurs only in a narrow range of
gas flow rates. Nagarkatti and Chatterjee [4] reported that higher flow rates result in a lower contact
time in the spout region. This is because, in the spouted bed, particles enter the spout radially from
the bottom and travel to the top and subsequently fall down in the bottom annulus region. The
radial flow of particles in this system is limited as a result there is a non uniform distribution of
particles at higher flow rates and results in the formation of dead zones where particle do not interact
with the flow. This disadvantage was overcome by using a spouted fluidized bed [5]. In addition
to the flow from the central nozzle, such beds comprise of an additional background gas flow (also
known as auxiliary or fluidizing gas). Such beds have the combined features of both the fluidized
and the spouted beds. This, in turn, leads to higher circulation and mixing rates, due to the bubble
generation, leading to enhanced particle movement in vertical and radial directions. This action
prevents the formation of slugs and results in a well defined particle circulation pattern. As a result,
these beds posses excellent mixing rates, favorable reaction conditions, and exceptional heat and
mass transfer characteristics. Hence they are well suited for application involving drying, coating,
granulation such as powder coating of pellets [6–10].
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1.3 Modeling of spouted fluidized beds

From a macroscopic point of view, the solid phase in a fluidized bed behaves like a fluid. Thus,
most of the earlier simulations of the fluidized bed were based on theories that treated the solid
phase as a continuum, such as the two-fluid model [11]. However, it later became computationally
feasible to track individual particles, following the development of the Discrete Element Method
(DEM) [12]. In this method, the mechanics of collisions between two particles are modeled using a
soft sphere approach as first suggested by Cundall and Strack [13]. Rapid progress in the field has
lead to using improved gas-particle and particle-particle models for spouted fluidized bed, typically
known as Computational Fluid Dynamics-Discrete Element Method (CFD-DEM). In the CFD-DEM
approach, the gas phase is considered as a continuum phase and treated using a Eulerian approach
while the DEM phase is treated as a discrete phase based on the Lagrangian approach. The two
phases interact through a momentum exchange term. As this method is computationally expensive,
the number of particles that could be simulated has typically been very limited. However, due to
the steadily rising increase in computational power, the number of particles that can be simulated
has recently increased significantly. As an example, Buijtenen et al. [14] performed pseudo 2-D
simulation on single and multiple spout bed using CFD-DEM modeling technique using a four way
coupling approach (particle-particle, particle-wall, particle-fluid, and fluid-particle) with a maximum
of 100,000 particles. Sutkar et al. [3] showed that using the graphics processing unit (GPU) for running
CFD-DEM simulation could effectively increase the number of particles that could be simulated where
they simulated a maximum of 25,000,000 particles in a simplified geometry.

Heat transfer between the particles and the gas phase is essential in various processes, including drying
and coating, for which the efficiency of heat transfer is crucial. For example, in the pharmaceutical
industry, the drying rate influences the thickness of the coated film over the pellets, which in turn
impacts the rate of drug release in the human body [15, 16]. As an another example, in the agriculture
industry, drying of seeds is widely adopted to increase their shelf life. Overexposure of the seeds
to excessive heat can cause thermal damage of grains [8]. This has resulted in an intense research
initiative to find reliable models for capturing the essential heat transfer characteristics of a fluidized
bed. Patil et al. [17] studied the heat transfer from a hot air stream to the particles. They extended
the CFD-DEM model with the heat transfer model where the continuous phase is modeled using a
convection-diffusion equation while the discrete phase is modeled using a thermal energy equation
for each individual particle. They studied the effect of the inlet temperature and the particle size
on the size of the bubble formed in the fluidized bed. Similarly, Patil et al. [18] studied the effect of
hot gas injection into a particulate bed at minimum fluidization velocity and evaluated the heating
and thermal equilibrium of particles with incoming gas. The mentioned study, varied the the number
of particles that were simulated based on the size of the particles, with a maximum of 700,000
particles simulated for a diameter of 1mm. Tsory et al. [19] incorporated models for conductive heat
transfer between particle-particle, particle-wall and convective heat transfer between particles and
fluid. Through their study, they evaluated the effect of particle roughness on heat transfer, with
simulations limited to 25000 particles. Wu et al. [20] included complete models considering particle
motion, fluid flow, particle-fluid interactions, and heat convection, conduction and particle radiation
for packed pebble beds and explored the effect of particle thermal radiation on the flow and heat
transport characteristics in a packed pebble bed.

In processes such as coating and particle granulation in addition to the heat transfer, there is a need
for a spray model. The coating solution used in the spray process consists of a mixture of liquid
(solvent) and solid (solute). In such processes, the coating solution is made to spray over the particles.
The solute sticks to the particle and the solvent evaporates due to heat from the background air
resulting in the formation of a solid layer around the particle. Such a coating process is widely carried
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out in Wurster beds.

The image of a Wurster bed is shown in Figure (1.1). The Wurster bed consists of several regions,
the spray zone, the Wurster column, the horizontal transport region, and the fountain region. The
particles enter the spray zone through the Wurster column where they collide with the droplets. The
coated particles get dried by the background air and the dried particles settle down at the bottom of
the bed in the horizontal transport region. These particles are subjected to the same cycle repetitively.
The time taken by a particle to complete one cycle is called the cycle time.

Figure 1.1: Schematic of the Wurster bed coating process along with different zones of interest.

A process like the particle granulation and coating is sensitive to changes in operating conditions.
For example, the balance between the evaporation rate and the liquid injection rate is delicate. If
the liquid injection rate is too high in comparison to the evaporation rate it can lead to excess
agglomeration of particles. However, if the evaporation rate is too high, relative to the injection rate
there is a formation of vapor layer around the particle, which prevents the liquid from sticking to the
surface of the particle (non-wetting contact). As a result of this, heat flux near the surface decreases
despite high temperature gradient across the surface [21].

Sutkar et al. [22] developed a model for combined heat and mass transfer with liquid injection in
which both the particles and the droplets are considered as a discrete phase. In their study, they
considered the assumption that the collision between the droplet and particle results in a uniform
layer of coating around the particle. The number of particles that were simulated, in this case was
82505. Askarishahi et al. [21] modeled liquid injection using the Euler-Lagrangian approach in which
the droplets were treated as a continuous phase and the particle as a Lagrangian phase. In this model,
they incorporated the effect of cooling of the air stream due to the evaporation of droplets from the
particle surface and that of suspended droplets. The surface coverage model did not consider an
uniform approach as that of models used by [22] and the coverage model used was that of Kariuki et
al. [23]. In their study, the number of particles that were simulated varied from 60,000 to 1,000,000.

A full scale spray simulation for a coating process comprises a complex interplay of the various physical
phenomenon. Since such a simulation requires extensive use of computational resources along with
the need for selecting for suitable models for spray, heat, and the DEM, the number of particles that
have been simulated is limited to few thousand particles. The thesis aims to investigate the process
in detail by conducting simulations on a large scale with more than a million particles.

4



1.4 Purpose of the project

In the current project, the in-house developed CFD-DEM tool IPS FluidizationTM from Fraunhofer
Chalmers Centre (FCC) is used to simulate the spouted fluidized bed process, including both heat
transfer and a spray phase with evaporation. The software is a state-of-the-art simulation tool with
strong focus on HPC and efficient utilization of both the CPU and the GPU. The constituents of the
software is further described below as in Section 1.5. The purpose of the current project was not on
the implementation of the tool, but on the application of the tool.

The project is focused on verification and validation of the tool, as well as investigations of the
current practical limits in terms of computational time and system sizes possible to simulate. The
verification is performed in terms of running the software to investigate the previous implemented
features of the code, including investigations of the influence of different fields of physics. Wherever
possible, validations are performed against experimental studies from the open literature (for which
the availability is further discussed below, Section 1.6.

The main target of the software is currently to simulate the pellet coating process for the pharmaceutical
industry using the mentioned software. In relation to this, the current thesis investigates the feasibility
to study an actual experimental setup for pellet coating process comprises of millions of particles.
Whereas in the open literature the maximum number of particles that were simulated in a drying
process was limited to 1 million particles with the spray droplets treated as a continuum phase [21],
the goal for the current thesis is thus to stretch beyond the mentioned simulation sizes, and also
include a more detailed Lagrangian treatment of the spray parcels as done by IPS FluidizationTM.

In summary, the main objectives of the project are to:

• Model and perform CFD-DEM simulation of a few thousand particles using IPS Fluidization
for the purpose of validating the solver based on experimental data available in the literature.

• Investigate the coupling between the fluid and the particle using different momentum exchange
models, convergence studies of the fluid time step and to identify the key parameters influencing
the particle motion in the bed, including friction and rolling friction.

• Perform verification studies on the heat transfer model in IPS Fluidization

• Model and perform industrial scale simulation for the purpose of studying the variation of
characteristics of the coated film with the different size distribution of particles.

1.5 Simulation software

The simulation software IPS FluidizationTM is a tool combining the state-of-art CFD multiphase
solver IPS IBOFlow c© [24, 25] and an in-house DEM solver, both developed by FCC. IBOFlow c© has
previously been used to successfully simulate a number of different industrial applications, such as
fiber suspension flow [26, 27], rotary bell spray simulation [28, 29], sealing applications [30, 31], 3D
bioprinting [32] and cases where surface tension play a pivotal role [33]. The in-house DEM solver is
a state-of-art solver for both spherical particles and complex shape particles such as rock fragments.
The tool include support for arbitrary triangulated domains with models for a range of physical
interactions. The solver is implemented for massive parallelization on the GPU, with a linear scaling
of the solver well above 10 million particles.

IPS FluidizationTM contains a coupling layer which treats the data exchange between the Lagrangian
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phases (the particles and the spray droplets) and the continuum fields (gas and moisture) in an
efficient manner. The data exchange is performed on a generalized grid which is independent of the
fluid computational mesh. Due to efficient handling of particle collisions and data interpolation, the
transfer between the GPU (particles and spray) and the fluid fields is minimized. The latter allows
for a high-resolution coupling with a minimal overhead in terms of simulation time. A schematic of
the solver is presented in Figure 1.2.

The user interface is implemented via a domain specific language based on Lua. The user sets up and
models the problem in a combined approach, making the user completely agnostic to the underlying
recipient of the parameters (DEM or CFD). The Lua layer allows for dynamic result extraction via
probes, line extraction and also complete data files using the H5 format.

Figure 1.2: Overview of the simulation software, IPS FluidizationTM, including the constituent parts:
IPS IBOFlow c©.

1.6 Experimental Data

In this section, the experimental validation data available in the open literature are discussed. It
should be noted that extensive validation has previously been done at FCC for the separate solvers of
IPS FluidizationTM, and thus the primary aim for the thesis is to find validation data for the coupled
solver.

For validation of momentum transfer between the particles and the fluid, the experimental studies
conducted on a single spout bed by Buijtenen et al. [14] was considered. The study collected the
time-averaged particle velocity fields for the spout-fluidization regime measured using particle image
velocimetry (PIV) and positron emission particle tracking (PEPT). As such, the data series has been
used extensively in the literature for validation of DEM-CFD solvers [3, 34, 35].

For the heat transfer and the spray models there is an apparent lack of experimental data in the
literature. In many cases the mentioned fields of physics are only verified in qualitative manner [17,
18, 21, 22]. Hence, the current project is restricted to verifying the cases using simple 1D models as a
basis.
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As a preparatory step for the industrial scale simulation, a validation of the input parameters that
are needed for a large scale pilot simulation, studies are performed on a small scale setup based on
the experimental studies conducted by Liang et al. [36].

1.7 Structure of the thesis

The rest of the chapters in this thesis are structured as follows

• In Chapter 2, the different CFD and DEM models along with their coupling scheme are presented.

• In Chapter 3, the DEM-CFD methodology and the coupling strategies are discussed.

• In Chapter 4, the description of various simulation cases are given.

• Finally, in Chapter 5, the results of various simulations are presented and discussed.
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2 Theory

The CFD-DEM method is used to model systems comprising of a fluid and a solid phase (for early
uses of the method see e.g. developed by Tsuji et al. [12]). The fluid phase is solved using the CFD
technique, in which the gas phase is treated as a continuum phase based on the Eulerian approach,
with conservation equations formulated for all fields of physics (Section 2.1).

The particles are considered as a discrete phase and treated based on the Lagrangian approach and
solved using DEM. In this approach, each particle is tracked individually and their positions, velocities,
etc are described as a function of time. Furthermore, the collisions between particles and particles
and walls are resolved in a so-called soft sphere manner. The DEM approach is further described in
Section 2.2. In addition, the Lagrangian droplet phase is described in Section 2.3.

Since the fluid phase and solid phase are treated in different mathematical frames of references, the
coupling terms are of profound importance in CFD-DEM. In general, the coupling between the fluid
and the solid phase happens in a two way approach, i.e., the fluid field influences the particles and
particles, in turn, affects the fluid. The coupling between the particles and fluid is further described
in Section 2.4.

2.1 Computational Fluid Dynamics

Computational Fluid Dynamics is the analysis of systems involving fluid flow, heat transfer and
associated phenomena with the help of computers. This method comprises of three main steps which
are described below [37].

• Integration of the governing equations of fluid flow over all the (finite) control volumes of the
domain.

• Discretization – conversion of the resulting integral equations into a system of algebraic equations.

• Solution of the algebraic equations by an iterative method.

Thus it is essential to describe the governing equations for the gas phase dynamics before it could
be discretized into algebraic equations. For the current applications, the gas phase is treated as an
incompressible Newtonian fluid. The model for the gas phase is described using the volume averaged
Navier-Stokes equations, where all variables are locally averaged over the control volume. These
equations describe how the velocity, pressure, temperature, and density of a moving fluid are related.

2.1.1 Mass and momentum conservation

The governing equation for the conservation of mass is given by the continuity equation as follows,

∂(εfρf )
∂t

+ O.(εfρfuf ) = 0. (2.1)

Newton’s second law states that the rate of change of momentum of a fluid phase equals the sum of
the forces on the particle. The forces may be surface forces or body forces. The governing equation
describing the action of such forces on the fluid phase is given by the momentum equation. The
momentum equation for the fluid phase is given as follows [34],

∂εfρfuf

∂t
+ O.(εfρfufuf ) = −εfOp− O.(εfτf ) + Sp + εfρfg, (2.2)
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where ρf is the density of the gas phase, τf is the gas phase stress tensor, uf is the velocity of the
gas phase and g is the gravitational acceleration constant. The gas phase stress tensor is calculated
as follows,

τf = −µf
(
(Ouf ) + (Ouf )T

)
+ 2

3µfO.ufδ, (2.3)

where µf denotes the viscosity of the gas phase. Sp denotes the source term for coupling the
momentum transfer from the particulate phase and will be described in detail in the coupling section
(Section 2.4).

2.1.2 Heat transfer

Since the process of particle coating involves drying of the solvent that is deposited over the particle
phase it is essential to include models for heat transfer. The applied thermal energy equation for the
gas phase as proposed by Syamlal and Gidaspow [38] is given by:

∂(εfρfCp,fT )
∂t

+ O.(εfρfufCp,fT ) = O.(εfkfOT ) + Sh, (2.4)

where Sh represents the source term for heat coupling with the particulate phase and will be described
in detail in Section 2.4.2. Cp,f is the fluid heat capacity and kf is the thermal conductivity of the gas
phase.

2.1.3 Moisture conservation equation

The particles are moistened when hit by the spray droplets. Due to the heated fluidization air, the
solute evaporates from the particles and is convected by the air. The conservation equation describing
the transport of the moisture (wf ) is given by [22],

∂εfρfwf
∂t

+ O.(εfρfufwf ) = −O.(εqm) + Sm, (2.5)

where the term qm represents the mass transfer flux which is described in terms of the gas diffusivity
(Df ) such that:

qm = DfOwf , (2.6)
and Sm is the source term for coupling the mass transfer between fluid and the particulate.

2.2 Discrete Element Method

DEM is a particle-scale numerical method for modeling the bulk behavior of granular materials [13].
Each particle is represented by its specific properties such as its size, shape, velocity and angular
velocity. The particles are subjected to forces due to gravity, momentum exchange with the fluid,
particle-particle interaction and particle-wall contact forces. The trajectories of the particles are
explicitly solved using Newton’s second law of motion under small incremental steps in time. In
practical terms, this requires solving one ODE per state variable (position, velocity and angular
velocity) and per time step.

The process is represented in Figure (2.1). In Figure (2.1), a particle tends to come in contact with
other particles, as a result, it experiences force from other particles. Forces from fluid phase and
gravity are also included in this step. The net force acting on the particle is calculated and the
particle state is updated using Newton’s second law.
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Figure 2.1: DEM iteration on a particle: (a) Identification of contacts, (b) Application of force on the
particle, (c) Calculation of net reaction force, and (d) Particle displacement.

2.2.1 Particle Governing Equation

The equation describing the motion of particle based on Newton law with relevant forces in a fluidized
bed as modeled by Buijtenen et al. [39] on spouted fluidized beds is given as follows,

mp
dvp
dt = −VpOp+ Vpβ

1− εf
(uf − vp) +mpg +

∑
∀b∈Np

Fa↔b +
∑
∀b∈Nw

Fa↔b, (2.7)

where each term in the above equation is described in detail in the following sections. The first two
terms on the right hand side represents the force felt by the particle in the presence of the fluid field.

Pressure gradient force

The pressure fields in the flow undisturbed by the presence of the particle contribute to the force on
the particle. This force is typically small and is neglected in gas-solid flows.

Drag force

The force acting opposite to the relative motion of any object moving with respect to a surrounding
fluid results is called as drag force. Some of the factors that influence the drag force are the shape,
size of the particle,

In addition to these forces, a particle might also experience other forces such as lift, virtual mass, and
the Basset force. However, these force are quite small and are neglected in gas-solid flows, which is
the primary interest in this study.

Gravitational force

The third term on the right side of the Equation 2.7 is the gravitational force. This term depends on
the mass of the particle and is the main force responsible for the downward movement of the particle
in the bed.
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Particle-particle interaction force

The fourth term on the right side of the Equation 2.7 represents the particle-particle interaction force.
In dense flows, the loss of kinetic energy by inter-particle collisions is high and hence, it is important.
The soft sphere model developed by Cundall and Strack [13] is typically applied in DEM. This model
treats particle-particle collisions as finite overlaps. In this model, particles are typically assumed to
remain geometrically rigid during contact. The deformation of the particle during the collision is
assumed to be small.

The contact force is modeled based on an equivalent of the spring and a dash-pot system. The elastic
part contact force is modeled by the spring, while the inelasticity is represented by the dash-pot. An
additional sliding element is placed in series with the spring mass damper in the tangential direction
to recover the effect of friction.

Spring constants and damping coefficients in the normal and tangential directions are used to calculate
the normal and tangential forces respectively, due to the particle overlaps. Such a system is shown in
Figure 2.2.

Figure 2.2: DEM particle-collision Model

The normal force between two collisions is calculated based on the normal overlap of the spheres such
that,

fn,12 = −Knδn,12 − ηnvn,12, (2.8)

where the term fn,12, δn,12 and vn,12 denotes the normal force, normal particle overlap and normal
relative velocities between particle 1 and particle 2 respectively. The terms Kn and ηn represents the
normal spring constant and normal coefficient of viscous dissipation respectively.

The tangential direction spring stiffness is generally history dependent and computed in terms of a
fictious tangential deformation of the sphere (see e.g. [40]). However, for performance reasons, a
simplified model model is applied for the tangential direction, avoiding the history effect but still
recovering the effect of the friction (see e.g. [34]).

The normal and tangential stiffness constant are calculated based on HMDns model. The HMDns
model is a combination of Hertzian model [41] of normal stiffness and the no-slip theory of Mindlin
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[42] for the tangential stiffness. The normal stiffness in this model is given as follows,

kn = 4
3E
∗√Rδn, (2.9)

where the term E∗ is calculated as follows,

E∗ = E

2(1− ν2) , (2.10)

based on Young’s modules (E) and Poisson’s ratio (ν). The stiffness of the particles also affects the
spring force and the collision time.

The last term on the right side of the Equation 2.7 represents the interaction force between the wall
and the particle. This interaction is treated in the same way as particle-particle interaction, with the
wall having zero velocity.

The particle also experiences rotation in a bed in addition to translation. This is given by the
angular momentum equation, one main assumption in this equation is that the torque is solely due
to particle-particle contact and not due to fluid-particle interaction. The equation describing the
rotation of a spherical particles is given as follows,

Ip
dωp
dt =

∑
Np

Mp, (2.11)

where ωp is particle angular velocity, Mp is the torque, and Ip is the moment of inertia.

In addition to the above described forces, the model also includes a rotational friction term giving
rise to a momentum on the particle such that[43]:

Mr = − ωrel
|ωrel|

µrRfn (2.12)

where ωrel is the relative rotational velocity between two particles or between a particle and the wall.
The induced moment contributes to Mp above.

2.2.2 Heat transfer Model

Various modes of heat transfer manifest in a system with gas-solid flows. The particulate phase, in
principal experiences particle-particle and particle-wall heat conduction, convective heat transfer
with the surrounding gas, particle-particle/wall frictional heating and radiative heat transfer with
the surrounding gas and bed walls. Heat transfer through radiation is significant only for high
temperatures (typically > 700 K). The mode and the rate of heat transfer are dependent on the
system of application and its flow characteristics and the following assumptions are considered here:

• Conductive heat transfer between particle-particle and particle-wall were neglected. This
assumption is valid if particles are in free flight all the time which is true in case of fluidized
systems.

• Radiative heat transfer is neglected as the absolute temperature is relatively low (less than
100◦C)

Base on those assumptions, the heat balance equation for a particle p, as used by Patil et al. [17] in
their work on heat transfer is given as follows,

ρpVpCp,p
dTp
dt = hfpAp(Tf − Tp), (2.13)
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where Tf is the fluid temperature, Ap is effective area of the particle available for heat transfer and
Cp,p is the particle heat capacity. This equation incorporates heat transfer between fluid and gas
phase through convection. The term hfp represents the heat transfer co-efficient between the gas and
the particles evaluated using the empirical Nusselt number correlation as given by Gunn [44],

Nup = (7− 10εf + 5ε2f )[1 + 0.7Re0.2
p Pr0.33] + (1.33− 2.40εf + 1.20ε2f )Re0.7

p Pr0.33, (2.14)

where the terms Rep and Pr denote the particle Reynold’s number and Prandtl number respectively.
They are calculated as follows,

Rep = ρf εfdp | uf − vp |
µf

, (2.15)

Pr = µfCpf
kf

, (2.16)

and the term Nup is the Nusselt number (which is the ratio of convective to conductive heat transfer
at a boundary in a fluid) is used to calculate heat transfer co-efficient as follows,

hfp = Nupkf
dp

. (2.17)

2.2.3 Mass transfer model

In the current application, the spray phase is, after deposition on the particles, evaporated from
the particle surface to the surrounding fluid. The driving force for evaporation is the difference in
concentration of the droplet vapor between the particle surface and the free stream. Under the current
assumption of a uniform layer of spray solid and spray liquid over the particle, the equation describing
the transfer of mass from the liquid phase to the gas phase is given as follows [22],

dmp

dt = kmAp(w∗f − wf ), (2.18)

where the term km denotes the mass transfer coefficient for the gas phase which is a proportionality
constant that relates the mass transfer rate and change in concentration of moisture content as driving
force. Further, the term w∗f denotes the saturated concentration of liquid at the solid-liquid interface.
In a two component system, a thermodynamic equilibrium exits at the gas-liquid interface. Hence,
the term w∗f at the interface can be calculated as follows,

w∗f = mdXd,s

mdXd,s +mf (1−Xd,s)
, (2.19)

where Xd,s is the mole fraction of moisture at the particle surface mf and md are the molecular
weights of surrounding gas and surrounding droplet respectively. The mole fraction of moisture at
the particle surface is described by Clausius Clapeyron equation, by assuming a thermodynamic
equilibrium at the gas-liquid interface. The term is given as follows,

Xd,s = Pref
Pamb

exp

(
4Hatm

(
1

Tb,atm
− 1
Td,s

)
md

R

))
, (2.20)

and is calculated based on ambient pressure pamb and the reference pref with 4Hevap being the
evaporation enthalpy defined at reference pressure and the boiling temperature at reference pressure
Tb,ref , R is the universal gas constant and md is the molar mass of the moisture.
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The effect of a relative velocity between the droplet and the conveying gas is to increase the evaporation
or condensation rate. This effect is represented in [44] using the Sherwood correlation as follows,

Shp = (7− 10εf + 5ε2f )[1 + 0.7Re0.2
p Pr0.33] + (1.33− 2.40εf + 1.20ε2f )Re0.7

p Sc0.33, (2.21)
where Sc being the Schmidt number is used to characterize fluid flows in which there is simultaneous
momentum and mass diffusion convection processes calculated based on the viscosity, density and
diffusivity of the gas phase as follows,

Sc = µf
Dfρf

. (2.22)

The mass transfer coefficient is evaluated based on the Sherwood number correlation calculated based
on the Equation 2.21, gas diffusivity Df and particle diameter as follows,

Km = ShpDf

dp
. (2.23)

2.3 Spray droplets

The spray droplets are a mixture of spray solid and the spray fluid. The purpose of having the spray in
the simulation is to simulate the coating process. Since the individual collision between the particles
and the droplets needs to be resolved it is essential to track the droplets in a Lagrangian sense. In the
current framework, the collisions between the droplets are not resolved, i.e., no two droplets collide
with each other. Furthermore, the spray is currently assumed to have a one way interaction with
the gas phase, i.e., the droplets experience the force from the fluid through the momentum exchange
term. However the presence of droplet does not affect the gas phase itself. Such an assumption is
valid under low spray loadings.

Further, the droplets are simulated under the assumption of low droplet Weber number, such that any
breakage of the droplets can be neglected. This assumption is reasonable since most droplet breakage
takes place in a very small region close to the nozzle, after which the droplets are small enough to
keep their size. The characteristic sizes of the droplets are to be chosen based on size representable
for the spray after the initial breakup.

In a droplet particle collision, it is assumed that the droplets are completely captured by the particles.
This assumption is valid in cases with a small droplet to particle diameter ratio. As mentioned above,
a captured droplet is assumed to form a uniform liquid layer around the particle. In the current
approach, the droplets will not alter the characteristics of the particles, e.g, not increasing the mass
of the particles, which is reasonable for small spray loadings applied under a short simulation time.
Finally, it is assumed that the droplets have the same temperature as that of the gas phase and
also there is no evaporation from the droplets present in the gas phase, which is again a reasonable
assumption if the time from injection to collision is short.

An outline of the spray process is shown in Figure 2.3. The droplets are a mixture of a spray solid
(red colour) and spray liquid (blue colour). When the droplets collide with the particles (black colour)
they droplets are removed from the simulation in the gas phase and get deposited on to the particle.
The moisture evaporates and the coating (spray-solid) is left on the particles.

2.4 Multiphase Coupling

As touched upon in the previous sections, the fluid and the particles are coupled via the exchange of
momentum, energy and mass.
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Figure 2.3: Spray process from a spray cone injector, with R as the radius and A as the cone angle.

In general, a coupling between the particles and the gas depends on the particle size, the relative
velocity and the volume fraction of the solid phase. From an exchange point of view there are three
typically considered classes of problems:

• One way coupling: This type of coupling is mainly present in sufficiently dilute flows such that
fluid feels no effect from the presence of particles. In this type of flow, particles move in dynamic
response to the fluid motion (See Figure 2.4.a).

• Two way coupling: If enough particles are present in the fluid phase, such that the momentum
exchange between dispersed and carrier phase interfaces alters dynamics of the carrier phase, it
is essential to model a two way coupling between the carrier phase and the particle phase (See
Figure 2.4.b).

• Four way coupling: If the flow is dense enough, the effect of dispersed phase collisions are
significant. In such a situation there is a need for four way coupling. In a four way coupling, the
fluid field affects the dispersed phase, the dispersed phase in turn affect the fluid, in addition to
that, there is an interaction between the dispersed phase (See Figure 2.4.c).

The three types of coupling mechanism are shown in the Figure 2.4,

In a system such as the fluidized bed, there is interaction between the dispersed phase, as well as
interaction with the fluid phase, essentially requiring four way coupling. The coupling between the
particle-particle and particle-wall interaction is described in the Section 2.2.1. In this section, different
interphase coupling mechanism such as the momentum, energy and mass will be described in detail.

2.4.1 Momentum Exchange

The coupling between the fluid and the dispersed phase happens through the interphase momentum
exchange term in the momentum Equation 2.2 for the fluid and for the particle Equation 2.7. In
order to couple the fluid and the dispersed phase, it is essential to calculate the volume fraction of
particle present in each cell. The particle volume fraction is calculated by measuring the fraction of
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Figure 2.4: Different coupling mechanism: (a): Only fluid field affects the particles (b): Fluid filed
affects the particles and vice-versa (c): Particle-Particle, Particle-Fluid and Fluid-Particle interaction.

the particle present in a cell as follows,

εp,cell =

∑
∀i∈cell

f icellV
i
p

Vcell
if εp,cell < 1 , (2.24)

where the f icell is the volume fraction of particle i, belonging to a particular cell and V i
p is the volume

of the ith particle belonging to the cell. The source term for the coupling between the phases is
calculated as follows,

Sp = 1
Vcell

∑
∀i∈cell

f icellβ
i
pV

i
p (uf − vip). (2.25)

The term β is the momentum transfer co-efficient. There are a multitude of models for calculating the
momentum transfer co-efficient. However the most predominantly used models in the literature [3, 14,
18, 35, 39] for studying fluidized beds are the correlations developed by a combination of by models
Ergun [45] (model 1) and Wen and Yu [46] (model 2) which will be represented as Ergun-Wen-Yu
model, Koch-Hill [47] and Beetstra [48]. The drag model is an important parameter in gas-solid
interaction modeling as it allows to determine the momentum transfer between the gas and solid
phases. The description of the moment transfer through the drag model is very important, since
fluidization is a result of the drag exerted by the interfacial gas flow on the particles. The comparison
of different drag models as done in [49] showed that the Koch-Hill, Beetstra and Ergun-Wen-Yu models
were able to predict hydrodynamic parameters of gas-solid flow in a fluidized bed more effectively
than other models.

The formulation for calculating these coefficients are given below as follows.

The drag co-efficient β in the Ergun-Wen-Yu model is a combination of momentum coefficient evaluated
at different flow regimes. The coefficient is formulated by Ergun [45] for the dense regime and by
Wen and Yu [46] for the dilute regime. It is given as follows,

βErgun−Wen−Y u =


150(1− εf )2µf

εfd2
p

+ 1.75ρf (1− εf ) | uf − vp |
dp

if εf ≤ 0.8

3
4Cd

ρf (1− εf )ε−2.65
f | uf − vp |
dp

if εf > 0.8,
(2.26)
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where Cd is the drag coefficient formulated based on the particle Reynolds’s number as follows,

Cd =


24
Rep

(1 + 0.15Re0.687
p ) (Rep ≤ 1000)

0.44 (Rep > 1000).
(2.27)

The momentum transfer coefficients due to drag as given by Hill et al. [47], is calculated using a drag
relation proposed by Koch and Hill (2001) again based on lattice-Boltzmann simulations which works
in the same Reynolds’s number range as 1000 as given in [48]. It is given as follows,

βKoch−Hill =
18µf ε2f (1− εf )

d2
p

(
F0 + 1

2F3Rep

)
, (2.28)

where the coefficients F0 and F3 are based on the fluid volume fractions. The term F0 is calculated as
follows,

Fo =


1 + 3

√
(1− εf )

2 + 135
64 (1− εf )ln(1− εf ) + 16.1(1− εf )

1 + 0.68(1− εf )− 8.48(1− εf )2 + 8.16(1− εf )3 if (1− εf ) < 0.4

10(1− εf )
ε3f

if (1− εf ) ≥ 0.4

, (2.29)

and the term F3 is calculated as follows,

F3 = 0.0673 + 0.212(1− εf ) + 0.0232
ε5f

. (2.30)

The momentum transfer coefficient as given by Beetstra et al. [48] was formulated based on the lattice
Boltzmann simulations. This model works well upto a Reynolds’s number range of 1000 which is the
same as in Koch-Hill model.

βBeetstra = K1µf
(1− εf )2

d2
pεf

+K2µf
εpRep
d2
p

, (2.31)

where K1, K2 are coefficients which are dependent on the volume fraction of the two phases and the
Reynolds’s number given as follows,

K1 = 180 + 18
ε4f
εp

(1 + 1.5√εp), (2.32)

K2 = 0.31
ε−1
f + 3εf (1− εf ) + 8.4Re−0.343

p

1 + 103(1−εf )Re
2εf−2.5
p

. (2.33)

2.4.2 Energy exchange between the phases

There is a two way coupling in terms of heat transfer between the fluid and the particle phase. The
fluid to particle heat transfer is found by summing the contributions of all particles belonging to a
particular Eulerian cell. The source term for the heat exchange Sh is given as follows by the Equation
2.4,

Sh =

∑
∀i∈cell

f icellhfp(Tp,i − Tf,p)

Vcell
, (2.34)

where the term Tf,p denotes the temperature of fluid at the particle location, Tp,i represents the
temperature of the i-th particle belonging to a cell.
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2.4.3 Mass exchange between the phases

The spray liquid from the droplets that are deposited over the surface of the particle will get vaporized
and get converted into moisture phase in the presence of heat. The rate of evaporation is dependent
on the difference in concentration of the moisture content between the gas phase and the surface
of the particle. The evaporation is also dependent on the surface area of the particle available for
evaporation. The expression for coupling between the two phases is given as follows,

Sm =

∑
∀i∈cell

f icellkmAp(w∗f − wf )

Vcell
. (2.35)
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3 Methodology

This Chapter explains the different methodologies used in the project, describing parts of the
implementation and discretization as provided in the IPS Fluidization software. This chapter is
divided into three different sections. In the Section 3.1, a brief description of the CFD solution
procedure is given, followed by Section 3.2 on DEM algorithm and finally in Section 3.3, the coupling
strategies are explained.

3.1 CFD solution procedure

In this section, the procedure used by fluid flow solver IBOFlow c© to solve for the flow variables
is explained. IBOFlow is based on a unique immersed boundary technique using the finite volume
method to discretize the equations on a Cartesian octree grid which can be dynamically refined and
coarsened. The solver works on a segregated approach. The Navier Stoke Equations (see Equation 2.1
and Equation 2.2) are first solved using the SIMPLEC method, for more information about this
method refer [50]. The temperature is solved using the Equation 2.4. The interpolation scheme
by Rhie and Chow [51] is used. The implicit Euler scheme is used for time integration, as it is
unconditionally stable. Finally, for the convective terms, the Ultimate quickest scheme, which is third
order accurate in space, is used. Due to the immersed boundary technique no a priori meshing is
required.

3.2 DEM algorithm

In this section, the DEM algorithm is described. A flow chart describing the general DEM algorithm
is shown in Figure 3.1. There are different steps involved in the DEM algorithm. In the first step,
the location and the size distribution of the particles are defined by the user. The are different
possible ways of describing such an arrangement. The two ways of particle arrangement available
in the solver, IPS FluidizationTM, are the cylindrical and the box arrangement. The image of two
such arrangements is shown in Figure 3.2. The solver IPS Fluidization has the possibility to model
particles of the same size or even have particles of different sizes.

The second step involved is to identify the collisional neighbors. This is done by sorting the list of
particles based on their position in combination with a highly-efficient data structure for indexing
nearest neighbours. The collisional detection in IPS Fluidization is developed to work in the massively
parallel environment of the GPU (further discussed in Section 3.3.2) and allows for a linear scaling of
the computational time for millions of particles. The actual algorithm of the software is not disclosed.

Next, the forces between the particles are calculated based on the soft sphere approach as explained
in Section 2.2.1. In the next step, other forces such as the drag and gravity are calculated and are
added to the existing forces, in addition, torque on the particles is also calculated. Using the forces
that are acting on the particles, the acceleration, the velocity, angular velocity and its position are
evaluated by integrating the equation on a smaller time step.
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Figure 3.1: Flowchart of the DEM Algorithm.

(a) Box arrangement (b) Cylinder Arrangement

Figure 3.2: Different Particle arrangements as available in the IPS Fludization.

3.3 Coupling method

DEM alone is computationally expensive, it is essential to accelerate the performance for the purpose
of reducing the simulation time. Accelerating the performance of the simulation was previously
performed in Central Processing Unit (CPU) by increasing the number of CPU cores. However,
this can lead to reduced performance of coupled CFD-DEM simulations due to increase in global
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communication overhead in comparison to standalone DEM and CFD simulation as shown in [52].

As an alternative, the GPU, initially developed to render images, have recently been used to perform
intensive mathematical calculations for computational purposes in science and technology because
of its massive parallel processing capabilities. The efficient architecture of the GPU allows one to
perform multiple calculations at the same time. As an example, Radeke et al. [53] utilized the power
of GPUs to successfully simulate millions of particles. Thus a combination of CFD running on CPU
and DEM running on GPU allows us to effectively parallelize the CFD-DEM simulations.

The GPU approach is heavily used in IPS FluidizationTM, where all particle and spray computations
are performed solely on the GPU.

3.3.1 Data transfer

The are two ways of generating a mesh in a CFD-DEM simulation. The first way is by using a single
mesh for both the fluid and the particles. The other method is by using a separate mesh for both the
fluid and the particles. Generally, fine grids are required to resolve the fluid flow field requirements
as the accuracy of the simulation is dependent on the appropriate cell size. Decreasing the cell size
can improve the accuracy of the result, however, can result in increased computational time. The
main need for using fine grids is to resolve the geometrical features which influence the flow field.
However, using a fine grid can affect the particle field resolution requirements. Especially in cases,
where particle concentration is low inside a computational cell, as sharp changes in the solid volume
fraction can happen leading to numerical instabilities. One can overcome this problem by using
separate meshes for both the fluid and the particles. In this method, the particles are tracked through
a course grid while the fluid field has a finer grid, thus, overcoming the disadvantages of using a single
grid.

To efficiently transfer data between the GPU and the CPU, IPS Fluidization applies two separate
grids. One grid is used for the fluid solver, for which the transport equations are discretized on the
CPU, and another grid for the transfer of the information from the particles on the GPU to the fluid
solver. The fluid fields such as the velocity, temperature, pressure gradient are calculated on the fluid
grid and mapped to the particles in order to compute the interphase momentum and energy exchange.
For the purpose of the fluid equations, the solid volume fraction, εp, momentum βup, and energy
interphase exchange terms are accumulated to the transfer grid and mapped back to the fluid grid.
The complete algorithm is described schematically in Figure 3.3. To map the data from the transfer
grid to the particles, the location of the center of each particle is found in an efficient manner.

In addition to that, there are two ways of calculating the volume fraction in IPS FluidizationTM.
In the first method, all of the volume of the particle is accounted for in the transfer grid cell for
which the particle center belongs. In the other method, the particle is split into shell sections such as
exemplified in Figure 3.4. In the presented example, the particle is split 8 times in the azimuthal
direction and 2 times in the polar direction and the central portion of the particle is left unsplit
resulting in 33 different volumes. Each cut section has a separate center, an example is shown in
Figure 3.4 a. For each particle, if the center of any of these sub-elements resides in a fluid cell, the
whole volume of that sub-element is assumed to be in that cell. For example consider Figure 3.4 b,
the center of cut section 15 is present in cell number 62, hence, the entire volume is assumed to be in
cell number 62, in a similar way volume of section 1 is assigned to cell number 36.
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Figure 3.3: A schematic representing the data transfer mechanism between the fluid solver (CPU)
and the DEM solver (GPU).

3.3.2 Coupling scheme

The complete coupling algorithm is shown in Figure 3.5. The fluid solver is governed by both the
CPU and the GPU. The outer time step is carried out on the CPU while the inner sub iteration are
carried out in the GPU. As spray process is handled in the inner sub-iterations it is also carried out
on the GPU.
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(a) Cut Section of a spherical particle (b) Particle in a cell

Figure 3.4: Volume fraction calculation in split method

Figure 3.5: Flowchart describing the coupling Algorithm used in IPS FluidizationTM.
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4 Simulation cases

In this Chapter, the different simulations that are performed in the project are described, giving
complete details of the geometry, mesh and the solver settings. This Chapter is divided into three
sections. In the Section 4.1, the settings used for performing single spout bed are described. In the
Section 4.2, the description of the 1-D simulation setup that was used for performing the verification
of the heat transfer model is given. Finally, in the Section 4.3, the details pertaining to the spray
coating simulation are specified.

4.1 Single Spout Bed simulation

In order to validate the coupled CFD-DEM solver, it is essential to compare the simulation results
with the experimental results. For this purpose, experimental studies conducted on a single spout bed
using PEPT and PIV by Buijtenen et al. [14] are considered. In this section, the complete description
of the geometrical setup along with the various numerical settings that are used for the simulation
are described in detail.

4.1.1 Geometry of the single spout bed

The simulations are carried out on a single spout fluidized bed. The schematic of which is shown
in Fig 4.1. The domain comprised of a small slot in the middle of the bottom of the bed. This slot
served as the spout region with a high velocity jet coming out of it. In addition to the spout region,
there are inlets at the sides of the spout, these inlets served as the inlet for fluidizing air. For the
purpose of reducing the computational time, the height of the domain is reduced in comparison to
the experimental setup. This is deemed a valid adjustment, since the particle never reached the top
of the domain in the simulations, and the bubbling region is restricted to half the size of the domain
considered in the simulation. The exact dimensions of the setup that is used in the simulations are
given in Table 4.1. It should be noted that the system is very shallow in the depth direction. The
dimensions of the geometry are also specified in Table 4.1. A figure describing the geometry along with
the dimension is shown in Figure 4.1. For the purpose of preparing the geometry for the simulations,
a unit cube of side length 1 m is imported into the solver IPS FluidizationTM and scaled down to the
required dimensions. The bottom region is patched and split into three regions with the spout in the
middle and the other two regions serving as the inlet for the background fluidization gas.

Table 4.1: Dimensions of the single spouted bed used in the simulations.
Geometry Length(mm) Breath(mm) Height(mm)
Bed 145 20 500
Spout 5 20 Nil

4.1.2 Mesh and boundary conditions

An appropriate mesh size is chosen with little comprise between the accuracy and the computational
time. For this purpose, the numerical simulation conducted in [14] is used as a reference. The number
of cells in the length span Nx is kept as 29 with each cell having a width of 5 mm, while the number
of cells for the height and the width (Nz and Ny) are kept as 64, 2.
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Figure 4.1: Schematic of Single Spout bed.

The boundary conditions used in the setup is given as follows, the simulations comprised of two inlets
one for the background air and the other for the spout both being placed at the bottom of the domain,
the outlet is placed at the top of the domain in the vertically opposite direction to the inlet. The
spout and the background velocity are set to a value of 43.5 m/s and 2.4 m/s respectively. All the
other sides are considered as no-slip walls. The simulation comprised of 12000 particles made of glass
whose properties are taken from Buijtenen et al. [14] and is given in the Table 4.2 for reference. The
size of the particles is assumed to be uniform with a diameter of 3 mm. The restitution coefficient for
particle-particle collision and particle-wall collision are kept as 0.97 while the friction coefficient is
kept as 0.3.

Table 4.2: Particle settings used in the simulations.

Property Value
dp 3mm
ρp 2505
en,p→p 0.97
en,p→w 0.97
µfr,p→w 0.3
µfr,p→p 0.3
No of Particles 12000
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4.1.3 Physics Modelling and result extraction

The unsteady simulation on a single sprout bed is performed in IPS FluidizationTM. In the simulations,
the air is used as the fluidizing medium. The properties of air are taken at ambient temperature
conditions of 30◦C and a pressure of 1 Bar. The temperature of the air is disregarded throughout
the simulations. The effect of gravity is included in all the simulations. In the simulations three
different coupling models are considered namely Koch-Hill, Beetstra, and the Ergun-Wen-Yu model.
The models are verified using separate test cases before they are actually implemented to the solver.
The setting that are used for the verification study are given in Section 4.1.3. The simulations are
conducted for a total time of 4 s with a fluid time step of 1× 10−4 s which is selected based on and a
particle time step of 1× 10−6 s. The particle time step is evaluated based on the criteria given by
O’Sullivan and Bray [54] and is found to be 1× 10−5 s, however for the simulations a lower value of
1× 10−6 s for taken in order to ensure better accuracy. In order to post process the results taken from
the simulations, time averaged axial velocities are measured using two line probes that are placed at a
height of 0.05 m and 0.10 m from the bottom of the bed. The location of the line probes are depicted
in Figure 4.2.

Figure 4.2: Line probes location

Verification of the momentum transfer co-efficient

The verification of the different models is conducted using the numerical results of Lundberg and
M Halvorsen [55]. For the purpose of verifying the models, the momentum transfer co-efficient is
calculated. The momentum transfer co-efficient is a function of gas density, gas viscosity, volume
fraction of gas, particle diameter and the slip velocity (difference in velocity between the fluid and the
gas phase). For comparison, all of the parameters are kept constant except the slip velocity which is
a function of fluid volume fraction. The properties of the parameters that are used for the verification
studies are given in the Table 4.3.
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Table 4.3: Properties used in calculation of momentum transfer co-efficient for the verification study.

Diameter 154 µm
Gas Density 1.225 kg/m3

Gas viscosity 1.7894 ×10−5 kg/m.s
Slip Velocity 0.133/εf

4.2 Heat transfer Simulation

In this Section 4.2, settings that are deployed to perform verification studies on the heat transfer
solver are described. due to lack of experimental data only verification studies are performed.

4.2.1 Numerical settings used for heat transfer model verification

It is essential for the heat solver to be verified as this dictates the rate of evaporation from the
liquid spray present over the particle. The implementation of the heat transfer models is verified
by conducting single particle simulations in IPS FluidizationTM and comparing it with results from
a 1D simulations carried out using a separate 1D model. The unsteady heat transfer simulation is
carried out using a single particle. In the simulations, the temperature of the particle is initiated to a
value of 273 K while the temperature of background fluid is varied from 283 K to 313 K in steps of
10 K. The particle is fixed in space as the effect of gravity is neglected and the background fluid is
considered stagnant. Water is used as the background fluid with all its properties taken at ambient
conditions. The fluid time step is kept as 1× 10−4 s while the particle time step is kept as 1× 10−6 sec.
The simulations are performed for a total time of 5 s. For results comparison, time evolution of the
temperature from both the IPS FluidizationTM and the 1D model are compared. After which the time
independence of the heat solver is verified, by extending the same simulation in IPS FluidizationTM

with two more fluid steps (1e-4 s , 1e-6 s).

4.3 Spray Simulations

The most widely used apparatus in pharmaceutical and chemical industries for coating and drying of
pellets is a Wursted fluidized bed. In order to replicate the same conditions as in the industries, the
simulations are performed on the Wursted fluidized bed. For this purpose, the experimental studies
conducted by Liang et al. [36] on a Wursted fluidized bed is considered. The geometrical details of
the setup used in the simulations taken from [36] are given in the Section 4.3.1. In the subsequent
Section 4.3.2, details of the mesh and the boundary conditions used in the simulations are described.

4.3.1 Geometry of the Wurster Bed

The main components of the Wurster bed are the Wurster column, the spray nozzle and the distributor
plate. The distributor plate, which is mainly used as an input for the fluidizing air is placed at the
bottom of the bed and is divided into sections. The geometry of the simulation chamber used in the
simulations is given in Figure 4.3. The total height of the simulation chamber is 417 mm with the
top and bottom diameters as 250 mm and 100 mm respectively. The Wurster column is placed at a
height of 15 mm from the bottom of the distributor plate, the diameter of the Wurster column is
50 mm and it has a height of 60 mm. The truncated conical section of the simulation chamber has a
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height of 220 mm. The spray nozzle is placed at the bottom of the bed, it has an inner and outer
diameter of 12 mm and 5 mm respectively. The complete dimension of the bed is given in Table 4.4
with the cross sectional view showing the dimensions given in Figure 4.4.

Figure 4.3: Schematic of the Wursted bed geometry representing different boundary regions.
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Table 4.4: Wursted bed Dimensions

Variable Value in mm
Height of the truncated cone, HC 220
Height of the expansion chamber,HE 160
Height of the Wurster column,HW 60
Height of the gap of Wurster column,HP 15
Height of the Wurster,HT 417
Diameter of expansion chamber,DC 250
Outer Diameter of the bottom fluidizing plate, DB 100
Internal Diameter of the bottom fluidizing plate, DE 52
Diamter of the Wurster column, DW 50
Outer Diameter of the nozzle, DO 12
Inner Diameter of nozzle, DI 5

4.3.2 Mesh and Boundary conditions

Two different sets of simulations are carried out. The first simulation is used for validation of the
Wurster case setup, while the second simulation is used for performing spray simulation on a large
scale. The mesh and the boundary conditions used for these two cases are described below.

Case 1 : Validation simulations without heat transfer and spray

The simulations are performed without the spray and the heat transfer, on the geometry as described
in the Section 4.3.1. The purpose of the simulation is for validating the setup. The number of cells in
the x, y, z direction are kept as (40 X 40 X 200) respectively. In addition, the mesh is refined close to
the inlets for accurately capturing the inlet velocities. There are two inlets in the domain, one served
as the inlet for the atomizer and the other for the fluidizing air. The inlet boundary condition for the
spray is imposed at the internal diameter of the nozzle, with a flow rate of 3.5 m3/hr. The total mass
flow rate in the distributor plate is kept constant, with a flow rate of 73.5 m3/hr. The distributor
plate had two regions, the outer annulus region which had 45 % of the total flow rate and the central
region which had 55 % of the total flow rate. The size of particles is kept constant with a diameter of
1749 µm. The number of particles are calculated corresponding to a total mass of 200 g of particles.

Case 2 : Large scale spray simulations

In this simulation, the effects of spray and the heat transfer are incorporated, simulations are performed
in the same geometry as described in the Section 4.3.1. The same mesh as in the first case is used. In
addition to the background air, the spray is introduced from the center of the atomization nozzle
using a cone injector with a cone angle of 30◦. The mass flow rate for the spray is kept as 5 g/min.
The spray solution comprised of a liquid and a solid part where the mass fraction of the solid part is
kept as 0.2. The diameter of the spray particles is kept as constant with a diameter of 30 µm. As
the purpose of the simulation is to model a pilot scale setup, the number of particles is significantly
increased to 1.5 million. This is achieved by reducing the radius and increasing the total mass of the
particles to 1400 g. The size of the particles is taken as a normal distribution with their radius varying
from 250 µm - 500 µm. The simulation is carried out with three different spray flow rates 2.8 m3/hr,
3.5 m3/hr and 4.2 m3/hr. The temperature of the ambient air streaming out of the distributor plate
is kept higher than room temperature to a value of 353K to facilitate evaporation.
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Figure 4.4: Sectional view of the Wurster bed along with the dimension.

4.3.3 Physics Modelling and result extraction

Similar to the previous Section 4.3.2, this is also categorized into two different cases. As some of the
settings are common to both the cases they are just described once.

Case 1 : Validation simulations without heat transfer and spray

The particle properties used in this case are given in the Table 4.5. The simulation is carried for a
total time of 21 s using the Ergun-Wen-Yu drag model. The model is taken so as to compare the
results taken from [56] where they had used the combination of Ergun-Wen-Yu drag model. The time
step for the particles and the fluid is kept as 5e-6 s and 1e-4 s respectively. The air is used as the
fluidizing gas and its properties are taken at ambient conditions. The time averaged axial velocity of
the particle is measured at a height of 90 mm for validation purpose.
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Table 4.5: Particle settings used in the Wurster simulations.

Property Value
ρp 2505
en,p→p 0.83
en,p→w 0.8
µfr,p→w 0.2
µfr,p→p 0.53

Case 2 : Large scale spray simulations

This case included additional models for heat (see Section 2.2.2) and the spray (see Section 2.2.3).
The particle properties are kept the same as of the previous case. The initial temperature of the
particles and the background air is kept as 353 K to facilitate evaporation. The inlet temperature at
the distributor plate is also kept as 353 K. To facilitate the transfer of moisture from the particle
surface to the ambient air it is essential to give the initial condition of the moisture present in the
gas phase. The properties of moisture are as given in the Table 4.6. The time step for the particles
and the fluid is kept as 5e-7 s and 1e-4 s respectively. The air is used as the fluidizing gas and its
properties are taken at ambient conditions. The simulations are carried out for a total time of 5 sec.
The results are taken in the form of histogram, in order to establish the correlation between the
coating thickness and the radius. Also, to study the effect of flow rates on the thickness of the coated
film.

Table 4.6: Moisture Properties used in the spray simulations.

Moisture Properties Value Unit
Viscosity 9.4e-6 kg/m.s
Density 0.294 kg/m3

Thermal conductivity 0.0193 W/mK
Molar mass 18.01528 kg/kmol
Diffusion coefficient 2.8e-5 m2/s
Boiling point 373 K
Enthalpy of evaporation 2260 kJ/kg
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5 Results and Discussion

In this chapter, the results obtained from the different simulations, as described in Section 4, are
presented and discussed. This chapter comprises of three sections. In the Section 5.1, the results
obtained from the single spout simulations are shown and some important parameters are studied. In
the Section 5.2, the results retrieved from 1D heat transfer simulations are discussed. Finally, in the
Section 5.3 the results of the spray simulations are presented.

5.1 Single spout bed simulations

This section illustrates the results that are obtained from the single spout bed simulations. The simu-
lations in this section, are performed for validating and testing the performance of IPS FluidizationTM

solver. The results are obtained using the procedure as explained in the Section 4.1.3. Furthermore,
systematic studies are performed, to study the effect of various parameters influencing the flow
behaviour in a coupled setup.

5.1.1 Effect of fluid time step

The fluid time step used in the simulations plays a crucial role in the coupling accuracy and also on
the total simulation time. In order to achieve a time independent solution, it is essential to select an
appropriate time step. For this purpose, fluid time step was varied until a time independent solution
was obtained. The Figure 5.1, shows the results of time averaged axial velocity obtained from the
simulation using various fluid time steps. The results obtained at heights (0.05m and 0.10m) are
shown in Figures 5.1a and 5.1b respectively. In both the plots, good agreement in the results is
observed when the fluid time step is less than 1× 10−4 s. Hence, it can be concluded that the solution
is time independent after 1× 10−4 s and thus, will be taken for further simulations.

(a) Velocity at a height of 0.05m (b) Velocity at a height of 0.10m

Figure 5.1: Comparison of time averaged axial particle velocity for different fluid time steps.
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5.1.2 Momentum-Models

In this section, the three different momentum exchange models, as given in Section 2.4.1 are compared.
The models are verified using 1D models before they are tested in the solver using actual 2D spout
simulations. This section is further split into two section. In the first subsection, the results obtained
from the verification studies for comparing momentum transfer coefficient is presented followed by
the validations studies in the subsequent section.

Verification of the Momentum transfer coefficient

The momentum transfer coefficient is calculated by varying the particle volume fraction. The
Figure 5.2, shows the comparison between the 1D models and the numerical results given in the
literature [55]. It is found that the momentum exchange coefficient increases with increasing particle
volume fraction. The 1D results obtained from the Koch-Hill model tends to under predict the values
in comparison to numerical results from literature when the particle volume fraction is less than 0.4.
Also, Koch-Hill model is found to give higher value of momentum exchange coefficient, at higher
particle volume fraction in comparison to Gidaspow model. Good agreement is observed, in case of
Gidaspow model. However, Beetstra model couldn’t be verified due to unavailability of results in
the literature. All three models are further studied using 2D single spout simulations. The results of
which are discussed in subsequent section.

Figure 5.2: Comparison of Momentum transfer coefficients
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Comparison of drag models using 2D single spout simulations

The simulations are conducted with the same geometry as described in Section 4.1.1 and the time
step is selected based on the results from the Section 5.1.1. The result obtained is shown in Figure 5.3.
It can bee seen, that the beestra model has a close agreement with the experimental results of PIV,
while Ergun-Wen-Yu and Koch-Hill model tends to over predict the values. The behaviour of the
models are found to be different at different region of the bed. The main regions of interest are the
spouting region where the drag is dominant and the annulus region (close to the wall). In the spout
region, Ergun-Wen-Yu model has the highest value of velocity, while the Beestra model has the lowest
value. Outside the spout region, the trend is reversed as expected. This is because, in the spouting
region the particles receive a higher momentum and as a result there is a much more pronounced
re-circulation which results in a higher velocity magnitude in the Koch-Hill and Ergun-Wen-Yu
models. The vector plot for the same is given in Figure 5.4. The figures from left to right represent
Ergun-Wen-Yu, Koch-Hill and Beestra models respectively. The two red lines denote the location of
the probe used of measurement respectively. It can be clearly inferred from the figure that, there is
higher re-circulation closer to the walls, in case of, Ergun-Wen-Yu and Koch-Hill model. Also, the
magnitude of re-circulation is higher in one side compared to other in these models. This skewness
cause the stream to shift direction towards the side with higher re-circulation. The average velocity
of the particle increases higher in domain, as more particles come in contact with the high velocity
fluid stream. As a result. the width of the curve widens as seen in Figure 5.3b.

(a) Velocity at 0.05m (b) velocity at 0.10m

Figure 5.3: Time averaged particle velocity for different momentum exchange models.

34



Figure 5.4: Vector plot of time averaged particle axial velocity plots for three different momentum-
exchange models at the end of the simulation (4 sec).

5.1.3 Effect of rolling friction

The effect of change in rolling friction of the particles, on the flow characteristics is evaluated. Three
different values of rolling friction coefficient (0, 0.01, 0.1) are compared in the simulations. The
results are shown in Figure 5.5. In the region closer to the spout, the velocity profile is same for
cases with lower values of rolling friction. This is because in the spout region, the drag force is the
dominant force, as a result, the number of inter-particle interactions are lower. However, as rolling
friction increases, there is more pronounced energy dissipation during inter particle collisions resulting
in significantly lower velocity. In the near wall region, the velocity profile varies as rolling friction
changes. This is because, there are more inter particle collisions leading to lower axial velocities
magnitude owing to higher loss of energy.

5.1.4 Effect of friction

The effect of friction coefficient of the particles is analyzed for three different values (0.3, 0.5, 0.7). The
results obtained are presented in Figure 5.6. A similar trend as in case of rolling friction was observed.
In the wall region, the magnitude of particle velocity decreases as friction coefficient increases due
to increased energy dissipation at higher friction coefficient. In the spout region, there is very little
difference in the curves. Thus, it can be clearly seen that, rolling friction is more dominant in the
spout region in comparison to static friction as particles are always in motion in this region.

35



(a) Velocity at 0.05m (b) velocity at 0.10m

Figure 5.5: Time averaged particle velocity for different values of rolling friction

(a) Velocity at 0.05m (b) velocity at 0.10m

Figure 5.6: Time averaged particle velocity for different friction-coefficient

5.2 1D heat transfer simulations

In this section, the result obtained from the heat transfer simulations carried out using IPS
fluidizationTM and the 1D model are presented. In Figure 5.7, time evolution of temperature
are compared. In all the cases, the temperature of the particle increases until it reaches the stagnant
air conditions. Good agreement in the results are observed with the 1D simulation which verifies
the implementation of the heat transfer model. In addition to verifying the heat transfer model in
the solver IPS fluidizationTM, the fluid time step is also varied to check the accuracy of the solver.
The results can be seen in Figure 5.8. Although, all three time step gives the same time evolution of
temperature, this may not give an exact representation of the time step that is required to obtain a
time independent solution as the background air is considered stagnant in the current simulation.
However, it verifies that the solver is stable even for longer time steps in simple cases. The validation
of the heat transfer cannot be performed due to difficulty in finding an ideal data from the literature.
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Figure 5.7: Comparison of time evolution of temperature between the 1D simulation and IPSFluidiza-
tion.

Figure 5.8: Comparison of time evolution of temperature for different fluid time steps.

5.3 Spray simulations

This section represents the results obtained from the spray simulation. This section is categorized
into two subsections, in the first section, the case setup used in the simulation is validated against
experiment results obtained from [36]. In the subsequent section, the results obtained from the spray
simulations are presented.

5.3.1 Wurster bed simulations

The Figure 5.9 shows the comparison between the experimental values used in [36] and the Wurster
bed simulation carried out in IPS FluidizationTM. Since the domain is axisymmetric the results are
obtained along a radial line. The average axial velocity of the particles is plotted against the radius
of the domain, with zero being the center and the maximum being the wall. Good agreement in the
results are observed in the spout region, while the velocity is slightly over predicted in the region
closer to the walls. This error might be caused by a difference in values of rolling friction and friction
coefficient used in simulations compared to the particle properties used in the experimental setup.
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Figure 5.9: Comparison of axial velocity from simulation with the experimental study of Li Liang et
al.

5.3.2 Wurster bed spray simulations

In this section, the results obtained from spray simulations are presented. Figure 5.10 shows the
histogram plot of particles with a given coating thickness for various nozzle flow rates. As observed
from Figure 5.10a - 5.10d, the number of particles with a coating thickness, increases significantly
as time progresses. This is because more particles come in contact with the spray over time. This
is clearly shown in Figure 5.11, where the time evolution of the accumulated mass is shown for a
single case. The number of particles having thinner coating is higher for higher flow rates. This is
because at higher flow rates, more particles come in contact with spray. However, at higher flow rates,
the particles are exposed to larger drag force and hence, they are faster transported from the spray
injection zone.

5.3.3 Correlation between particle radius and thickness of the film

In order to study the correlation between the particle radius and the thickness of the coating, marginal
plots are plotted. A marginal plot allows to study the relationship between two numeric variables.
The marginal charts, at the top and at the right, shows the distribution of the two variables using the
density plots, while the central chart displays their correlation. In the Figure 5.12, the correlation
between particle radius and thickness of deposited film is plotted. The plot at the top, shows the
distribution of particles with a given radius having coating, i.e. that has been hit by at least one
spray droplet. While the plot on the right side, displays the distribution of accumulated droplet mass,
independent of the radius. In the center, the correlation plot is shown. A total of 43992 particles have
been hit by the spray out of 1.4M particles after a time of 5s. The density plot at the top and right
shows only the particles that has been hit by the spray. From the top, density plot, it can be inferred
that, there are more number of bigger particles having coating in comparison to smaller particles.
This is because bigger particles have higher surface area and hence probability of them have collision
with spray parcels is higher. Also bigger particles have higher mass and stay close to the spray region
due to reduced drag per mass, thus creating a shielding effecting for smaller particles. From the right,
density plot, it can be seen that, there are more of particles having thinner film in comparison to

38



(a) After 2 sec of spray (b) After 3 sec of spray

(c) After 4 sec of spray (d) After 5 sec of spray

Figure 5.10: Histogram plot showing spray accumulation over the particles at different time intervals for
various flow rates.

thicker film. For the central plot, the darker the region, better the correlation, for example, if we
take a particular value of solid spray mass from y axis, and move along positive direction of x axis,
the number of particles having that thickness increases for bigger particles. Similarly, if we take a
particular radius on the x axis, and move along the positive direction of y axis, there are more number
of particles with less mass accumulated in comparison to more mass accumulated.
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(a) Spray accumulated for flow rate 3.5m3/hr (b) Spray accumulated for flow rate 4.2m3/hr

Figure 5.11: Spray accumulation over time with varying flow rates

Figure 5.12: Plot showing correlation between the radii of the particle and the spray accumulated for
Nozzle Flow rate = 4.2m3/hr
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6 Conclusion

The main objective of this thesis has been to simulate and study the pellet coating process, as well as,
to test the scalability of the solver in carrying out computational intensive simulations with more
than a million particles with the spray treated in a Lagrangian manner.

The study was carried out in three parts, in the initial phase, the single spout simulations were carried
out using the solver IPS FluidizationTM developed at FCC with an aim to validate the coupled solver.
The solver was found to be time independent after a fluid time step of 0.1 ms for such simulations.
Three different momentum exchange models were compared against experimental data available in
the open literature. The Beetstra momentum model, was found to produce accurate results and
showed close agreement with the PIV experimental results from [14]. Further, the effect of rolling
friction and friction coefficient of particle were evaluated. It was found that, as rolling friction was
increased, the loss of energy during each interparticle collisions was also significantly higher, resulting
in reduced velocity magnitude.

The heat transfer model, which was added to the solver (IPS FluidizationTM) by FCC was verified in
this thesis by using 1D models. The simulations conducted using the solver showed identical match
with the 1D models and thus verifying the heat transfer model in the solver.

In order to carry out spray simulations, the setup used in [36] was used. The results were obtained
in the form of time averaged axial velocity thus validating the setup. The plots showed good
correspondence with the numerical values available in the literature. The number of particles in
the spray simulations was scaled to be more than a million. The results were taken in the form of
histogram. The general trend showed, as expected, that at lower nozzle flow rates, there were more
number of particles having a thicker coating. While, at higher flow rates, there were more number of
particles having a thinner coating. The results also showed that there were higher numbers of of larger
particles having coating in comparison to smaller particles. This is because the bigger particles have
higher surface area and also they tend to stay closer to the nozzle region due to their higher mass and
hence create a shielding effect for the smaller particles. The results also proved the effectiveness of
the solver IPS FluidizationTM in carrying out full physics large scale coating simulations.
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