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Abstract

In LTE-Advanced, Coordinated MultiPoint (CoMP) transmission is one of
the techniques proposed to mitigate intercell interference, especially for cell-edge
users. CoMP techniques are divided into coordinated beamforming/scheduling
and joint processing. This thesis focuses on joint processing, where the user
receives its data from various base stations, improving the signal strength and
canceling interference. Coherent joint processing imposes perfect channel know-
ledge and perfect synchronization between base stations, but yields substantial
theoretical gains. In the previous work, three joint processing approaches were
studied in a static cluster of base stations for a flat fading Rayleigh channel.
In the Centralized Joint Processing approach, global channel state information
was available at the transmitter side, and the base stations within the cluster
jointly performed the power allocation and the design of the beamformer. This
puts tremendous requirements on backhauling. The Partial Joint Processing
approach formed a set of base stations within a predefined threshold for trans-
mission, reducing the requirements in backhauling and feedback from users.
Finally, in the Distributed Joint Processing scheme, the power allocation and
beamformers were locally calculated for every base station. In this thesis, the
performance of these algorithms is evaluated in a multipath environment using
the WINNER II channel model. The worst case scenario in terms of interfer-
ence is considered where all the users are allocated in all the resource blocks.
Hence, the joint processing schemes are applied in the frequency domain in
every resource block. In particular, the performance of the Partial Joint Pro-
cessing algorithm is improved with frequency adaptive thresholding compared
to non-adaptive frequency thresholding. The threshold values for the Partial
Joint Processing algorithm depend on the WINNER II channel model. The
relative average number of active links with frequency adaptive thresholding
is lesser compared to non-adaptive thresholding. Fewer active links translate
to sparse channel matrices available at the central unit and poses problems to
design the zero-forcing beamformer. A partial zero-forcing method performs
better under these conditions. For adaptive thresholds greater than 20dB, there
is multiuser interference and the performance of the Partial Joint Processing
scheme degrades when moving towards the cell-edge. In addition, the channel
correlation matrix suffers from rank deficiency. This is more prominent near the
base station. Based on this, an algorithm is developed which defines coopera-
tion areas over the cluster as to when the Partial Joint Processing scheme can
be applied or fallback on the Centralized or Distributed Joint Processing.

Keywords: CoMP, Joint Processing, WINNER, MU-MIMO, Network MIMO,
Precoding, Beamforming, Zero-Forcing, Partial Zero-Forcing
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Preface

Apart from the actual thesis, this document can be considered as a quick tutorial
for the starters who wish to get a good idea about joint processing with the
WINNER Channel model. The main ideas are conveyed and are not completely
reproduced from the original. The reader is encouraged to refer to the original
journal/papers for their wonder. The reader is expected to know the wireless
channel concepts to easily understand this material. For any questions regarding
this material, the author can be contacted at tilak dot rajesh at gmail dot com.

This thesis is written using LYX and JabRef for bibliography. I hope you
enjoy reading this report as much as I have enjoyed compiling it.
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Chapter 1

Introduction

In recent past, Coordinated MultiPoint (CoMP) transmission has received much
attention from the academia and the industry. This chapter motivates some of
the reasons why this field is gaining so much attention. It also presents the
classification and some of the obstacles faced in realizing CoMP schemes. This
chapter concludes with the scope for this thesis and provides a layout of this
document.

1.1 Background
The scarcity of bandwidth, spectrum and power in wireless systems has driven
the need for spectrally efficient communication systems. The performance of a
communication system is typically measured in terms of spectrum efficiency in
bits/s/Hz/unit-area. In a cellular communication system such as 3GPP Long
Term Evolution (LTE), the intercell interference is one of the main factors that
influences the data rates of the users at the cell-edge and affects the average
spectral efficiency of the cell.

When the frequencies of downlink transmission between neighboring cells are
different, like in the conventional cellular systems, then the intercell interference
will be a minor problem. This type of frequency reuse is common in older
generation of wireless networks as it improves the Signal to Interference plus
Noise Ratio (SINR). But the bandwidth available to reuse these frequencies
is lower than the equivalent gain achieved with this SINR improvement [2].
Hence, conventional cellular systems suffer from poor spectral efficiency through
high reuse factors. With a frequency reuse factor of one, as in LTE-Release 8,
there will be interference between neighboring cells, especially at the cell-edge.
Network coordination brings about choosing the antennas from different base
stations (BSs) in suitable ways such that the interference is reduced and there
is a tremendous increase in spectral efficiency attributed to the use of multiple
antennas (Multiple Input Multiple Output-MIMO) at high Signal to Noise Ratio
(SNR) [3]. Thus, coordination improves the user experience at the cell-edge,
with exchange of information made possible via backhauling.

In the work of LTE-advanced, many advanced technologies have been con-
sidered. One such technology is CoMP where the main focus is on enhancing
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the cell-edge user performance through coordinated beamforming/coordinated
scheduling or joint processing. A consortium formed a project “EASY-C” for
covering such conceptual research with field trials, aiming for low latency, fair-
ness and high spectral efficiency. EASY-C is operating one of the world’s largest
test beds and in June 2009, distributed CoMP was demonstrated in Dresden,
Germany [4]. In January 2010, a new European research project, ARTIST4G
was launched with the goal to explore further use of CoMP towards next gen-
eration wireless cellular systems.

1.2 Coordination

In a conventional cellular system, the BS is located in the cell center and it
only serves the users in its coverage area. The signals transmitted from other
BSs cause interference, especially at the cell-edge, where different coverage ar-
eas overlap, giving rise to InterCell Interference (ICI) which reduces the spectral
efficiency of the cell. When the channel state information (CSI) of various links
are made available to an entity (central unit) then the interference from other
cells can be avoided by designing a beamformer. This pre-canceling of inter-
ference by beamforming and power allocation is called Precoding. Dirty Paper
Coding (DPC) in this context can be viewed as a precoding technique which
can completely remove the non-causally known interference at the transmitter
in a Gaussian channel [5], i.e., pre-subtract the interference at the transmitter.
In multiuser-MIMO, DPC is a capacity achieving technique but is not practi-
cally feasible, as it requires the CSI to be known noncausally at the transmitter.
Hence, suboptimal beamforming techniques such as Zero Forcing Beamformer
(ZFBF) or Minimum Mean Square Error (MMSE) beamformer can be used.
ZFBF can asymptotically achieve the sum-rate that of DPC with efficient user
selection [6]. The ZF when applied at the receiver eliminates interference but at
the cost of increasing noise. When ZF is applied at the transmitter, it generally
increases the average transmit power by the same factor [7]. Interference can-
cellation at the mobile station poses problems mainly due to the battery power
and space constraint (e.g. more than two antennas at the user terminal), hence
the interference cancellation needs to be carried out at the BS.

When a transmission to a user is collaborated by multiple BSs or network
points, acting together to remove interference, this is referred to as CoMP trans-
mission. For this to occur, the CSI from all the BSs needs to be available at
the central unit for precoding. This constitutes the centralized joint processing
algorithm, where a set of BSs form a cluster of cooperative cells. But, coor-
dinating BSs for coherent joint processing puts tremendous requirements for
high speed backhauling (10 Gbps over fiber or up to 4 Gbps over microwave
links [8]) for the CSI to be available at the central unit. Hence, various joint
processing schemes are developed to reduce the burden on backhauling. The
partial joint processing algorithm is one such scheme, where only a subset of
BSs are allowed to transmit based on a threshold. Thus, reducing the load on
backhauling. Contrary to the centralized joint processing, the precoding can be
done locally at each BS, which gives rise to distributed joint processing.

The performance gains involving multiple antennas over conventional tech-
niques are tremendous. In the paper of Foschini [9], it was proved that the
capacity increases with the minimum number of antennas over the transmitter

2
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(Tx) and the receiver (Rx), without increasing bandwidth or power. Some of the
benefits of MIMO are array gain, diversity gain, multiplexing gain, interference
reduction and avoidance, but to exploit all of this may not be possible. Nev-
ertheless, the performance gain in spectral efficiency due to the coordination of
multiple antennas is shown in [3], i.e., there is a significant increase in spectral
efficiency as the number of coordinated antennas is increased. However, without
coordination, the increase in spectral efficiency is small with the increase in the
number of antennas.

Coordinating multiple BS antennas in general is referred to as Network
MIMO (NW MIMO), Distributed Antenna Systems (DAS) and Joint Trans-
mission (JT).

1.2.1 Classification of Coordinated MultiPoint techniques
Coordination between BSs can be achieved on the Uplink (UL) and Downlink
(DL). When there is coordination in the UL, this is referred as CoMP reception
or Joint Detection. The received UL signal at multiple BSs may be combined
using techniques such as Maximum Ratio Combining (MRC), etc. This is per-
ceived to be implementation dependent with no impact on the radio interface.
Coordination in the DL is referred to as Coordinated MultiPoint transmission
or Joint Transmission. In MU-MIMO, the DL and the UL correspond to the
BroadCast (BC) and Multiple Access Channel (MAC), respectively. The CoMP
transmission can be compared to the MU-MIMO BC. In this thesis, the focus is
on CoMP transmission and henceforth, any reference to CoMP refers to the DL
transmission. As per [2] and [10], in the downlink the coordination multipoint
schemes are divided into:

a) Dynamic scheduling achieved through coordination between multiple cells
(is an extension of ICI coordination in LTE Release 8). 3GPP TR36.814 refers to
this as Coordinated Scheduling or Coordinated Beamforming where the data to a
Mobile Station (MS) is transmitted from one of the BSs and as the name suggests
the scheduling decisions are coordinated. (See Figure 1.1 a). Due to this, only
the generated beams and scheduling decisions need to be coordinated. The
user data only needs to be present at one serving BS, unlike Joint transmission,
discussed next.

b) Joint transmission and reception among multiple cells. 3GPP TR 36.814
refers to this as Joint Processing/Transmission where a single MS receives its
data from various BSs. Thus, improving the received signal strength and cancel-
ing interference. (See Figure 1.1 b). Coherent joint processing puts tremendous
requirements on backhaul, as the user data needs to be present at all the coor-
dinating BSs.

The theoretical gains in terms of average and cell-edge users throughput
with joint processing CoMP are substantially larger compared to coordinated
beamforming [11]. In this thesis, we are more focused on Joint Processing
Coordinated MultiPoint Transmission.

1.2.2 Obstacles
Some of the obstacles in realizing CoMP are discussed below.

• Noncausal CSI: DPC achieves capacity in MU-MIMO but due to the com-
plexity involved, this is not practically feasible.

3
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Figure 1.1: a) Coordinated Scheduling or Coordinated Beamforming b) Joint
Processing / Transmission.

• Delay: The time delay in sharing information between BSs results in CSI
mismatch, as the channel when measured for precoding is now different.
Hence, with coherent joint processing, one needs to consider the trade-off
between the latency involved in backhauling and the gains achievable with
CoMP.

• Synchronization: The signals shared between BSs need to be time and
phase synchronized. This tight synchronization puts tremendous require-
ments for high speed backhauling. The coordination algorithms imple-
mented at the FPGA (Field Programmable Gate Array) level gives better
synchronization [12].

• CSI Availability:

– Time Division Duplex (TDD) can exploit the reciprocal nature of UL
and DL such that the CSI estimated at the BS on the UL can in turn
be used in the DL. Hence, no CSI feedback from the MS is necessary.
This reciprocal nature holds good as long as the transmit frequency
and the receive frequency are within the coherence bandwidth (Bc ∝
1/TD, where Bc is the bandwidth over which the fading remains
correlated and TD is the delay spread) of the channel [13].

– In case of Frequency Division Duplex (FDD), the UL and DL trans-
missions are on different frequencies. Hence, CSI feedback from MS
is indeed necessary and various techniques exist in the literature.

• Impact of feedback errors: The potential errors due to quantization or
data compression algorithms used by the MS to feedback the CSI will
affect the beamformer.
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1.3. SCOPE OF THIS THESIS

The above obstacles tend to point that there will not be perfect CSI at the
transmitter and then, imperfect CSI should be considered. However, in this
thesis, perfect channel knowledge is assumed and imperfect CSI is part of the
proposed future work. If the WINNER channel model is available with the time
evolution feature being enabled, the delay in sharing information can be more
realistically simulated.

1.3 Scope of this thesis

Three joint processing algorithms were earlier studied for a flat fading Rayleigh
channel [14]. In this thesis, we extend this work, through the evaluation of the
performance of these algorithms in a frequency selective channel using WIN-
NER II channel model. An OFDM approach is used to exploit the frequency
selective nature of the channel. In particular, these joint processing algorithms
are applied in the frequency domain, in every subcarrier or a group of subcar-
riers, c.f., resource block (RB) in 3GPP LTE [15]. Considering the worst case
scenario and maintaining fairness, all users are scheduled all the time in all the
RBs.

The main focus is on the impact of the frequency selective channel on Partial
Joint Processing (PJP) schemes. To form an active set in PJP, two different
thresholding approaches are evaluated: the frequency adaptive thresholding and
the non-adaptive frequency thresholding. As expected, the PJP schemes have
higher average sum-rate per cell per RB with frequency adaptive thresholding
compared to the non-adaptive thresholding.

Based on the numerical results, the PJP with a 5dB of threshold (in short
written as PJP-5dB), the frequency adaptive thresholding improves the average
sum-rate per cell per RB by ∼ 3% for WINNER B1 (urban micro-cell) scenario,
with respect to non-adaptive frequency thresholding. While an improvement
of ∼ 25% is observed in case of C1 (suburban macro-cell) scenario. This gain
comes at the cost of an increased user data exchange. However, on an average
less channel state information is fed back to the BSs. The reduced number of
links give rise to limited CSI being available at the central unit for interference
cancellation. Hence, a partial zero-forcing beamformer is used.

The rank deficiency of the scaled channel correlation matrices involved in
the partial zero-forcing beamformer design arises for low values of active set
threshold and for users closer to the BS. Hence, an algorithm is proposed that
defines the cooperation area over the cluster where the PJP scheme with fre-
quency adaptive or non-adaptive frequency thresholding can be applied and fall
back on CJP or DJP schemes as needed. This algorithm dynamically chooses
a joint processing scheme and hence this thesis is titled, “Dynamic Coordinated
MultiPoint Transmission schemes”.

1.4 Organization

This section presents how this document is organized. Chapter 2 sets the foun-
dation for this thesis through the problem formulation. This chapter gives a
detailed description of the system model which primarily consists of the joint
processing algorithms being applied to the state of the art WINNER II channel
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CHAPTER 1. INTRODUCTION

model. The generation of the channel matrix, antennas for the BS/MS and
how they are laid out in a cellular environment are discussed under the section
of WINNER II channel model. The joint processing algorithms such as the
Centralized Joint Processing, Partial Joint Processing and Distributed Joint
Processing algorithms are briefly discussed.

The simulation results with detailed discussions are presented in Chapter 3.
Chapter 4 presents the conclusions derived from this thesis and highlights some
of the future work under this WINNER/Joint Processing framework.

Finally, part of this work has been accepted for publication in the IEEE
72nd Vehicular Technology Conference. The paper is appended under a sepa-
rate chapter titled Publication. Additional plots and intermediate results are
presented in the appendix A for completeness. During this thesis, one of the
goals was to reduce the overall execution time of this framework. Some of the
MATLAB techniques used to speed up execution are discussed in appendix B.
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Chapter 2

Problem Formulation

There Joint processing (JP) algorithms for CoMP transmission schemes were
well studied for a flat fading Rayleigh channel [14]. The performance of these JP
algorithms in a frequency selective channel is not known. The aim of this thesis
is to extend the previous work [14] to a more realistic channel. To address this,
one needs to develop a framework that can create a variety of realistic wireless
channels based on various scenarios. The WINNER II Channel model offers a
perfect platform for developing such scenarios, and the frequency selectivity of
the wireless channel can be exploited using an Orthogonal Frequency Division
Multiplexing (OFDM).

This chapter is the foundation of this thesis work.

2.1 System Model

Consider a hexagonal cell with a BS at its center with NT antennas. This cell
is divided into S sectors with frequency reuse factor of one. A set of K such
BSs which intend to cooperate form a cluster. In this cluster, M mobile users
with NR antennas are served. It also follows that NT ,K,NR,M, S ∈ N. The
set of BSs within the cluster can cause interference due to overloading or loss
of orthogonality in any dimension, and the transmissions from BSs outside this
set give rise to intercluster interference.

The JP algorithms considered are Centralized Joint Processing (CJP), where
the central unit receives the CSI from all the BSs in the cluster for linear beam-
forming and power allocation. The Partial Joint Processing (PJP) scheme in-
volves forming a subcluster of BSs such that the user receives the data from a
subset of BSs. The Distributed Joint Processing (DJP) scheme performs beam-
forming and power allocation locally at each BS, based on local CSI information.
The user can receive data from BSs other than the local serving BS. Section 2.3
presents a more detailed discussion on the JP algorithms.

Based on the technique used to form the clusters, they can be classified
as either static or dynamic. A cooperating set of BSs which do not change
with time is treated as static clustering, while dynamic clustering is a set of
cooperating BSs which changes with time, i.e., BSs get added or removed from
this cooperative set. In this thesis, we consider a static cluster of BSs w.r.t.
CJP but in the case of PJP, the subset of BSs forms a dynamic subcluster for
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Figure 2.1: Layout: The gray hexagon in the middle is the cluster area. The
dashed lines are the cell-edge regions.

each user in the cluster area. Depending on where the decision for JP is taken,
(i.e., which set of BSs will be involved in JP) the clustering techniques can be
divided into network-centric or user-centric. In the CJP scheme, the clustering
is carried out at the network level, hence the CJP can be viewed as network-
centric. While in the PJP scheme, the MS forms the subcluster of BSs, hence,
PJP is a user-centric clustering technique.

In this thesis, we consider a static cluster with three BSs (K = 3) with three
antennas (NT = 3). Each BS serves three sectors (S = 3), i.e., 120◦ sectors and
this set of BSs serve M single antenna users (NR = 1) in the cluster area. The
hexagon in the middle of Figure 2.1 shows such a cluster layout.

The cluster layout of BSs, mobile users, and the communication links are
generated with the WINNER II Channel model for a given scenario. For exam-
ple, the channel conditions in a Manhattan grid or an urban micro-cell can be
generated and the JP algorithms can be applied. A complete discussion on the
WINNER II channel model is described in section 2.2.

The frequency selectivity of the channel is exploited using OFDM. Consid-
ering the worst case scenario of an interference limited system and to maintain
fairness in this system model, all the users are scheduled in every RB in the
downlink (see section 2.4 for more details). The JP algorithms are applied in
the frequency domain in every RB, to remove the interference between users.
Hence, the discrete-time received signal, y ∈ CM×1 at the M users can be
expressed as

y = HW
√
Px+ n, (2.1)

where H ∈ CM×KNT is the channel matrix, W ∈ CKNT×M is the beamforming
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matrix andP ∈ RM×M is the power allocation matrix. The transmitted symbols
x ∈ CM×1 are normalized to unit power, and the receiver noise n ∈ RM×1 with
AWGN elements, each with variance σ2.

In equation (2.1), the channel matrix H is of the form

H = [hT
1 h

T
2 . . .h

T
M ]T , (2.2)

where hm ∈ C1×KNT is the channel from the mth user to all the BSs in the
cluster. The beamforming matrix W is

W = [w1 w2 . . . wM ], (2.3)

where wm ∈ CKNT×1 is the beamformer for the mth user. Considering the
individual hm being available from all the BSs at the central unit for joint
processing (CJP), the multiuser interference with a zero-forcing beamforming
design, taking the pseudoinverse of H,

W = HH(HHH)−1. (2.4)

The intracluster interference is completely removed, i.e., HW = I, where I ∈
RM×M is an identity matrix, when KNT ≥ M for the entire cluster [16]. At
every BS, the maximum power is restricted to Pmax. Then, the power allocation
matrix based on [7] becomes

P =

{
min

k=1,...,K

(
Pmax

||Wk||2F

)}
· IM , (2.5)

where Wk are the rows of the matrix W related to the kth BS. This power
allocation is suboptimal, since it typically results in only one of the BSs meeting
the maximum transmitted power requirement with equality, and hence, the
remaining BSs transmit below the Pmaxvalue.

This model can be generalized to multiple cluster scenario. Hence, at the
OFDM sub-carrier level, equation (2.1) for a particular ith cluster becomes,

yi = HiWi

√
Pixi + n. (2.6)

The received downlink signal for the mth user in the ith cluster, considering all
the clusters is

yi,m = hi,mwi,m
√
pi,mxi,m︸ ︷︷ ︸

Desired Signal

+
M∑
j=1

j 6=m

hi,mwi,j
√
pi,jxi,j

︸ ︷︷ ︸
Intracluster Interference

+
∑
∀i′ 6=i

M∑
j=1

hi′,mwi′,j
√
pi′,jxi′,j

︸ ︷︷ ︸
Intercluster Interference

+ n, (2.7)

where hi,m, wi,m and √pi,m are the channel, the beamformer and the power at
which the signal is transmitted to the mth user in the ith cluster, respectively.
This forms part of the desired signal. The wi,j and √pi,j is the beamformer
and the power allocated to the jth user in the ith cluster, respectively. This
affects the desired signal within the same cluster due to the transmission to

9
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users other than the mth user. Hence, this forms the Intracluster interference.
The i

′
corresponds to the transmission to users in all the clusters. The inter-

ference generated in clusters other than the ith cluster forms the intercluster
interference.

If the receiver can intelligently combine its received signals using for example,
MRC or selection combining or threshold combining with weights rm, then the
Signal to Interference plus Noise Ratio (SINR) at the mth user in the ith cluster
is

SINRi,m =
||rHmhi,mwi,m||2pi,m

M∑
j=1

j 6=m

||rHmhi,mwi,j ||2pi,j +
∑
∀i′ 6=i

M∑
j=1

||rHmhi′,mwi′,j ||2pi′,j + σ2

(2.8)

For simplicity, in this thesis, the intercluster interference is assumed to be
perfectly removed and the receiver combining weights are not considered. Hence,
the generalized SINR in the above equation (2.8) simplifies to

SINRi,m =
||hi,mwi,m||2pi,m

M∑
j=1

j 6=m

||hi,mwi,j ||2pi,j + σ2

(2.9)

Assuming coherent reception, the average sum-rate per cell achieved in the
cluster area for a given RB is

SRRB =
1

K
EH

{
M∑

m=1
log2 (1 + SINRi,m)

}
[bits/s/Hz/cell] (2.10)

This can also be referred to as spectrum efficiency. ITU-R [17] specifies the
expected sum-rate at layer 3 but here we are dealing at the actual physical layer
without pilots.

2.2 WINNER II Channel Model

The WINNER project was developed by a consortium of companies and univer-
sities, to develop a single ubiquitous radio system. The WINNER II Channel
Model (WIM2) currently represents the state of the art in wireless channel
modeling. The WINNER channel models are antenna independent, i.e., differ-
ent antenna element patterns can be introduced. It also made provisions to
construct a 3-D Antenna Array [18] and to specify the number of antennas for
the MSs or BSs. Once the MSs and the BSs are built, then their location can be
specified with mobility. The layout of a cellular system can be constructed, with
these stations placed as needed. The height of the stations can also be specified
or taken from a given WINNER scenario. The scenarios (B1, C1, etc) are based
on both extensive real life measurement campaigns and literature. The propaga-
tion conditions of the channel can be generated based on the scenario, antenna
arrays and the location of stations. The scenarios having a Line of Sight (LOS)
or Non-Line of Sight (NLOS) are derived from a probability distribution. In
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the WIM2 context, a cluster consists of a number of rays, it is the propagation
path diffused in space. (Note: In this section of WIM2, the reference to cluster
should not be confused with the cluster definition in CoMP). Hence, the MIMO
channel matrix is given by

H(τ ; t) =

N∑

n=1

Hn(τ ; t), (2.11)

where N is the number of paths and

Hn(τ ; t) =

¨
FRX(ϕ)hn(τ ; t, φ, ϕ)F

T
TX(φ)dφdϕ, (2.12)

where the FRXand FTX are the antenna array response matrices, and hn is
the channel response matrix for the nth cluster. In WIM2, a feature called the
intracluster delay spread exists, where the two dominant clusters are divided
into two subclusters each. The channel coefficients generated is a 4-D array
consisting of number of antennas between the stations, the number of taps for
a given scenario and the number of time samples. The WINNER II channel
occupies a bandwidth of 100MHz. (Refer to [19] for more details). For compre-
hensive MATLAB details for creating antenna arrays, layout setup and channel
generation, refer to [20].

2.2.1 Antenna Patterns
Dipole antennas with down-tilt of 12 degrees are used at the BS and an isotropic
antenna is used at the MS. The individual antenna elements at the BS are posi-
tioned based on an element-coordinate-system (ECS) along its x-axis, as used in
the default WIM2 configuration. They are placed 4λ apart which corresponds
to 0.6m. This spacing was derived from [21]. The Uniform Linear Array (ULA)
can be rotated with respect to the array-coordinate-system (ACS). The entire
ULA can also be rotated in the global-coordinate-system (GCS) wherein the en-
tire BS is moved. Refer to [18] and [20] for more details. The ULA at every BS
is oriented towards the cluster-center based on GCS. 3GPP TR 25.996 [22] gives
the BS antenna pattern and bore-sight configuration for 3 or 6 sectors cells for
MIMO simulations but these were not used, as the CoMP related antenna pat-
terns and bore-sight configurations are yet to be finalized. One of the intentions
was to have similar configuration as that of EASY-C [23], hence, cross-polarized
antennas were used at the terminals. This has no impact, as channel gains alone
are calculated by the MS in the JP schemes. The radiation patterns of a single
antenna at the BS and MS are shown in Figure 2.2. The original radiation
pattern is a thick blue line and based on [18], a 2D Fourier Transform is used to
store the beam pattern efficiently as the Effective Aperture Distribution Func-
tion (EADF). Based on the plot generated, this EADF overlaps the original
pattern. The total radiation pattern is shown in appendix A.1.

2.2.2 The Grid Layout
The performance of the CJP, PJP and DJP schemes is evaluated over the cluster
area. Hence, the cluster area previously defined in Figure 2.1 is divided into
54 + 3 positions, as shown in the Figure 2.3. The Cartesian coordinate system

11
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Figure 2.2: Radiation Pattern of the Antenna 1 of BS and the MS (Generated
using WIM2).
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Figure 2.3: Grid of positions over the cluster area. Position 27 corresponds to
the cluster-center.

is overlaid on the hexagonal cluster area, such that the origin is located at the
center of the hexagon. The origin is also called the cluster-center. The hexagon
with various positions forms a grid. This is the grid layout considered in [14].
The three BSs have a cell radius of R = 500m and are placed on the alternate
vertices of this regular hexagon. The distance between any 2 BSs is the height
of the hexagon (h =

√
3 ·R).

The MSs are dropped at a particular position on the grid layout, (x ±4x,
y±4y), where (x, y) is the position on the grid and4x ≤ R

16 and4y ≤ h/2
16 [14].

R is the radius of the cell and h is the height of the regular hexagon. (See
Figure 2.3). The users are uniformly dropped along an ellipse with ±4 x and
±4 y forming the major axis and the minor axis, respectively.

2.2.3 Channel Generation

Moving users are dropped at specific locations with an offset of (4x,4y) over a
position of the grid layout. The velocity of the user can be pictured as a vector
in space, where its magnitude can be seen as the speed of the user and its angle
is the direction in which the user is traveling. This speed is fixed at 3 km/h
while the direction is randomly generated. Figure 2.4 shows three users dropped

13
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Figure 2.4: Layout: At the cluster-center (Position 27), 3 users are dropped
along an ellipse. The red circles denote the BSs (Generated using WIM2).

at the cluster-center. The users are linked with all the three BSs.
When the users are dropped, the channel seen by the user is a snapshot

of the propagation environment. In a channel segment, the user velocity and
shadow fading parameters are considered constant. According to WINNER [19],
a drop is defined when the channel segment goes to zero. When this happens, the
motion of the user is considered virtual, due to which there is fast fading and the
superposition of rays gives rise to Doppler while all other parameters are fixed.
Such consecutive drops are uncorrelated. The channels observed by one of the
users with respect to one of the BS antennas are shown in Figure 2.5 for various
WINNER scenarios. In these figures, along the time axis, every channel segment
or time sample is uncorrelated, as each one of them is formed due to a drop.
Every time samples represented in these figures are uncorrelated. The WINNER
II channel model has a unique feature of time evolution, where the consecutive
time samples are correlated which gives a sense of how the channel has evolved
over time. Presently, this feature is disabled in the WINNER MATLAB code.
(Refer [19] for more details). For the simulations, we only consider a single time
sample for every drop (in every channel realization).

WIM2 is modified such that all users receive the transmission from all the
BSs. The links generated are completely NLOS. The pathloss and shadow fading
are multiplied with the channel matrix.

2.3 Joint Processing Algorithms
With the increase in the numbers of users, there is a proportional increase in
the feedback of CSI to the BSs. This poses very high backhauling requirements
for the BSs to cooperate. Thus, suitable JP algorithms are needed to reduce
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a)

b)
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c)

d)

Figure 2.5: A typical NLOS channel from one of the antennas of the BS to the
mobile user at the cluster-center for a) B1-Urban micro-cell b) A2-Indoor to
Outdoor c) C1-Suburban macro-cell and d) C2-Urban macro-cell.
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this burden on the backhaul.

2.3.1 Centralized Joint Processing (CJP)

The user needs to feedback the CSI from all the BSs in the cluster to the serving
BS. This information is passed onto a central unit for interference avoidance.
The central unit is an additional component in the network or it can reside in
one of the BSs of the cluster. The central unit uses this global CSI for power
allocation and beamforming. In this approach, given that the beamformer is
well conditioned and the central unit has the complete CSI, the intracluster
interference is completely removed. This algorithm poses tremendous require-
ments on backhauling, since the CSI from all the cooperating BSs needs to be
available at the central unit for precoding.

2.3.2 Distributed Joint Processing (DJP)

In the Distributed Joint Processing (DJP), as the name suggests, the power
allocation and beamforming are calculated at each BS, locally. In this approach,
JP is still allowed as the users can receive data from other BSs. A multibase
scheduling algorithm is required to schedule the users. As the number of users
served is limited by the number of antennas at each BS. In the spatial domain,
this gives rise to some users in outage [24].

2.3.3 Partial Joint Processing (PJP)

The PJP algorithm is a threshold based window approach, where those BSs
within the cluster whose links with the user fall within this window are included
in the active set of the user and are allowed to cooperate. This window is a
threshold level that is given by the cluster to the user. The user takes its best
channel as its reference or serving BS link and sorts the links with the remaining
BSs in the cluster relative to this reference link. This ordering is based on the
channel strength or energy of the frequency selective channel, hi,m(τ ; t) for the
mth user, where τ is the tap delay in that time instant t. The PJP algorithm
is a particular case of CJP and it asymptotically reaches the CJP performance
when the active set threshold goes to infinity. Those BS links which fall within
this given threshold are made active and those that fall outside this threshold
are marked inactive. These active and inactive links are represented by ‘1’
and ‘0’, respectively, forming a non-adaptive frequency thresholding matrix,
TNA ∈ {0, 1} of size [M × K]. Notice that TNA

(m,k) = 1 means that the link
between the BS k in the cluster and the user m is active. In the non-adaptive
frequency case, the active set thresholding is performed over an average of all
the RBs. This active set of BSs is used in all the RBs but the user needs to feed
back the CSI of these active links per RB.

With a realistic wideband channel, one can exploit the frequency selectivity
by performing the active set thresholding in every RB. This adaptive threshold-
ing approach is called frequency adaptive thresholding. The frequency adaptive
thresholding approach defines a TFA matrix in each RB. As a drawback, the
active set of BSs may change in each RB. The backhauling load is increased,
since the user data needs to be available in all the BSs of the cluster.
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As we later show in the simulation results, frequency adaptive thresholding
does improve the average sum-rate per cell per RB compared to the non-adaptive
frequency thresholding, but at the cost of an increased user data exchange over
the backhaul. With the PJP scheme, there is very limited CSI available for
designing the beamformer, specially when the user is close to the BS and the
active set threshold value is low. This motivates us to develop a partial zero-
forcing beamformer based on the proposal in [25].

2.4 Resource Block Allocation

Consider a multipath channel H(τ ; t) where τ is the tap delays of the channel
and t is the time instant. Taking the Discrete Fourier Transform (DFT), we get

H(τ ; t)
Fτ−→
N

H(f ; t). (2.13)

A Fast Fourier Transform (FFT) is used to realize the DFT. Depending on
the WINNER scenarios, the longest tap delay defines the FFT size, N , and is
typically rounded to the next power of 2. N is chosen to be sufficiently large
such that the bandwidth of the channel is lesser than the coherence bandwidth of
the channel, so that the OFDM subcarriers observe a flat fading channel. Every
user at a given position on the grid sees the signal from all the BSs across all
the antennas. Hence, the channel matrix for the mth user in the ath subcarrier
is hm(fa; t) of size 1×KNT . For simplicity, we will assume one subcarrier per
RB. To consider the worst case interference scenario, all users are scheduled in
all the RBs. Hence, the ath subcarrier of every user will be scheduled in the
ath RB. The JP algorithms can be applied in every RB, i.e., the ZFBF does
interference avoidance in the frequency domain in every RB.

The Figure 2.6 a) shows a typical multipath channel matrix. Here WINNER
scenario B1 is considered, which has 20 clusters (multipaths). At a given time
instant T0, user-1 sees the links from all the BSs. Since each BS has 3 antennas,
they are represented with 3 columns. The tap delays between user-1 and BS-1
is given by H11 and likewise with other BSs. On taking the 256-point FFT
we get Figure 2.6 b), where every row represents a subcarrier. The colors are
only highlighted to show how the RB is formed in Figure 2.6 c). Considering
only 3 users, this figure also shows that all users are scheduled in a RB and JP
is applied in this RB of the same frequency to remove the interference for the
downlink transmission to the users. As there are 256 subcarriers, we have 256
RBs. The complete structure of the entire RB is shown in Figure 2.7.

2.5 Partial Zero-Forcing Beamforming

The partial zero-forcing beamformer is derived in this section for both frequency
adaptive and non-adaptive frequency thresholding approaches. The partial zero-
forcing technique proposed in [25] is based on the definition of a useful matrix
and interference matrices that modify the channel matrix to obtain useful and
interference channel matrices. In our case, TNA and TFA active link matrices
are the basis for defining them. For a given time instant t, and considering the
ath RB of the M users in the ith cluster (All calculations are performed in the
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Figure 2.6: a) H(τ ; t) for a WINNER B1 NLOS scenario b) H(f ; t) after a
256-point FFT c) Resource block for a given subcarrier.
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Figure 2.7: The complete Resource Block structure.
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ith cluster and for notational convenience the suffix i is dropped), the useful
channel matrix Ux ∈ CM×KNT is defined as

Ux = [Tx ⊗ 1NT ]�H(fa; t), (2.14)

where ⊗ is the Kronecker product, 1NT is an all ones NT row vector and � is
the element-wise multiplication operation. x represents either TA or NA and
fa is the center frequency of the ath RB.

Using the active link matrices TNA and TFA, one can construct the matrices
of the interference caused due to the transmission to the mth user in the cluster,
TNA

m,Int and TFA
m,Int, respectively. The rules for building the interference matrices

for the mth user are that the data destined to the user only affects those users
that share the transmitting BS. Such links that cause interference are marked ‘1’.
Conversely, the inactive links for this user obviously do not cause interference
to other users and also, the active links do not cause interference to itself.
Hence, such links are marked ‘0’. The interference matrices try to remove the
interference generated due to the transmission to a user by explicitly forcing
this interference to zero. Therefore, the interference channel matrix Vx,m ∈
CM×KNT introduced by the transmission to the mth user in the ith cluster in
the ath RB can be written as

Vx,m =
[
Tx

m,Int ⊗ 1NT

]
�H(fa; t). (2.15)

Assuming that the iterative partial zero-forcing algorithm proposed in [25]
converges, the partial zero-forcing beamformer Wx ∈ CKNT×M is given by

Wx = UH
x ·
(
Gx + diag(Rx)

)−1
, (2.16)

where diag(·) are the off-diagonal elements of the matrix. The matrix Gx ∈
RM×M is the channel energy scaling matrix given as

Gx = diag(UxU
H
x ) · IM , (2.17)

where diag(·) are the diagonal elements of the matrix. The channel correlation
matrix Rx ∈ CM×M is given as

Rx =
(
Vx,1U

H
x(1,:) . . .Vx,MUH

x(M,:)

)
. (2.18)

The partial zero-forcing beamformer can only be used when the scaled channel
correlation matrix

Qx =
[
Gx + diag(Rx)

]
, (2.19)

is invertible. As we show in the simulation results in section 3.6, this condition
is not always fulfilled, specially for low values of the active set threshold and
users located close to a BS. Hence, we propose an Algorithm 3.1 to define a
cooperation area for a given active set threshold value such that the frequency
adaptive or non-adaptive PJP schemes can be performed.
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Chapter 3

Simulation Results and
Discussion

Prior to the start of this work, three JP algorithms were evaluated in [14] for a
flat fading Rayleigh channel. In this thesis, we evaluate these JP algorithms for
a frequency selective channel. An OFDM approach where these algorithms are
applied in every RB, as all the users are served in every RB.

3.1 System Parameters

The system parameters are chosen based on the previous work [14] and en-
hanced based on the WINNER II channel model [20]. The 3GPP TR 25.996
Spatial Channel Model (SCM) for MIMO [22] specifies an antenna model but
the verification of this configuration was not successful. Hence, an ULA of dipole
antennas were used. The users are dropped at every position on the grid layout
as explained in section 2.2.2 over 500 channel realizations. The complete system
parameters are summarized in table 3.1.

3.2 Power allocation

The maximum power at which the BS can transmit is fixed at a Pmax value.
Per-BS power constraints is a more realistic assumption compared to a pooled
or sum-power constraint, where the available power Pmax is shared among the
set of cooperating BSs (see [7]) and also practically due to amplifier constraints
in the BSs. In the simulations, the Pmax value is obtained for cell-edge SNR
values (reference value for one user located at the cell-edge) ranging from 0
to 15 dB. This maximum power Pmax is equally divided in all the RBs. See
section 2.4 on how the users are allocated to the RBs, and the application of JP
algorithms in these RBs. The power allocation matrix in equation (2.5) based
on [7] says that only the BS satisfying the minimum value can transmit at full
power and other BSs transmit with power less than Pmax.
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Table 3.1: Summary of System Parameters
Parameters Values
Number of BSs, K 3
Sectors in each BS, S 3
Number of Users, M 3, 6, 9, 12
Number of Antennas at each BS, NT 3
Number of Antennas at the each user, NR 1
Type of Antenna Dipole
Antenna types Uniform Linear Array
Antenna spacing 4λ*
BS Antenna down-tilt angle 12◦

Number of positions on the grid 54
Number of channel realizations at each position 500
Frequency Reuse Factor 1
Center frequency 2 GHz
Channel Bandwidth 100 MHz
Operating Temperature 290 K
Signal to Noise Ratio, SNR 15 dB
Cell Radius, R 500 m
Cluster height or Inter-BS distance, h

√
3R = 433 m

User speed 3 km/h
WINNER II Channel Model B1, C1 and C2 **

* Based on a reference configuration used in EASY-C [21]
** All the results shown are based on NLOS channels unless other explicitly
stated

3.3 Active Set Threshold value for various WIN-
NER scenarios

In PJP, one of the main parameters is the active set threshold value. (See
section 2.3.3 for more details). In Figure 3.1, it can be observed that the average
number of BSs transmitting to a user, which depends on the active set (AS),
highly changes depending on the simulated WINNER scenario. For example,
for an AS threshold of 40dB, most of the WINNER scenarios have nearly all the
BSs serving a user, but scenario A2 (Indoor-Outdoor) and B4 (Outdoor-Indoor),
require a threshold greater than 100dB for all the 3 BSs to serve a user. Hence,
when setting an AS threshold value for the PJP scheme, the scenario or channel
conditions should also be considered. Furthermore, the central unit may even
switch to another JP scheme such as the CJP or DJP if the system requirements
are not fulfilled for any value of the PJP AS threshold.

In Figure 3.1, scenarios B1 (urban micro-cell), B2 (bad urban micro-cell)
and C2 (urban macro-cell) possess rich scatters, hence they closely follow the
flat fading Rayleigh curve. The scenario C1 (suburban macro-cell) shows a dip
in the curve for AS thresholds around 20dB to 40dB, due to the fact that there
is a dominant LOS in C1 which affects the pathloss. Scenarios A2 and B4 are
completely NLOS with poor channel conditions. This forms an interesting case
for selection of the threshold value. In general, the LOS probabilities are based
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Figure 3.1: Average number of BS transmitting to a user for various WINNER
scenarios (LOS & NLOS) when only pathloss and shadowing are considered.

on distance for a given scenario, refer Table 4-7 of [19].
The small scale fading effects are averaged out due to a Monte-Carlo type

simulation, hence, in Figure 3.1, only pathloss and shadow fading are explicitly
considered. A more detailed discussion of the impact of the WINNER channel
scenario on the average number of BSs transmitted to a user is presented in
appendix A.2.

3.4 The Sum-Rate
In the previous work [14], the average sum-rate of the JP algorithms was cal-
culated for a flat fading Rayleigh channel over the entire grid area. This plot is
shown in Figure 3.2 (reproduced with permission from the author [14]). In that
work, the average sum-rate per cell for the different JP schemes is plotted from
BS towards the cell-edge (see Figure 2.3).

Figure 3.3 shows the average sum-rate per cell per RB for the WINNER
scenario B1 (NLOS) when non-adaptive frequency thresholding is considered in
the PJP scheme. The JP schemes follow a similar order as in Figure 3.2. The
CJP achieves the highest sum-rate at the cost of requiring complete CSI. The
PJP scheme shows a decreasing effect on sum-rate with decreasing values of
threshold due to reduced feedback and backhauling. Finally, the DJP scheme
shows the lowest sum-rate, but only local CSI is needed.

The flat nature of curves in Figure 3.2 is not seen, instead, Figure 3.3 shows
a more bell-shaped. One reason could be the gain attributed to using dipole
antennas, which are separated by 4λ at the BS. Moreover, looking at the slope
of the PJP curves along the normalized distance from BS1, it appears that the
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Figure 3.2: Prior work: Average sum-rate per cell along the normalized distance
from BS1.

average sum-rate from BS1 to the cluster-center is lesser than the average sum-
rate from the cluster-center ([Dist/R] = 1) to the cell-edge ([Dist/R] range from
1.2 to 2). Thus, JP does improve sum-rate especially for the cell-edge users.
The cluster-center seems to have the highest average sum-rate and one of the
main reason is that the cluster-center is the only location on the grid where all
links from the BSs have a good opportunity for JP.

When frequency adaptive thresholding is considered in the PJP scheme, a
similar bell-shaped plot is obtained but with improved average sum-rate. A
better metric to compare both the non-adaptive frequency thresholding and
frequency adaptive thresholding for the PJP scheme is the percentage gain in
average sum-rate per RB with frequency adaptive thresholding

(
SRFA

)
com-

pared with non-adaptive frequency thresholding
(
SRNA

)
, given as

GSR[%] =
SRFA − SRNA

SRNA
. (3.1)

This is plotted in Figure 3.4 and 3.5 for WINNER scenarios B1 and C1, respec-
tively. From these plots, we see that the DJP has the best gain, but we are
interested in the analysis of the PJP. It is interesting to see that the PJP-5dB
with frequency adaptive thresholding has very little gain in the B1 scenario and
even negative gain in the C1 scenario at the cluster-center. This is possibly due
to the thresholding window being too small, there is a high likelihood of having
very few active links.

The results of various other WINNER scenarios are highlighted in appendix
A.3.
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Figure 3.3: Average Sum-Rate per cell per RB for WINNER scenario B1 (NLOS)
with 6 users, for non-adaptive frequency thresholding in PJP scheme.
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quency adaptive thresholding over non-adaptive frequency thresholding along
the normalized distance from BS1 for WINNER scenario B1.
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Figure 3.5: Percentage gain in average sum-rate per cell per RB due to fre-
quency adaptive thresholding over non-adaptive frequency thresholding along
the normalized distance from BS1 for WINNER scenario C1.

3.5 Impact of Active links in PJP scheme

In Figure 3.6 a), we observe that the average number of BSs serving a user with
frequency adaptive thresholding, TFA is lesser compared to the non-adaptive
frequency thresholding, TNA. This is exemplified in Figure 3.6 b), where the
relative average number of active links

R[%] =
TFA −TNA

TNA
, (3.2)

is evaluated along the normalized distance from BS1. The negative values of
the relative average clearly show that frequency adaptive thresholding achieves
fewer active links, especially at the cluster-center ([Dist/R]=1) and the cell-
edge ([Dist/R] ranging from 1.2 to 2). This leads to sparse channel matrices
being available at the central unit for the design of ZF beamformer. Hence, an
iterative partial zero-forcing beamformer based on [25, 26, 27] is justified.

3.6 Effect of rank deficient scaled channel corre-
lation matrix

The scaled channel correlation matrix in equation (2.19) is said to be rank de-
ficient when its rank is lesser than the number of users, i.e., rank(Q) < M .
Figure 3.7 depicts this condition along the normalized distance from BS1. It
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Figure 3.6: a) Average number of active links with non-adaptive frequency
thresholding and frequency adaptive thresholding, b) Relative average number
of active links of frequency adaptive thresholding versus non-adaptive frequency
thresholding. Both figures are based on WINNER scenario B1.
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Figure 3.7: Probability that the scaled channel correlation matrix is rank
deficient for the non-adaptive frequency thresholding and frequency adaptive
thresholding in WINNER B1 (NLOS) scenario.

can be observed that the rank deficiency is more prominent near the BS1 and
for low values of active set threshold. This agrees with the results presented in
[14], where the PJP with low values of the active set threshold did not achieve
any gain with respect to the conventional single-BS case once the complexity re-
quirements were taken into account. Figure 3.8 shows the difference between the
rank deficiency of frequency adaptive thresholding with non-adaptive frequency
thresholding, along the normalized distance from BS1. The appendix A.4 shows
the rank deficiency encountered in other WINNER scenarios.

A cooperation area is defined based on the rank deficiency of the scaled
channel correlation matrix, for a given active set threshold. For example, for
PJP-10dB in Figure 3.7, the probability that the rank of the scaled channel
correlation matrix tends zero is approximately at normalized distance greater
than 0.7 from BS1. In Figure 3.9, the normalized distance of 0.7 from BS1 cor-
responds to 1.8 BSs in average transmitting to a user. This forms a cooperation
area based on the rank condition. The cooperation area for frequency adaptive
thresholding and non-adaptive frequency thresholding are shown in Figure 3.9
a) and b). This approach is captured in Algorithm 3.1 where the matrix Q is
the scaled channel correlation matrix as defined in equation (2.19), the matrix
G is the channel energy scaling matrix given in equation (2.17) and the channel
correlation matrix R is given in equation (2.18).

In Figure 3.9, it is observed that the cooperation area is smaller with fre-
quency adaptive thresholding than with non-adaptive frequency thresholding.
It should be also be noted that this the cooperation area grows or shrinks with
respective to the WINNER scenario as well. This is discussed in appendix A.5.
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Figure 3.8: Rank deficiency is more prominent closer to BS1 in non-adaptive
frequency thresholding compared to frequency adaptive thresholding while it is
vice-versa on the cell-edge in WINNER B1 (NLOS) scenario.

Algorithm 3.1 Definition of cooperation area for PJP
1: while M users in the cluster area do
2: Users report CSI based on active set threshold
3: Qx ←

(
Gx + diag(Rx)

)
4: if rank(Qx) = M then
5: Full rank, users in cooperation area
6: Use PJP, Wx = UH

x · (Qx)
−1

7: else
8: Rank deficient, users not in cooperation area
9: if active set threshold < 40 dB* then

10: Increase the active set threshold, go to step 2
11: else
12: Use CJP or DJP schemes
13: end if
14: end if
15: end while
* An active set threshold value of 40dB results in all the BSs being active, i.e., CJP.
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Figure 3.9: Cooperation Area for PJP-10dB for WINNER B1 (NLOS) scenario,
a) frequency adaptive thresholding b) non-adaptive frequency thresholding.

32



Chapter 4

Conclusions and Future Work

The study of the JP algorithms in a frequency selective channel brought about
an algorithm that can be used as a mechanism to trigger partial joint processing.
When partial joint processing is unable to overcome the rank deficient condi-
tions, the algorithm makes allowance to fallback on centralized joint process-
ing or distributed joint processing. Hence, a Dynamic Coordinated MultiPoint
scheme is achieved. The key results are briefly summarized below.

In a frequency selective channel, partial joint processing with frequency
adaptive thresholding improves the average sum-rate up to 25% for a suburban
macro-cell scenario. This gain comes at the cost of an increased user data ex-
change with respect to the non-adaptive frequency thresholding case. However,
on an average less channel state information is fed back to the base stations.

On the other hand, the channel state information available at the transmitter
side (central unit) to design the beamforming matrix is very limited and rank
deficiency problems arise for low values of the active set thresholding and for
users located close to the base station. To solve this problem, an algorithm is
proposed that defines a cooperation area over the cluster, where the partial joint
processing scheme can be performed via frequency adaptive or non-adaptive
frequency thresholding for a given active set threshold value.

The extensions or the future work of this present framework consisting of
the WINNER II channel model and the JP algorithms are highlighted below.

4.1 Weighted Power allocation in every Resource
Block.

Presently, equal power allocation on all the RBs is performed. However, the
power allocation can exploit the way in which the frequency adaptive thresh-
olding and non-adaptive frequency thresholding are applied. A simple approach
is a weighted power allocation, where the power available at the BS is non-
equally allocated to the RB based on the channel conditions. Figure 4.1 shows
a very coarse application of such power allocation, wherein every RB only the
channel with the highest gain is considered. Different metrics can be considered
to perform the weighted power allocation, such as the average energy in that
RB.
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Figure 4.1: Power allocation based on channel conditions in every subcarrier or
RB.

This approach should yield better performance of frequency adaptive thresh-
olding compared to non-adaptive frequency thresholding.

4.2 Joint Processing for a set of OFDM carriers

Presently, only a single OFDM carrier/tone for each user is considered for JP
in a RB. Hence, a set of OFDM frequencies/tones can be considered together
for JP. This can be seen as being more aligned with the standards.

4.3 Hybrid thresholding

A hybrid two-step thresholding, combining the frequency adaptive and non-
adaptive approaches, can reduce the backhaul cost with some performance
degradation. This will be studied as part of our future work.
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4.4. A REALISTIC MEASURE OF THE EFFECTS OF IMPERFECT CSI
WITH TIME EVOLUTION FEATURE IN WINNER CHANNEL MODEL

4.4 A realistic measure of the effects of imperfect
CSI with Time evolution feature in WINNER
channel model

Wei et al. [25] and Zhang et al. [28] model imperfect CSI as Ĥ = H+E, where
H is the channel matrix and E is the channel error matrix, whose elements
are i.i.d. complex Gaussian distributed with zero mean and variance σ2/2 per
real dimension. Ĥ is the estimated channel matrix used for precoding and then
transmitted over the present channel conditions H. With the Time Evolution
feature in the WINNER channel model, one can simulate the effects of delay
(in sharing CSI between BSs), giving rise to CSI mismatch in a more realistic
manner. Thus, quantifying the effects of delay with imperfect CSI. This might
give more insight into the JP algorithms, as to how they are affected with
imperfect CSI. Presently, with WIM2, the code seems to exist but this feature
is disabled. Refer [19] for more details on Time Evolution.

4.5 Support for multiple antennas at MS
Presently, this framework has only support for single antenna MSs. This can
be extended to multiple antennas, as future mobile devices are bound to have
more than one antenna.

4.6 Antenna type
The focus on this thesis is more on the JP algorithms and CoMP specific antenna
patterns are not yet been finalized in the literature. Nevertheless, the WINNER
II Channel model gives room to specify an unique radiation pattern for every
antenna being used. However, the 3GPP SCM [22] specifies antenna radiation
patterns for MIMO, and this can be implemented with appropriate bore-sight
configuration for the 3× 1 MIMO links presented in this thesis.

4.7 Multi-WINNER scenario
The results presented in this thesis are confined to a given WINNER scenario.
WINNER scenarios are developed based on extensive real life campaigns. For
example, scenario B1-Urban micro-cell resembles a Manhattan grid and scenario
A2 represents an indoor to outdoor. A more realistic scenario could be a more
complex scenario which is a hybrid of B1 and A2. Such hybrid scenarios might
give deeper understanding of the JP algorithms, especially when the users are
separated by 2 · 4x which is the diameter of the major axis of the elliptical
curve, along which the users are randomly dropped.
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Abstract—In this paper, we consider a static cluster of base
stations where joint processing is allowed in the downlink. The
partial joint processing scheme is a user-centric approach where
subclusters or active sets of base stations are dynamically defined
for each user in the cluster. In frequency selective channels, the
definition of the subclusters or active set thresholding of base
stations can be frequency adaptive (per resource block) or non-
adaptive (averaged over all the resource blocks). Frequency adap-
tive thresholding improves the average sum-rate of the cluster,
but at the cost of an increased user data interbase information
exchange with respect to the non-adaptive frequency thresholding
case. On the other hand, the channel state information available
at the transmitter side to design the beamforming matrix is
very limited and rank deficiency problems arise for low values
of active set thresholding and users located close to the base
station. To solve this problem, an algorithm is proposed that
defines a cooperation area over the cluster where the partial
joint processing scheme can be performed, frequency adaptive
or non-adaptive, for a given active set threshold value.

I. INTRODUCTION

Coordinated MultiPoint (CoMP) schemes have been iden-
tified as one of the key technologies for mitigating intercell
interference in future broadband communication systems [1],
[2]. Under this framework, both coordinated beamforming
and/or user scheduling and the more advanced joint processing
between Base Stations (BSs) are included. In joint processing
CoMP, multiple BSs can collaborate on the transmission
and reception of user data. Under the assumption of perfect
channel knowledge, perfect synchronization among BSs and
negligible delays, the theoretical gains with joint processing
CoMP are substantially larger than with coordinated beam-
forming. How much of these gains are preserved under more
realistic assumptions is still an open issue. On the other hand,
these larger performance gains come at the cost of an increased
overhead in the system, since the amount of information
exchanged between BSs and the required feedback from the
users increase. To reduce this overhead, clustering of BSs
is proposed. These techniques arrange clusters of BSs that
may remain static in time, or may dynamically adapt to the
changing conditions of the channel. Moreover, based on where
the clustering decision is carried out, these approaches are
further divided into network-centric or user-centric.

This work has been supported by The Swedish Agency for Innovation
Systems (VINNOVA). The work has been performed in the framework of the
Sino-Swedish program on ‘IMT Advanced and beyond’.

In the previous work [3], the performance of three joint pro-
cessing schemes for the downlink of a static cluster of BSs was
characterized and compared over a flat fading Rayleigh chan-
nel. In the Centralized Joint Processing (CJP) approach, global
channel state information (CSI) was available at the transmitter
side, and the BSs within the cluster jointly performed the
power allocation and the design of the linear beamformer [1],
[2]. With the aim of decreasing both the required interbase
information exchange and feedback from the users, a Partial
Joint Processing (PJP) scheme was evaluated, where different
stages of joint processing between the BSs in the cluster were
defined based on a user-centric clustering algorithm. Finally,
a Distributed Joint Processing (DJP) scheme where the power
allocation and the beamformers were locally calculated at
each BS was also considered. In this last case, a multibase
scheduling algorithm was required in order to assign users to
BSs.

In this paper, we consider the impact over these joint
processing schemes of a more realistic frequency selective
fading channel using the WINNER II Channel Model [4].
Specifically, the problem of how to perform the PJP scheme
arises1. In the PJP scheme, each user in the cluster area
is served by a user-centric subcluster or active set of BSs,
which is defined based on an active set threshold value [3].
By doing this, the cluster becomes partially coordinated and
different stages of joint processing are achieved. In the case of
frequency selective channels, an OFDM-based approach can
be considered where the active set thresholding is performed
in every subcarrier or group of subcarriers, cf., Resource
Block (RB) in 3GPP LTE [5]. This adaptive nature of forming
the active set of BSs is referred in this paper as frequency
adaptive thresholding. On the other hand, when the active
set thresholding is performed over the entire channel without
exploiting the frequency selectivity of the channel, we have
non-adaptive frequency thresholding. With frequency adaptive
thresholding, the subcluster of BSs transmitting to a user
is defined within each RB. However, this implies that the
subclusters of BSs for the user may change in each RB for
a given time slot and that the benefit of the PJP scheme, i.e.,
the decreased amount of interbase information exchange, is no

1Notice that a similar problem appears for the multibase scheduling
technique required for the DJP scheme. However, in this paper, we focus
on the PJP scheme.
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Figure 1. Cluster Layout. The shadowed hexagon is the cluster area under
consideration.

longer possible, since all the user data needs to be available in
each BS. In recent approaches involving clustering of sectors
or BSs in frequency selective channels, this problem is solved
by performing user grouping in a first step [6], and then
allocating each group of users to a given RB. However, we
are interested in the case where all the users are allocated to
all the available RBs in each time slot, so that it is possible
to take advantage of the frequency selectivity of the channel.

The outline of the paper is as follows. The system model
for the CJP scheme is discussed in section II. The frequency
adaptive and non-adaptive frequency thresholding for the PJP
scheme are discussed in section III. As stated in [3], the PJP
scheme introduces multiuser interference, since less CSI is
available at the BSs for the design of the linear beamformer. In
the scenario considered in the paper, the multiuser interference
can even cancel the potential gains of the PJP scheme when
the user is located close to the BS. Therefore, an algorithm is
proposed in this section to define a cooperation area where the
PJP scheme can be performed for a given active set threshold
value. The simulation results are presented in section IV, and
the contribution is concluded in section V.

II. SYSTEM MODEL

Consider the downlink of a cellular system with a given
number of static clusters of BSs. Each static cluster is formed
by K BSs with NT antennas each, and M single antenna users
(see Figure 1). The BSs within the cluster can cause intraclus-
ter interference due to overloading or loss of orthogonality in
any dimension, and the transmissions from BSs outside this
set give rise to intercluster interference.

In the worst case interference scenario and under a fairness
assumption, the M users are allocated in all the RBs. In this
case, the joint processing between BSs is implemented by
joint linear beamforming and power allocation being applied
in the frequency domain in every RB. Hence, the discrete-time
received signal at the M users, y ∈ CM×1, in a given RB of

the ith cluster can be expressed as2

y = HiWi

√
Pix+ zi′ + n, (1)

where Hi ∈ CM×KNT is the channel matrix, Wi ∈ CKNT×M

is the beamforming matrix and
√
Pi ∈ RM×M is the power

allocation matrix. The transmitted symbols x ∈ CM×1 are
normalized to unit power and zi′ models the intercluster
interference from all the i′ �= i clusters. The receiver noise
n is spatially and temporally white, with a variance σ2, and
is uncorrelated with the signals. The channel matrix Hi is of
the form

Hi = [hT
i,1h

T
i,2 . . .h

T
i,M ]T , (2)

where hi,m ∈ C1×KNT is the channel from the mth user to
all the BSs in the cluster. The beamforming matrix Wi is

Wi = [wi,1 wi,2 . . . wi,M ], (3)

where wi,m ∈ CKNT×1 is the beamformer for the mth
user. Considering the CSI from all the BSs in the ith cluster
being available in the central unit for joint processing (CJP),
the multiuser interference is canceled with a zero-forcing
beamforming design, taking the pseudoinverse of Hi

Wi = HH
i (HiH

H
i )−1. (4)

The intracluster interference is completely removed, i.e.,
HiWi = IM , where IM ∈ RM×M is an identity matrix,
when KNT � M for the entire cluster [7]. At every BS,
the maximum transmit power is restricted to Pmax. Then, the
power allocation matrix based on equal user power alloca-
tion [8] becomes

√
Pi =

{
min

k=1,...,K

√
Pmax

||Wk
i ||2F

}
· IM , (5)

where Wk
i are the rows of the matrix Wi related to the kth

BS. This power allocation is suboptimal, since it typically re-
sults in only one of the BSs meeting the maximum transmitted
power requirement with equality, and hence, the remaining
BSs transmit below the Pmax value.

Assuming that the intercluster interference is effectively
removed, the Signal to Interference Noise Ratio (SINR) at
the mth user is

SINRm =
||hi,mwi,m||2pi,m

M∑
j=1

j �=m

||hi,mwi,j ||2pi,j + σ2

, (6)

2Notation: Boldface upper-case letters denote matrices, boldface lowercase
letters denote vectors and italics denote scalars. Superscripts (·)H , (·)T
and (·)−1 stand for conjugate transpose, transpose and matrix inversion
operations, respectively. We use RM×N and CM×N to denote the set of
M ×N real and complex matrices, respectively. X(i,j)refers to the (i, j)th
element of X, whereas X(:,j) and X(j,:) indicate its jth column and jth row,
respectively. The Frobenius norm of a matrix is denoted by || · ||F . Finally,
E {·} denotes mathematical expectation.



where pi,m =
(√

Pi(m,m)

)2
. Assuming coherent combining

at the receivers, the average sum-rate per cell achieved in the
cluster area for a given RB becomes

SRRB =
1

K
EH

{
M∑

m=1
log2 (1 + SINRm)

}
. (7)

III. PARTIAL JOINT PROCESSING

The PJP algorithm is a threshold based window approach,
where those BSs within the cluster whose links with the user
fall within this window are included in the active set of the
user and are allowed to cooperate. This window is a threshold
level that is given by the cluster to the user. The user takes
its best channel as its reference or serving BS link and sorts
the links with the remaining BSs in the cluster relative to this
reference link. This ordering is based on the channel strength
or energy of the frequency selective channel, hi,m(τ ; t) for the
mth user, where τ is the tap delay in that time instant t. The
PJP algorithm is a particular case of CJP and it asymptotically
reaches the CJP performance when the active set threshold
goes to infinity. Those BS links which fall within this given
threshold are made active and those that fall outside this
threshold are marked inactive. These active and inactive links
are represented by ‘1’ and ‘0’, respectively, forming a non-
adaptive frequency thresholding matrix, TNA ∈ {0, 1} of
size [M × K]. Notice that TNA

(m,k) = 1 means that the link
between the BS k in the cluster and the user m is active. In
the non-adaptive frequency case, the active set thresholding is
performed over an average of all the RBs. This active set of
BSs is used in all the RBs but the user needs to feed back the
CSI of these active links per RB.

With a realistic wideband channel, one can exploit the
frequency selectivity by performing the active set thresholding
in every RB. In this paper, this adaptive thresholding approach
is called frequency adaptive thresholding. The frequency adap-
tive thresholding approach defines a TFA matrix in each RB.
As a drawback, the active set of BSs may change in each RB.
The backhauling load is increased, since the user data needs
to be available in all the BSs of the cluster.

As we later show in the simulation results, frequency adap-
tive thresholding does improve the average sum-rate per cell
per RB compared to the non-adaptive frequency thresholding,
but at the cost of an increased user data exchange over the
backhaul. With the PJP scheme, there is very limited CSI
available for designing the beamformer, specially when the
user is close to the BS and the active set threshold value is low.
This motivates us to develop a partial zero-forcing beamformer
based on the proposal in [9].

A. Partial Zero-Forcing Beamforming

The partial zero-forcing beamformer is derived in this sec-
tion for both frequency adaptive and non-adaptive frequency
thresholding approaches. The partial zero-forcing technique
proposed in [9] is based on the definition of a useful matrix
and interference matrices that modify the channel matrix to
obtain useful and interference channel matrices. In our case,

TNA and TFA active link matrices are the basis for defining
them. For a given time instant t, and considering the ath RB
of the M users in the ith cluster, the useful channel matrix
Ux ∈ CM×KNT is defined as

Ux = [Tx ⊗ 1NT
]�Hi(fa; t), (8)

where ⊗ is the Kronecker product, 1NT
is an all ones NT row

vector and � is the element-wise multiplication operation. x
represents either TA or NA and fa is the center frequency of
the ath RB.

Using the active link matrices TNA and TFA, one can
construct the matrices of the interference caused due to the
transmission to the mth user in the cluster, TNA

m,Int and
TFA

m,Int, respectively. The rules for building the interference
matrices for the mth user are that the data destined to the
user only affects those users that share the transmitting BS.
Such links that cause interference are marked ‘1’. Conversely,
the inactive links for this user obviously do not cause inter-
ference to other users and also, the active links do not cause
interference to itself. Hence, such links are marked ‘0’. The
interference matrices try to remove the interference generated
due to the transmission to a user by explicitly forcing this
interference to zero. Therefore, the interference channel matrix
Vx,m ∈ CM×KNT introduced by the transmission to the mth
user in the ith cluster in the ath RB can be written as

Vx,m =
[
Tx

m,Int ⊗ 1NT

]
�Hi(fa; t). (9)

Assuming that the iterative partial zero-forcing algorithm
proposed in [9] converges, the partial zero-forcing beamformer
Wx

i ∈ CKNT×M is given by

Wx
i = UH

x ·
(
Gx + diag(Rx)

)−1
, (10)

where diag(·) are the off-diagonal elements of the matrix.
The matrix Gx ∈ RM×M is the channel energy scaling
matrix given as Gx = diag(UxU

H
x ) · IM , where diag(·) are

the diagonal elements of the matrix. The channel correlation
matrix Rx ∈ CM×M is given as

Rx =
(
Vx,1U

H
x(1,:) . . .Vx,MUH

x(M,:)

)
. (11)

The partial zero-forcing beamformer can only be used when
the scaled channel correlation matrix Qx =

[
Gx + diag(Rx)

]

is invertible. As we show in the simulation results, this
condition is not always fulfilled, specially for low values of the
active set threshold and users located close to a BS. Hence, we
propose an algorithm to define a cooperation area for a given
active set threshold value such that the frequency adaptive or
non-adaptive PJP scheme can be performed.

B. Algorithm for Cooperation Area Definition

The algorithm for the definition of the cooperation area is
based on the rank of the channel correlation matrix Qx.



Algorithm 1 Definition of cooperation area for PJP
1: while M users in the cluster area do
2: Users report CSI based on active set threshold
3: if rank(Qx) = M then
4: Full rank, users in cooperation area
5: Use PJP, Wx

i = UH
x ·

(
Gx + diag(Rx)

)−1

6: else
7: Rank deficient, users not in cooperation area
8: if active set threshold < 40 dB* then
9: Increase the active set threshold, go to step 2

10: else
11: Use CJP or DJP schemes
12: end if
13: end if
14: end while
* An active set threshold value of 40dB results in all the BSs being
active, i.e., CJP.

IV. SIMULATION RESULTS

Consider a cluster of three BSs with three antennas each,
spaced 4λ apart, and a cell radius of R = 500 m. M = 6
single antenna users are dropped at 8 predefined positions
on the cluster layout (see the arrow in Figure 1), along a
uniform distribution forming an ellipse around each position.
The major and minor axis of the ellipse are (2 � x, 2 � y),
where �x ≤ R

16 , �y ≤ h/2
16 and h is the height of the

hexagon or cluster. A realistic frequency selective channel is
simulated using the WINNER II channel model [4] (scenario
B1, urban micro-cell, non-line of sight). 500 independent
channel realizations in each predefined position are evaluated
at 2GHz center frequency. The signal-to-noise ratio at the cell-
edge (reference value for one user located at the cell-edge) is
fixed to 15 dB. A 256-point Fast Fourier Transform is used,
and one RB corresponds to one subcarrier.

Figure 2 shows the average sum-rate per cell per RB for
the CJP, DJP and the PJP scheme with active set threshold
values of 5, 10 and 20 dB, for the non-adaptive frequency
thresholding approach. The 2 BSs case is a particular case of
the PJP scheme, where always the best 2 BSs are transmitting
to each user. The performance of the schemes is similar to [3].
Figure 3 shows the gain in the average sum-rate per cell per
RB that can be achieved for the PJP scheme with frequency
adaptive thresholding, i.e., GSR[%] = SRFA−SRNA

SRNA . This
gain depends on the scenario, e.g., for the PJP-5dB case, the
maximum gain in the B1 scenario due to frequency adaptive
thresholding is ~3%, while ~25% is observed in case of
scenario C1 (suburban macro-cell). It should also be pointed
out that for high values of the active set threshold, PJP-20dB,
there is no appreciable gain in the average sum-rate per cell
per RB, since the partial zero-forcing beamformer cannot ef-
fectively remove the multiuser interference. The results for the
DJP scheme confirm that the multibase scheduling technique
presents a similar problem to the active set thresholding of the
PJP scheme.

At the cluster center and for normalized distances from
the BS1 between 1.2 and 2, the average number of active
links serving a user with frequency adaptive thresholding is

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0

0.5

1

1.5

Normalized distance from the Base Station [Dist/R]

A
ve

ra
ge

 s
um

−
ra

te
 p

er
 c

el
l (

bi
ts

/s
ec

/H
z/

ce
ll

 

 

CJP PJP−20dB PJP−10dB 2 BSs PJP−5dB DJP

Figure 2. Average Sum-Rate per cell per RB vs. normalized distance from
BS1 when non-adaptive frequency thresholding is considered.
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Figure 3. Percentage gain in average sum-rate per cell per RB due to
frequency adaptive thresholding over non-adaptive frequency thresholding vs.
normalized distance from BS1.

lesser than with non-adaptive frequency thresholding. This
is due to the fact that frequency adaptive thresholding is
more sensitive to the threshold values as it quickly adapts
to the frequency changes in every RB. The relative average
number of active links, R[%] = TFA−TNA

TNA , is illustrated
in Table I. The negative values imply that with frequency
adaptive thresholding, in average less CSI is fed back to the
BSs. Notice that with frequency adaptive thresholding the user
data invariably needs to be available at all the BSs, since the
active set typically change along the RBs in a given time slot.

Rank deficiency problems of the scaled channel correlation
matrix are more prominent close to BS1 and for low values of
the active set threshold, as shown in Figure 4 for the frequency
adaptive case. This agrees with the results presented in [3],
where the PJP with low values of the active set threshold did
not achieve any gain with respect to the conventional single-
BS case once the complexity requirements were taken into
account. Applying the Algorithm 1 over the results in Figure 4,
a cooperation area is defined for each value of the active



Table I
RELATIVE AVERAGE NUMBER OF ACTIVE LINKS OF FREQUENCY

ADAPTIVE THRESHOLDING VERSUS NON-ADAPTIVE FREQUENCY

THRESHOLDING

PJP-threshold 5dB 10dB 20dB 40dB

[Dist/R = 1]* −4.84% −3.56% −0.81% ∼ 0%
[Dist/R = 1.2 to 2]* −4.16% −2.27% −1.57% −0.01%

[Dist/R = 0.2 to 0.8]* 0.89% 0.46% −0.72% −0.82%

*Average values along the normalized distance from BS1
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Figure 4. Rank deficiency of the scaled channel correlation matrix, Qx

is more prominent for users close to BS1 and in the case of low values of
the active set threshold. Results are shown for PJP schemes with frequency
adaptive thresholding.

threshold, i.e., the PJP transmission is only allowed for that
threshold value when the user is located in the cooperation
area. When the outcome of the algorithm is that PJP is not
feasible for any active set threshold value, the central unit
switches to CJP or DJP schemes. It should be pointed out that
for the same value of the active set threshold, the cooperation
area due to frequency adaptive thresholding is smaller com-
pared to non-adaptive frequency thresholding. Figure 5 shows
the distribution of the average number of BSs transmitting
to a user for the PJP-10dB. In this case, the cooperation
area corresponds to more than 1.8 BSs transmitting to a
user in average. On the other hand, the definition of the
cooperation area identifies the cluster-edge users [10], where
the use of intercluster coordination techniques is required in
a multicluster layout.

V. CONCLUSION

In a frequency selective channel, partial joint processing
with frequency adaptive thresholding improves the average
sum-rate up to 25% for a suburban macro-cell scenario. This
gain comes at the cost of an increased user data exchange
with respect to the non-adaptive frequency thresholding case.
However, on an average less channel state information is fed
back to the base stations. On the other hand, the channel
state information available at the transmitter side to design the
beamforming matrix is very limited and rank deficiency prob-

BS1

BS2

BS3

Figure 5. Distribution over the cluster area of the average number of
BSs transmitting to one user for the PJP-10dB with frequency adaptive
thresholding.

lems arise for low values of the active set thresholding and for
users located close to the base station. To solve this problem,
an algorithm is proposed that defines a cooperation area over
the cluster, where the partial joint processing scheme can be
performed via frequency adaptive or non-adaptive frequency
thresholding for a given active set threshold value. A hybrid
two-step thresholding, combining the frequency adaptive and
non-adaptive approaches, can reduce the backhaul cost with
some performance degradation. This will be studied as part of
our future work.
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Appendix A

Interim results and more
discussion

A.1 Base Station radiation pattern

For completeness, the total radiation pattern of a single BS with three antennas
is depicted in the Figure A.1. This was generated using the MATLAB handbook
of [29].
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Figure A.1: Total Radiation pattern of a single BS with 3 antennas.



A.2. ANALYSIS OF THE ACTIVE SET THRESHOLD VALUE

WINNER Scenario Mean Square Error
A2 (Indoor to outdoor) 1.1665e-005
B1 (Urban micro-cell) 4.4566e-006
B2 (Bad urban micro-cell) 2.9785e-006
B4 (Outdoor to indoor) 1.6017e-006
C1 (Suburban macro-cell) 2.7769e-004
C2 (Urban macro-cell) 3.0218e-005

Table A.1: MSE between the average number of BSs serving a user with full
channel statistics and the channel with only pathloss and shadow fading for
various WINNER scenarios

A.2 Analysis of the active set threshold value
As seen in Figure 3.1, the average number of base stations serving a user in the
PJP scheme depends on the active set threshold value. The WINNER scenario
C1 in particular has a dip compared to other scenarios, due to the dominant
LOS component in this scenario. This is confirmed when the WINNER scenarios
are only configured for NLOS as shown in Figure A.2. Comparing a), b) and
c), it can be inferred that the pathloss is the main ingredient that decides the
average number of BSs transmitting to a user for a given threshold. This might
seem obvious, as the shadow fading in WINNER is modeled as a log-normal
distribution, whose standard deviation is fixed for a given scenario.

Figure A.3 shows the difference in the average number of BSs serving a user
obtained with full channel statistics and with only pathloss and shadow fading
for various WINNER scenarios. It can be observed that scenario C1 shows the
biggest difference for active set threshold values ranging from 20 to 40 dB. This is
most likely due to the dominant LOS in C1. Table A.1 shows the corresponding
Mean Square Error (MSE) values. The difference in scenario C1 is not really
significant. Hence, for the active set thresholding, the WINNER channel can
be modeled as H =

√
PL · SF , with the pathloss and shadowing fading being

derived from WINNER campaigns. Therefore, for users with low mobility, the
long term channel statistics are good enough to define the active set of BSs in
the PJP scheme. In this way, the feedback signaling is drastically reduced.

A.3 Sum-Rate plots of C1 and A2 WINNER sce-
narios

See Figure A.4 on page 51 and Figure A.5 on page 51 for the WINNER scenarios
C1 and A2, respectively.

A.4 Rank deficiency in C1 and A2 WINNER sce-
narios

See Figure A.6 on page 52 for the WINNER scenarios C1 and A2. The al-
gorithm 3.1 when applied for WINNER scenario A2 will probably result in
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A.5. COOPERATION AREA FOR C1 AND A2 WINNER SCENARIOS

c)
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Figure A.2: Average number of BS serving a user for various WINNER (NLOS)
scenarios considering a) full channel, b) only pathloss and shadow fading c) only
pathloss.

choosing CJP or DJP, as even an active set threshold of 40 dB still shows rank
deficiency throughout the normalized distance from BS1.

A.5 Cooperation Area for C1 and A2 WINNER
scenarios

In Figures A.7 and A.8, it can be observed that for a fixed PJP threshold of
10dB the cooperation area changes drastically for a given WINNER scenario.
The cooperation area of frequency adaptive thresholding is smaller than non-
adaptive frequency thresholding.
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Figure A.3: Difference in the average number of BS serving a user between full
channel and channel with only pathloss and shadow fading.
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b)
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Figure A.4: WINNER Scenario C1 (NLOS) a) Average Sum-Rate per Cell per
RB b) Percentage gain in average sum-rate per cell per RB due to Frequency
adaptive thresholding compared to non-adaptive frequency thresholding.
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Figure A.5: WINNER Scenario A2 (NLOS), percentage gain in average sum-
rate per cell per RB due to Frequency adaptive thresholding compared to non-
adaptive frequency thresholding.
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Figure A.6: WINNER Scenarios (NLOS) a) C1, the rank deficiency is only
prominent close to the BS and b) A2, the rank deficiency exists even for high
thresholds.
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Figure A.7: Cooperation area for PJP-10dB for WINNER scenarios C1 (NLOS),
a) frequency adaptive thresholding and b) non-adaptive frequency thresholding.
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Figure A.8: Cooperation area for PJP-10dB for WINNER scenarios A2 (NLOS),
a) frequency adaptive thresholding and b) non-adaptive frequency thresholding.
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Appendix B

MATLAB details

Initial execution times were in days and the worst case being weeks for 12 users
which is quite an overhead to quickly try out new ideas. Apart from this, the
volume of data generated for 3, 6, 9 and 12 users for all the 54 grid positions
with 500 channel realizations at each position, is nearly 15, 30, 45 and 60 giga-
bytes, respectively. Hence, there is a need to reduce these execution times and
manage the data logs efficiently. Even doing a simple job of transferring these
logs from the C3SE simulation cluster to the local 1 tera-byte hard disk can
be cumbersome. This appendix deals with how these issues are addressed in a
reasonably efficient way.

File Size: Saving the MATLAB workspace variables in .mat files in terms
of ∼ 10 kilo-bytes is useless. For now, the file system access is the bottleneck
when reading/writing or deleting files. Having a file size greater than 5 mega-
bytes, might cause potential loading problems, as MATLAB compresses the file
before saving it. Thus, for loading them, MATLAB needs to decompress it
which takes a long time (depending on the processor and the available RAM).
Hence, my recommendation is to save files of size >500KB and <5MB.

File Transfer: Transferring such giga-bytes of data from the simulation
cluster to the local computer can be a huge task. A basic File Transfer Protocol
(FTP) is slow and even an automatic triggering of such file transfer is slow.
FileZilla is a free FTP software that intelligently transfers data from the source
directory to the destination directory. This tool can be configured to have a
maximum of ten sFTP links simultaneously. This drastically reduces the file
transfer time. Presently, the only drawback is that FileZilla does not support
command line options to trigger these transfers automatically.

B.1 Parallel Computing Toolbox

When the MathWorks Parallel Computing Toolbox license for distributed com-
puting is not available, the only possible way to use the Parallel Computing
Toolbox is locally. Hence, only a node consisting of four cores can be requested.
The grid positions or locations can be chosen to run in parallel. A parfor
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(parallel for) loop is used for this purpose. The parfor takes every loop iter-
ation and runs them parallely. With four core (CPU) machine, four loops are
executed simultaneously. Hence, the execution time is drastically reduced by a
factor of four compared to a single core simulation. The MATLAB code below
shows how to use parfor. Typically, the outermost for loop is parallelized using
parfor. When running multiple parfor jobs on the cluster, one has to specify
the "sched.DataLocation". This will make sure that every parallel job submitted
has a unique space where MATLAB stores its internal data for parallel process-
ing. As per MATLAB support, this will avoid errors like: “Failed to create and
submit a parallel job. This is caused by: A parallel job must contain 1 task prior
to submission”. The MATLAB pseudocode is given in Algorithm B.1.

Some drawbacks: The entire simulation is contained under one simulation.
Any failure on the cluster machine where this code is executing will potentially
lose all the data. The iterations for the parfor loop need to be in increasing
order and a vector of different locations cannot be specified. These drawbacks
are overcome using Single Core computing Section B.3.

Algorithm B.1 MATLAB pseudocode when using parfor
% Configure the location for the local schedular data
% when using multiple parfor jobs simultaneously
if (exist(’local_scheduler_data’,’dir’) == 0)

mkdir local_scheduler_data
end
sched=findResource(’scheduler’,’type’,’local’);
sched.DataLocation = strcat(pwd,’/local_scheduler_data’);

% Actual parallel processing begins here
matlabpool
parfor location = 1:54

% Example: Monte Carlo type simulation
% parfor is typically used on the outermost for loop

end
matlabpool close

B.2 deploytool

A standalone application can be built using MATLAB Compiler Runtime (MCR)
that can be launched as a console application independent of MATLAB, i.e.,
royalty free, then the deploytool is a good option. Moreover, the executable gen-
erated is independent of any MATLAB license, which is crucial when running
on the cluster as the simulation can be terminated if the license is not available.
The availability of license is a potential pitfall when running on the cluster,
as they are easily exhausted. Hence, deploytool becomes a very attractive op-
tion. One of the main intentions of using this was to see if there are benefits
in speeding up the computations while simultaneously using parfor. This was
not explored further as it was an overhead to compile a project and another
simpler technique of distributing the computations was more convenient. This
is described in the next section.
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B.3 How to efficiently run simulations on the Clus-
ter (Single Core)

Typically, the cluster is mostly loaded between 97-99%. At most, one can eas-
ily find a single core somewhere on the cluster that is not used. The program
was modularized such that it was specific to one position on the grid, i.e., 54
(positions) independent simulations can be run simultaneously, with each sim-
ulation demanding a single core instead of four cores. This way, one can easily
avoid being stuck in the queue. This approach can be viewed as distributed
computing, where the results are collated from the .mat files saved from these
individual runs. One of the most important aspects of this approach is that the
execution time is reduced to the time taken by one grid position with 500 chan-
nel realizations, i.e., all the 54 positions can be launched simultaneously. To
quickly get the job from queued state to the running state, one should evaluate
the conditions on the cluster and the latest rules of C3SE.

A summary of the execution time is captured in Table B.1.

Execution Time (hr:min) parfor deploytool single core
3 users 12 N/A ∼ 0 : 45
6 users 24 N/A ∼ 1 : 30
9 users 36 N/A 2 : 15*
12 users 48 N/A 3 : 00*

* denotes extrapolated value and N/A - Not Available

Table B.1: Summary of Execution Time

Apart from this, sections of the code that either consume a lot of time or use
the MATLAB license can be avoided, especially if they remain static throughout
the simulation. They can be simply stored one time as a .mat file and retrieved
whenever needed. This is useful, for example, to create an antenna array from
WIM2, which consumes a lot of time. As the antenna radiation pattern is fixed,
only the beamformers tune them, they can be stored as a .mat file. Also, the
generation of the uniform distribution of users around an ellipse at a grid point,
presently uses Spline Toolbox and hence, consumes this MATLAB license and
execution time. When the license is not available, this can kill the simulation.
Hence, storing the one-time generated data as a .mat file can mitigate these
time consuming sections of the code and avoid the license overhead.
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