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Abstract
For establishing the trustworthiness of information retrieved through crowdsourc-
ing, trust management systems can be used, which compute a trust value used in
automated decision making. Using such systems, makes feedback vital since it gives
users incentives to do more and better [1]. An instance of the more general problem
is experienced by Forza Football, which has a desire to make automated decisions
regarding users reported lineups. The purpose of this study is to explore possible
ways to determine whether or not information retrieved through crowdsourcing from
external entities is trustworthy.

For the purpose of this study, the Design Science Research methodology was used,
beginning with a literature review for creating awareness of the problem along with
gathering requirements from the crowdsourced information retrieval domain, fol-
lowed by designing the trust management system, conducted through four iterations
by evaluating it through validation sessions with relevant participants.

The results in this study indicate that using the trust value, to evaluate the trust-
worthiness of the information retrieved, does not yield similar results as a manual
evaluation. When quality is of greatest importance, the data should be compared,
for evaluating if several users have provided the same information. In those cases,
a threshold can be set for which users’ trust values needs to exceed in order to get
their data approved. For lower quality controls, the trust value alone can be used
for automated decisions. The feedback should be immediate, containing reasons for
why the data was accepted or rejected, not including the trust value.

Keywords: Trust, Trust Management System, Crowdsourcing, Feedback.
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1
Introduction

Information is a central part of human life, and the sharing of information and re-
sources has become more important than ever, in particular in information systems
and applications. The trustworthiness of the information provided in such systems
is crucial, both for the system to operate in the right manner, but also for the social
acceptance of it. Crowdsourcing is a typical concept of sharing information, which
Jeff Howe defined as the act of an organization who outsources a function to entities
external to the organization [5]. Crowdsourced information retrieval is a concept
in which organizations take advantage of other entities by opening up their system
giving the entities the possibility of providing information to the organization [5],
[6]. This openness, allowing entities to provide information at any time, can cause
great risks. It could furthermore provide a negative effect on the quality of the
system’s computation, if the information provided is not monitored in some sense
[7]. One way of preventing this, which is of great importance, is to establish trust
between the organization and the entities providing the information. This is due to
the fact that this trust will increase both the robustness and efficiency of the sys-
tem by having the uncertainty received by exposing the system to external entities,
being decreased [8]. The concept of trust is the basis of many relationships and
cooperation between parties, and is thus of great importance [9]. Trust can have
numerous meanings, which can depend on the context or even the feeling of security
[9]. One example trust is the one given by Diego Gambetta [10]:

“Trust is a particular level of the subjective probability with which an agent assesses
that another agent or group of agents will perform a particular action, both before he
can monitor such action (or independently of his capacity ever to be able to monitor
it) and in a context in which it affects his own.”

Another definition of trust is provided by Jøsang, in his article, Can We Manage
Trust, which is the following: “Trust is the extent to which a given party is willing
to depend on something or somebody in a given situation with a feeling of relative
security, even though negative consequences are possible.” [11].

Both these given definitions are based on an actor A having positive believes about
actor B, who actor A depends on for its own welfare. It is furthermore evident
that trust is an asymmetric relationship, and therefore, trust management can be
seen from a two-sided perspective. Establishing trust between remote entities and
assessing the trustworthiness of the information provided by a remote entity is a
difficult task, since it cannot be done in the same manner as the traditional way,
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when entities actually can meet each other.

In order to deal with the issue of trust when using crowdsourcing for information re-
trieval, to establish the trustworthiness of the information retrieved from the entities,
trust management systems can be used. These kinds of systems make automated
decisions based on a certain value of trust that each entity has been given based on
previous performances. The difficulty is how this trust value should be assigned to
the entities and how it should be used by the trust management system. Thus, the
purpose of this study will be to find a way to assign and use trust in crowdsourced
information retrieval. A trust management system will be developed as a means for
the study.

This study will be a collaboration with Forza Football AB, which has a requirement
to use automated decision making in their application Forza Reporter. Forza Re-
porter is a tool used for allowing users to report lineups for numerous football teams,
for games being played on the same day. The solution for tackling the requirement
is to integrate a trust management system, which assigns trust values to users based
on previous performances and automates the decision of whether or not the user’s
reported lineup should be approved based on that trust value.

The study aims to contribute by exploring possible ways to determine whether
or not information retrieved through crowdsourcing from entities external to an
organization is trustworthy. One of the issues here is to decide when someone
actually can be seen as trusted and how a trust value should be assigned given
certain circumstances. This is particularly evident when trust is intended to be
used as the basis for automated decision making. Therefore, the study furthermore
aims at exploring how a trust value should be computed and then used. With the
use of trust values, it is vital to have some kind of feedback, letting users know why
a certain trust value is given to them, what the value means, and what is required
by the user in order to reach a certain level. Feedback is of great importance,
because it shows users that the information they provide actually is being used, or
at least acknowledged. Furthermore, feedback is a key for giving users an incentive
to do more and better [1]. Thus, another contribution from this study will be the
exploration of how and what kind of feedback users should receive regarding what
the given trust value mans and what is required by the user in order in order to
improve the trust value.

1.1 Project goal
The purpose of this study is to explore possible ways to determine whether or not
information retrieved through crowdsourcing from entities external to an organiza-
tion is trustworthy. This will be the basis for further exploration of how the trust
can be assigned and then used for making automated decisions. To enable this, a
trust management system will be developed. The system will be developed for the
Forza Reporter application, with the purpose of assigning trust values to users based
on previous performances, in order to distinguish the trustworthy users from those
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who are not. The organization Forza Football AB has a desire to in the future use
the results from this study in order to automate the decision of whether or not their
users’ reported lineups should be approved.

This study aims in particular at answering the following research questions:

• RQ1: Does using the trust value of a user to evaluate the trustworthiness of
the information provided from that user yield similar results as a man-
ual evaluation?

• RQ2: How should the trust value be used once assigned to the user?
• RQ3: How should the user receive feedback regarding what should be done to

reach a certain trust value?

1.2 Scientific contribution
This study aims at providing other practitioners, such as application developers
adapting crowdsourcing, guidance in what various ways users can be distinguished
using trust, in particular by integrating trust management systems into their current
systems. The research existing at this point brings up quite extensive information
about crowdsourcing in general, including its advantages and disadvantages. There
is also research on trust management systems, where some authors provide concrete
algorithms for how the trust management systems suggested by them can be used.
What however is lacking in today’s research, is how trust management systems can
be adapted in crowdsourcing. This study thus aims at providing ways of how trust
management systems can be integrated into crowdsourcing applications in order to
distinguish trustworthy users from those who are not.

Along with this, the study furthermore aims at providing these practitioners with
proper ways of providing feedback to their peers, in particular for those being in the
same situation as Forza Football. This since larger parts of existing research provides
guidance for how to give feedback to students, co-workers etc., but not in particular
how to provide feedback to users taking part in a crowdsourcing application, that
uses a trust management system, meaning that, should the trust value be displayed
to users or is the value insignificant to them? Or should the value be gamified in
some manner, adapting it more to the users and making it more understandable to
them? Or should the feedback simple not include this at all? These are examples of
questions which existing literature does not answer. Therefore, the results from the
evaluations taking part in this study will give propositions of what kind of feedback
is good feedback for users in such a context.

1.3 Research Methodology
For the purpose of this study, the Design Science Research methodology is used,
as suggested by Hevner [12] as shown in Figure 1.1. The methodology consists of
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Figure 1.1: Design Science Research cycles for this study. Model adapted from [2]

three main components, combined by three different cycles, which are to be com-
pleted iteratively. The components are: the knowledge base, the environment and
the actual design science research. The three connecting cycles are: the rigor cycle,
the design cycle and the relevance cycle. It furthermore mainly addresses research
by development and evaluation of IT artifacts that are designed to meet a certain
need, particularly within the industry, just as in the case of the organization Forza
Football.

The rigor cycle is the connector between the knowledge base of the foundation and
methodologies with the activities occurring within the design science [2]. During
the initial steps of the methodology, an extensive literature review was conducted
in order to create awareness of the problems existing, but also to provide a foun-
dation for the contribution of this study. The knowledge base applicable for this
study consists of: Trust, Trust Management System methodologies, Crowdsourced
Information Retrieval, Trust Management Systems in Crowdsourcing, the Process
of Feedback and Examples of Crowdsourced Information Retrieval Systems.

The relevance cycle is the binding component between the environment of the re-
search project with the activities taking place in the design science research [2].
Within the Crowdsourced Information Retrieval domain, the environment consists
of the creators of the application and the users of it. Furthermore, it includes the ex-
isting problems such as the lack of automated decision making, trust in users (both
assigning trust, but also retaining it), feedback to users when reporting a lineup and
the availability of information.

Within the design cycle, the knowledge gathered prior to this state is applied in
order to design and develop the trust management system, to make sure that this
can be applied and solve the problems within crowdsourced information retrieval.
In order to validate this during the design and development of the trust manage-
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ment system, it will be evaluated in the various iterations in the design cycle, by
conducting validation sessions with entities relevant for this study.

How this research methodology has been used during this study, in order to answer
the research questions previously presented, will be presented further in Chapter 8.

1.4 Limitations

The research on trust can be put into three different categories: microanalyses,
mesoanalyses and macroanalyses [13]. The former refers to the interactive genera-
tion of trust from the individual standpoint. The second category refers to research
on trust in social environments such as teams, partnerships, organizations etc. And
the latter case refers to research on the impact of trust in social systems and the
entire society [13]. Since this study concerns trust between an organization and
the entities outside the organization, the research will be limited to the research of
mesoanalyses.

With the current version of Forza Reporter, there does not exist any possibility of
providing feedback to users, except writing to them directly, and manually, through
an integrated messenger inside the application. In order to provide users with feed-
back about their reported lineups, and provide them a list of their historical reports,
which is a form of feedback itself, it is essential to have user profiles. Even though
users are unique by their user ID internally, user profiles are vital and required for
the process of feedback to be possible. This due to that the user ID is only a unique
distinguisher, used internally to keep track of users, and does thus not provide any
kind of way of giving users feedback. Since user profiles do not exist in the version
of Forza Reporter prior to the beginning of this study, this becomes a limitation.
Due to internal limitations at Forza Football AB, it is not possible to integrate
user accounts into Forza Reporter during the time limit of this study. Therefore,
a workaround will be have to be made. Different drafts will be constructed, with
different options of potential feedback, which will be evaluated together with vari-
ous participants in order to conclude what type of feedback is the best one for this
particular case.

1.5 Report structure

The report has been structured in such a way that it first provides the problems
that this thesis aims at solving. This is followed by extensive background informa-
tion relevant for the topic of this thesis. After giving the reader enough background
knowledge, the design of the trust management system is presented, followed by the
results, a discussion and conclusions.

The initial part of the report provides the problem statement. The reason for pro-
viding the problem statement so early in the report, is due to that the extensive
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background information provided afterwards, is provided in the context of the prob-
lem being solved in this study, making this order natural. Within this chapter,
existing problems with trust and trust management in general will be presented,
laying a foundation for the more concrete problem for which this study revolves
around. This study aims at solving Forza Football’s problem with trust towards
their users, knowing how to distinguish trustworthy users from those who are not,
and using this as a basis for automated decision making. With that comes a trust
management system. The trust management system is to be used, in conjunction
with the current system, in order to assign trust values to users depending on their
previous performances, and thus distinguish the users with positive outcomes from
those with negative. More specific details about the existing problems will be pre-
sented within this chapter. Furthermore, in conjunction to this, the requirements
for the trust management system for this study will be provided, in order to provide
information about how the trust management system for this study is intended to
be used.

Following the problem statement comes extensive background information chapters,
which has been divided into five different chapters, relevant for each topic. The
third chapter, What trust is and how to manage it using trust management systems,
provides an insight into the concept of trust and the definitions if it. The chapter
furthermore provides a definition of what trust management is, how trust can be
managed, and different kinds of specializations of systems adapted for trust manage-
ment. Thereafter follows a section about which specialization of the different trust
management systems has been chosen for this study, and the reason behind this
choice. The fourth chapter, Crowdsourced Information Retrieval, provides defini-
tions of crowdsourcing, examples of concepts commonly mistaken for crowdsourcing,
different categorizations of crowdsourcing cases within different kinds of typologies
and issues existing within crowdsourcing. The fifth chapter, Trust Management Sys-
tems in Crowdsourcing, presents the opportunities of trust management systems in
crowdsourcing. In the sixth chapter, What Is Feedback And Why Is It Important, the
different strategies and content, important for good feedback, are a big part of this
chapter. The chapter is concluded with reasons for why feedback is important. The
final chapter in the literature review, Examples of Crowdsourcing Information Re-
trieval Systems, provides examples of Crowdsourced Information Retrieval Systems,
both those that are completely crowdsourced, but also those applications adapting
crowdsourcing by integrating trust management systems into their current systems.

Within the eighth chapter, the design of the trust management will be presented,
followed by the results retrieved from validation sessions conducted with participants
relevant for this study, ending with a discussion and conclusions.
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Problem Statement

In order to deal with the issue of trust when using crowdsourcing for information re-
trieval, to establish the trustworthiness of the information retrieved from the entities
and the entities themselves, trust management systems can be used. When using
trust management systems for automated decision making, users are given a certain
trust value, depending on their previous performances. One of the difficulties here
lies in knowing when a user can be seen as trusted, and thus knowing how the trust
value should be assigned to the user and how it should be used by the trust manage-
ment system. If a user has a high trust value, all the information within the context
in question, provided by that specific user will automatically be trusted. Whilst
information coming from a user with a low trust value will require to be reviewed
cautiously before an automated decision can be made. Another issue existing when
using external entities for information retrieval is the veracity and validity of the
information. The veracity of the information refers to the quality of it, which refers
to the level of uncertainty of the information retrieved due to the information being
inconsistent or incomplete. The veracity of the information retrieved is derived from
the user’s trust. The validity of the information retrieved refers to how correct and
accurate the information is for the intended purpose [14], [15].

Trust is a relatively sensitive concept, and yet it is one of the most important as-
pects in human life, laying the basis for numerous kinds of relationships [5], [6].
Numerous researchers have throughout the years tried defining the concept of trust,
especially in different kinds of contexts, and yet they have only managed on agreeing
on certain common characteristics that trust possesses, such as that it is based on
experiences with other peers and its relevance when facing risks. The most common
characteristics defining trust are the following:

• Trust is implicit: For a trust relationship between the trustor A and the
trustee B, it is possible to define both the context and the timespan related to
this relationship. It is however not possible to explicitly define the willingness
and capability of other entities potentially involved in this relationship. It
is also not possible to estimate changes in the context, and as the timespan
changes, so does ones beliefs [16].

• Trust is subjective: If trustor A trusts the trustee B, it does not necessarily
mean that entity C also will trust B. Trust therefore depends on the trustor’s
perspective.

• Trust is asymmetric: If trustor A trusts the trustee B, it does not necessarily
mean that B will trust A in turn. This means that that trust is a non-mutual
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reciprocal. Despite this, trust can at times be symmetric.
• Trust is context-dependent: Having trustor A and trustee B, the trust

between these two entities may depend on different contexts, such as task
goal, timespan or environment. This means that trustor A may trust the
trustee B for a particular task goal, within a given timespan in environment
X, but not in environment Y, for example.

• Trust is antonymous: Trust depends on the given context. This context
may however be perceived differently by the trustor A and the trustee B [16].

• Trust may not be transitive, but propagative: If trustor A trusts the
trustee B, and B in turn trusts another entity C, it does not necessarily mean
that A also will trust entity C. However, the trusting relationship between en-
tity B and C, can give entity A an indication of the trustworthiness of entity
C, in order to make an assessment of the trust of entity C.

These characteristics add a complexity to trust in which many aspects need to be
taken into consideration when deciding whether or not to trust another entity. Some
of the issues existing are deciding when someone actually can be seen as trusted and
how this trust can be managed. This is particularly evident when trust is intended
to be used as the basis for automated decision making. One of the greatest problems
here is what defines an entity as trusted. Another problem is what possible ways
there are to determine whether or not information retrieved through crowdsourcing
from entities external to an organization is trustworthy. This especially since trust
can vary depending on the context, if it is trust between humans or a human and
a system or social aspects, just to mention a few [9]. For this study, it is of partic-
ular interest what defines a user as trusted and how that trust can be established.
Furthermore, in trust management, each user is usually given a certain trust value,
which is a value indicating users trustworthiness based on previous performances.
The problem with such a value is how it should be computed and used, once assigned.

2.1 The Forza Reporter problem
An instance of the more general problem of automated decision making based on
crowdsourced information, is the one that Forza Football AB is experiencing with
their application, Forza Reporter. The application, established in August 2017, is
a football application relying on crowdsourced data. It allows its users to report
lineups for all teams existing in the application. If the lineup is approved, it will be
displayed in their live-score application, Forza Football, containing statistics about
both teams and players [17]. The process of approving a lineup in today’s situation
is not optimal and relatively time consuming. The solution used currently is an
administrative user interface tool, where all reported lineups are received. In the
administrative user interface, depending on if the reported lineup is with or without
formation, there is an overview of the starting eleven on the field or a list representa-
tion showing the starting eleven together with the substitutes, respectively. Within
the administrative user interface, a person needs to examine each reported lineup
by comparing the user’s reported lineup with the source that the user has provided.
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This source is required to be official and should indicate from where the user found
the lineup. A valid source is for example the club itself, well-known newspapers or
similar. This means that, within the administrative user interface tool, the source
that the user has added needs to be reviewed as well upon receiving the lineup. If the
lineups are matching and the source is valid, the lineup will be approved and thus
displayed within the application Forza Football. If the source is invalid however, the
lineup is immediately discarded. Whilst in the case of any incorrectness within the
reported lineup, the decision of approving or discarding it will depend the severity
of the incorrectness. If there are a few players that are incorrect, which may be due
to that some players are missing in the squad in the application, or if few players’
positions have been switched, the lineup will be updated to match the official one
by the persons working in the administrative user interface and then approved. A
few players means perhaps 2-3 maximum. On the other hand, if half of the team
or more is incorrect, the lineup will be discarded immediately. Furthermore, with
today’s solution, the users do not receive any kind of feedback regarding whether
or not their lineup was approved or any reason for why their lineup has been rejected.

During the few months that the application has existed, numerous lineups have been
sent in by users. The data collected from this has indicated that several, typically
different, users either have reported the completely wrong lineups or had invalid
sources, for the same game. The conclusions made so far are that there currently is
no proper incentive for users to report valid lineups and no methodology for Forza
Reporter to assign trust to users and therefore distinguish those who have a positive
impact, meaning those users who report correct lineups, from those who do not.
Furthermore, there is a great need for automated decisions completed by a system,
in Forza Reporter. This due to that there currently are many users and lineups
streaming in, into the administrative user interface, where workers at Forza Football
AB need to spend numerous hours reviewing lineups and making a decision for what
to do with them. The application is currently only released in three countries, but
is planned for being released in several more, which immediately means more users
and more lineups, which would become work overload for the team responsible for
the received lineups. In order to solve these existing issues, there is a need for a
trust management system for Forza Reporter. The trust management system is to
be used, in conjunction with the current system, in order to assign trust values to
users depending on their performances, and thus distinguish the users with positive
outcomes from those with negative ones. The desire from the organization Forza
Football AB is to use this trust management system in order to make automated
decisions regarding users reported lineups. The aim is to have the trust management
system determine users trust values based on previous performances and make a
decision based on the value: either to approve the lineup reported by the user, or to
discard it. The trust management system should also increase or decrease the users
trust value, depending on if the user reported an accurate lineup or a completely
inaccurate one, respectively.
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2.2 Requirements for the trust management sys-
tem for this study

The trust management system that is to be implemented for the purpose of this
study, needs to meet certain requirements. The trust management system is to be
used, in conjunction with the current system, Forza Reporter, in order to assign
trust values to users depending on their performances, and thus distinguish those
users with positive outcomes, meaning those who provide accurate lineups, from
those with negative ones, corresponding to users who provide inaccurate lineups.
Users’ performances are decided by the historical data available of the lineups they
have reported and the quality of each reported lineup. As mentioned in Section 1.1,
the organization Forza Football AB has a desire to in the future use the results from
this study in order to automate the decision of the approval or rejection of users’
lineups. It is therefore a part of this study to investigate how the trust management
system will be used in order to make automated decisions regarding users reported
lineups, based on the trust value. The trust management system should also increase
or decrease the users trust value, depending on if the user reported a correct lineup
or a completely incorrect one, respectively. The increment of the trust value should
furthermore depend on the quality of the lineup reported by the user. Once the
trust value has been assigned, the problem that arises is how the trust value should
be used and what metrics, besides the outcome of the reported lineup, causes the
trust value to be increased or decreased. The most important aspects needed to be
taken into consideration when assigning the trust value to a user and then putting
it into use, are the following:

Assigning trust values

• Assign trust values to users based on previous performances. The value lies
between 0-1. 0 indicates that all the user’s reported lineups have been rejected.
Having 1 in trust value indicates that the user’s Z most recent lineups have
been accurate, meaning that the user is seen as completely trusted. How many
lineups, Z, need to be reported will be tried out during the different iterations
in this study.

• When reporting the first correct lineup, what trust value should the user re-
ceive?

• What happens when the user reports an incorrect lineup?
• Should the user report x correct lineups in order to get a higher trust value? Or

does the trust value increase with a certain value X for each correctly reported
lineup?

• Should the increase of the users trust value also depend on the correctness of
the lineup? There are cases where the lineup provided by a user is approved,
after certain, minor adjustments have been made. That would mean that
the increase of the users trust value would thus depend on the number of
adjustments required prior to the approval of a lineup. Or should the trust
value be increased with the same value no matter the case?

• Increase the users trust value if the reported lineup is correct, even though the
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lineup might not be approved.
• Decrease the users trust value with Y when an incorrect lineup is reported.
• Should Y depend on the severity of the error? Meaning, if the error is a matter

of one incorrect position or player, the decrease of the trust value should be
minor, and for the opposite case, it could be a matter of purposeful damage,
and the trust value should then be decreased with a larger value.

• Should the trust value be global or local? Meaning, should the trustworthiness
of a user be valid throughout the entire content in the application, or should
it only be valid for the specific team for which the user has reported lineups
for?

• Should the trust value for each user, be calculated based on a specific times-
pan, e.g. last two months, or from the users initial lineup until today?

Using trust values

• Should the system only rely on the user’s trust value or by comparing users
lineups for the same team with each other, when making automated decisions?
Or both? Or does the automated decision making process need to be supported
by another value, indicating the user’s history of reported lineups in some
manner, for example?

• Should a user get its lineup automatically approved first when its trust value
is above a certain given threshold?

• If setting a threshold for what trust value is required for getting a lineup
approved, what happens with lineups reported by users, if their trust values
are below the threshold, but their lineups have proven to be correct after
comparisons between each other?

• Should a user with a trust value beneath a certain threshold automatically
get its lineup discarded? And leave room for it to be manually reviewed? Or
should the user’s lineup automatically be compared to other users lineup for
the same team, and let the system make a decision based on their similarities?

• If comparing users lineups with each other in order to decide whether or not
the lineup is correct, should the users’ trust values decide who gets its lineup
displayed in Forza Football, or should that be based on which user reported
the lineup first?

Once this trust value has been put into use, the user should receive some kind of
feedback regarding the reported lineups and trust value. Feedback is of great im-
portance, because it shows users that the information they provide actually is being
used, or at least acknowledged. Furthermore, feedback is a key for giving users an
incentive to do more and better [1]. Thus, the feedback needs to be informative
enough to give the users an incentive to continue reporting correct lineups. The
feedback could include both a response of whether or not the user’s lineup was ap-
proved, and depending on the outcome, what trust value the user is given. What
needs to be considered with the feedback is the following:
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Giving feedback

• Should the trust value be displayed to the user? Will the user understand
what that number means? Or is this not significant to the user?

• Should the trust value be gamified? Meaning, if a user for example has a trust
value of 0.1, the user is a water-boy. Or if the user has 1.0 in trust value, the
user is a coach.

• Should the trust value be displayed together with its gamification to the user?
Or only the gamified value?

• Should the user receive feedback about what is required to reach the next step
or even the highest value?

• When the lineup is correct or the user’s trust value is high enough to get the
lineup automatically approved, send proper feedback explaining the reasons
for the approval.

• When the lineup is incorrect, but the user has a high trust value, send feedback
explaining the reason for rejection.

• When the lineup is incorrect and the user’s trust value is low, send feedback
explaining the reason for rejection.

• For each rejected lineup, should the feedback include the new trust value, the
reason for it being lowered, and an explanation for what the user has to do in
order to reach a higher trust value again, or only the reason for rejection?

• For each approved lineup, should the feedback include the new trust value
and an explanation about what that new value means, or only the reason for
approval?

• What proper feedback is, will be investigated during the different iterations in
this study.

As it can be seen, the process of feedback is a complex one, requiring a lot of aspects
to be taken into consideration. But at the same time, feedback is one of the most
important things, and is thus also of great significance for this study.
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3
What Trust Is and How to
Manage it Using Trust
Management Systems

Trust is the basis of many relationships and cooperation between parties, and is
thus of great importance [9]. Trust can have numerous meanings, which can depend
on the context or even the feeling of security [9]. During our lifetime, we will meet
numerous people in different kinds of situations, giving us the opportunity to achieve
our goals in life. The success of these different opportunities sometimes solely de-
pends on our own efforts and are therefore dependent on our own responsibility.
In other cases however, the opportunities we have may depend on other people’s
will and good-faith to complete what we expect them to. With interactions such
as these, risks arise, since we need to completely rely on an uncontrollable situa-
tion, without any certainty of the final outcome [9], [18], [19]. In some scenarios,
we make the decision to rely on someone else’s actions, despite knowing the poten-
tial risks. In situations such as these, when the person we are relying on does not
perform actions meeting our expectations, we may reach two different states. We
are aware of the risks beforehand, but nevertheless decide to rely on someone else’s
decisions and actions. In the other case, we may come to feel disappointed and
potentially even mislead, because we left our future in the hands of another person’s
decisions and actions, without concern of the potential risks ahead. This is the case
that Forza Reporter currently is facing, relying on their users to provide them with
lineups for teams, and thus facing both the risk of incorrect information and users
who deliberately want to destroy for the organization behind the application, Forza
Football, and reaching a point of disappointment due to that the outcome of the
crowdsourcing project has not become as expected.

These different scenarios provide an indication of the value and importance of trust.
Despite the ease of trusting another person, risks will always be involved. Even
though risks are involved in the concept of trust, there are numerous other difficul-
ties at hand. What is trust? When can someone be seen as trusted? What does
trust depend on? And what are the greatest issues existing with trust? Numerous
researchers have throughout the years tried to define the concept of trust, especially
in different kinds of contexts, and yet they have only managed on agreeing on cer-
tain common characteristics that trust possesses. The research on trust can be put
into three different categories: microanalyses, mesoanalyses and macroanalyses [13].
The former refers to the interactive generation of trust from the individual stand-
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point. The second category refers to research on trust in social environments such
as teams, partnerships, organizations etc. And the latter case refers to research on
the impact of trust in social systems and the entire society [13]. Since this study
concerns trust between an organization and the entities external to the organization,
it is the mesoanalyses that is of interest.

3.1 The concept of trust
Trust is a concept that can take various forms, depending on the context, the feeling
of security, the persons involved, just to mention a few variables that may affect our
trust in someone else [11]. That we say that we trust our doctor to heal us, will not
necessarily mean that we trust other drivers when being in traffic, and vice versa.
And our trust in a user who provides correct lineups, does not mean that we will
trust the same user in providing players in a squad, and vice versa. Saying that
we trust a particular person in a particular situation, does not mean that we would
trust the same person within another situation in a different context, or that we
would trust another person in the same context. This means, that trust may have
a different meaning depending on the persons involved and the context.

Trust requires at least two entities, and is thus normally seen from a two-sided
perspective. An entity A relying on another entity B assesses the trustworthiness
of B, while B, in some cases, is interested in giving the best picture of itself, by
meeting A’s expectations. In other cases however, there is a possibility of that B
might intentionally or unintentionally try to exploit A. This can be achieved by
giving A false impression of B’s trustworthiness for whatever the reasons may be,
such as for B’s own personal gain [11]. Even though trust normally concerns the
relation between two individuals, it may also extend further and thus concern the
relation between an individual and other entities such as a group, organizations etc.
The person trusting another entity, is normally referred to as a trustor, while the
entity being trusted is referred to as a trustee. The trustor A normally only trusts
the trustor B within a certain context X, which is referred to as the content of the
trust relation. This relationship between the trustor and trustee is known as a trust
relation. The fact that A (the trustor) trusts B (the trustee) with respect to X, is
the basis of different trust relations, such as the trust relation between two partners,
or the trust relation existing between an organization and its users taking part in
a crowdsourcing project, providing information to the organization [3], [11], [20],
[21]. For this study in particular, the organization Forza Football AB, is in a need
of users that they can trust in the context of lineups. This trust relation between
these two entities involves risks, both in the case of Forza Football AB, but also
in general. When trustor A leaves its faith in the hands of the trustee B, there is
no certainty that B will complete and deliver what is expected, and thus, A has
no certainty of whether or not the expected outcome will be reached [9], [18], [19].
This is something that has been evident in Forza Reporter, where there has been all
kinds of users who at some points meet the expectations, but at other times do not
deliver what is expected. The consistent users, providing either correct or incorrect
lineups at all times have created a pattern, letting the organization know what the
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Figure 3.1: Model of the trust problem. Model adapted from [3]

outcome of the next lineup most likely will be. Whilst with the inconsistent users,
their are great risks at hand, since there is no way for the organization to tell what
they will provide next time they report a lineup.

In his book, Trust and Rationality, S. Alexander Rompf presents that the trustor
faces a trust problem when facing a situation where a decision needs to made re-
garding whether or not another entity can be trusted [22]. In this trust problem,
the trustor may make two different kinds of decisions, to either trust or distrust
the trustee. Further work on the same topic was conducted by Wang and Singh,
who build on top of Jøsang’s definition of trust, adopting it into a tripled trust
space, consisting of belief, disbelief and uncertainty. “Trust in this sense is neutral
as to the outcome and is reflected in the certainty (i.e., one minus the uncertainty)”
[23]. The first situation which may occur is trust in a party, where the belief in
the trustee is high, the disbelief is low and the uncertainty of the trust relation is
also low. Rompf defines the trust in a party to be an act where the trustor com-
pletely relies on the trustee, and may not predict with certainty how the outcome
of the trustee’s decision-making and actions thereafter will end up. The trustor
can also not affect the outcome with external enforcement. The trustee’s actions
solely decide whether the trustor will loose or gain something from the trust rela-
tion. Distrust in a party, is the second situation, where the beliefs in the trustee
are low while the disbelieves are high. The uncertainty in this particular situation
is also low. Rompf adds to this, by stating that the trustor can affect the outcome
of the interaction with the trustee with some degree of certainty, by eliminating
potential damage from the start. In this case, the trustor does not solely rely on the
trustee’s decisions and actions as for determining whether the outcome will lead to
a loss or gain. By having the trustor controlling the situation, the potential risks
are significantly lowered, which gives the trustor a larger certainty of the expected
outcome. The final situation existing according to Wang and Singh, is the lack of
trust in a party, where the uncertainty of the trust relation is high. The degree of
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uncertainty when trusting another entity, varies depending on two key metrics: 1.
Effect of evidence: If the amount of trust evidence is high, so will the certainty be;
and 2. If the conflicts between positive and negative outcomes is high in the trust
evidence, the certainty decreases [23].

Rompf additionally states that, in most cases, the trustor has no other option than
to trust, meaning that rarely, the trustor has the possibility of controlling the inter-
action completely, both in social and in computational systems. In the cases where
a trustor A, completely needs to trust, trustee B, the actions completed by B would
be called a trusting act, which is the constitution of the trust relation between the
two entities. When there is a trust relation X between the two entities, it means
that the trustee B has made actions that are of no harm for the trustor A, but rather
have created gain for A. With such actions, B is seen to be trustworthy and thus
fulfills the trust of A. In some cases, however, A has the possibility to affect the
outcome with some degree of certainty, without solely trusting B and the actions
completed. The relation between A and B would then be known as distrust. This
trust problem, having a trustor A making the decision regarding if a trustee B can
be trusted or not, with respect to X, is demonstrated in Figure 3.1. As mentioned
in Chapter 2, Forza Reporter requires its users to add an official source of where
the lineup was found, in order to make sure that the lineup is an accurate one, and
not just a made up lineup created by the user. Forza Football AB currently also
review all incoming lineups manually, which also is a way for the organization to
make sure that no incorrect or misleading lineups are displayed in their live-score
application Forza Football. This is a way for them to control the situation, as for
what is displayed in Forza Football. There is however no way for the organization
to control the actions completed by the users, meaning that they need to completely
rely on the users, and trust them to provide what is expected.

Within the trust problem, there are different possible outcomes, as presented in
Figure 3.1. One of the outcomes could be that the trustor A, distrusts the trustee
B, which could lead to no interaction at all between A and B. This would give a
payoff of zero for both parties since none of them would gain anything in this case.
For the opposite case where the trustor A trusts the trustee B, it may lead to two
different outcomes: honor and fail. When the former case is reached, it means that
B has satisfied A’s expectations leading to an equal payoff for both A and B - a win-
win situation. What B would gain from such an outcome, varies depending on the
situation and trust relation, but it could be anything from recognition to important
contacts, money, internship, just to mention a few. For the other case however, if
the trust relation leads to failure, it means that B has failed A and thus violated
the trust relation. The payoff for A becomes negative, since A has put its trust into
B, where B has failed to meet the expectations. In this situation, the trustor A has
put more on stake than B, and thus looses more than B does, whilst B still gains
something, leading to a payoff smaller than one.

Example: In the case of Forza Reporter, where the organization Forza Football
AB needs to rely on its users for providing correct lineups for teams on their match-
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day, the organization will put itself at risk since money, time and the organization’s
reputation might be at stake depending on the outcome of the situation. If the or-
ganization comes to the conclusion that a user cannot be trusted, no interaction will
occur between these entities, meaning that none of the parties will gain anything,
leading to a payoff of zero for both. However, if the organization would find the
user to be trustworthy and the user actually would meet the desired outcome, both
parties would gain something from the trust relation, leading to a payoff of one,
respectively. The organization would gain what they expected, an accurate lineup
for a team within the specified time frame. What the user would gain in such an
outcome, is in this particular case, getting its reported lineup displayed in Forza
Football together with the name that the user entered in conjunction with sending
in the lineup. But if the user, on the other hand, fails to meet the organization’s
expectations, for example by providing an incorrect lineup or an invalid source, even
though the organization trusted the user, the organization would loose time, money
etc. that has been put at risk for this trust relation. For the user on the other hand,
there is not that much to gain by creating a distrust relation to the organization.
What potentially could be gained for the user is experience and learnings.

One of the most important aspects of trust is that it involves risks. Taking risks
means diving into the unknown. In Trust: Making and Breaking Cooperative Re-
lations, Niklas Luhmann makes a distinction between trust and familiarity [18].
According to Luhmann, trust is a matter of risk taking, while familiarity is an un-
avoidable factor since familiar things cross our lives on a daily basis. Familiarity
lacks complexity, since what is familiar to us is already known, meaning that fa-
miliarity is a relatively simple aspect [18]. Since trust is a function of decreasing
the complexity and risks, it means that there is no room for trust within familiar-
ity [24]. However, Luhmann also points out that familiarity cannot be neglected
within the concept of trust, since trust is an occurrence within a familiar world
where changes are at hand, causing an impact on the possibility of creating trust
relations [18]. These statements are rather contradictory, saying that trust cannot
take place within a familiar world, while familiarity cannot be neglected when dis-
cussing the concept of trust. The meaning of these contradictory statements is that
trust regards the future, but the future cannot exist without the past, meaning that
familiarity is a precondition for trust. Trust is not something that can be estab-
lished at a first glance. There is a need for past experiences enabling us to make
the decision regarding whether or not to trust another entity and thus dive into the
unknown - the unfamiliar world - not knowing the outcome with certainty [24].

Besides the prerequisite of familiarity for establishing trust, Luhmann further points
out that self-assurance is another important aspect. Having self-assurance means
having an inner security, which enables the entity to anticipate potential negative
outcomes with tranquility, without immediately acting on a conceivable possibility.

“Trust can come about if these internal reduction mechanisms are stabilized in such
a way that they complement the environmental reduction and thus are in a position
to reinforce it at critical points. In other words, bestowing trust is made possible and
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easy by the fact that the trusting system has inner resources available which are not
structurally tied up, and which, in the case of a disappointment of trust, can be put
into action and take over the burden of the reduction of complexity and the solving
of problems.”

This is a statement taken from Trust and Power, a book written by Luhmann in 1979
[24]. And according to this, Luhmann means that the presence of self-confidence
decreases the complexity existing with trust, giving the trustor some certainty of
the outcome. Besides bringing up the prerequisites for trust and the involvement of
risks, Luhmann further states that trust can only exist where the possible outcome
has a greater damage than advantage. This due to that, otherwise, the potential
risks involved would be within acceptable limits, making the decision and actions
easy for the entity. In those situations where an action or decision would make
someone feel regret due to a negative outcome, is where trust is required [18].

Further work on trust has been done by D. H. McKnight and N. L. Chervany in
their technical report The Meaning of Trust, where they, among other things, have
taken the most common and important aspects of trust and defined six trust con-
structs: Trusting Intention, Trusting Behaviour, Trusting Beliefs, System Trust,
Dispositional Trust and Situational Decision to Trust [9]. The Trusting Intention
is “the extent to which one party is willing to depend on the other party in a given
situation with a feeling of relatively security, even though negative consequences are
possible.” [9]. The trusting intention is both situation-specific and intentional, since
one entity is willing to depend on another entity in a given situation. One entity A
having a Trusting Intention towards another entity B can reach a so called recip-
rocal dyadic trusting intention relationship, which means that B also has a
trusting intention towards entity A. There are certainly even higher level combina-
tions with more entities involved. Due to the large complexity of making an analysis
with numerous entities involved, McKnight and Chervany define the Trust Intention
on an individual level, meaning that it is one-way directional, having one entity re-
lying on another entity, but not vice versa. There are five elements that constitute
the trusting intention: Potential negative consequences, Dependence, Feel-
ings of security, Situation-specific context and Lack of reliance on control,
which all previously have been discussed.

The Trusting Behaviour is “the extent to which one person voluntarily depends on
another person in a specific situation with a feeling of relative security, even though
negative consequences are possible.” [9]. What distinguishes the trusting behaviour
from the Trusting Intention is the behavioral term depends as opposed to the in-
tentional (cognitive-based) construct willingness to depend. When depending on
another person, one gives the person a certain power over oneself, meaning being
placed in a situation of risk. Trusting Behaviour thus implies that risks have been
accepted. The entity depending on another entity is thus placed in a situation with
low or no control at all.

Trusting beliefs regards the extent to which one entity believes that another entity
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is trustworthy. Viewing a trustee as trustworthy means that the trustee is able and
willing to act in the trustor’s best interest. The trusting beliefs can be narrowed
down into different kinds of constructs, and McKnight and Chervany have chosen
the following four:

1. Benevolence - having another entity’s best interest in mind, and thus acting
accordingly.

2. Honesty - speaking the truth, completing and fulfilling what has been agreed
upon.

3. Competence - having the ability and right skills to complete what is expected
by the other entity.

4. Predictability - consistent actions leading to that another entity can forecast
upcoming actions in a given situation.

The combination of these four beliefs provides a solid foundation both for trusting
intention and trusting behaviour. As McKnight and Chervany put it “That is, if
one is consistently (predictably) proven to be willing (benevolent) and able (com-
petent) to serve the trustor’s interests in an (honest) manner, then one is worthy
of trust indeed.”. With these beliefs, an entity has established cognitive constructs
called Trusting Beliefs finding their expressions in the Trusting Intentions being
acted upon within the Trusting Behaviour.

System trust is “the extent to which one believes that proper impersonal structures
are in place to enable one to anticipate a successful future endeavor”. McKnight
and Chervany differentiate the impersonal structures into: structural assurance and
situational normality. The former one regards things such as regulations or con-
tracts. The latter one refers to the entity’s or other entities role within a particular
situation. Trust Intention is supported by the System Trust due to the fact that
the latter provides structural assurance safeguards, making it safe for the entity to
depend on another entity and thus taking risks. In social systems for example, laws
and their enforcement are adapted in order to make these situations controllable,
providing these assurance safeguards.

Dispositional Trust regards the extent to which an entity has a consistent tendency
to “trust across a broad spectrum of situations and persons.”. There are two different
kinds of directions of Dispositional Trust. One of them is known as Belief-in-People
which means that an entity in general finds other entities to be trustworthy and
thus trusts other entities in almost any situation. The other one, called Trusting
Stance, regards those entities that believe that one may obtain a better outcome by
trusting other entities, and thus generally trusts other entities. The Dispositional
Trust construct becomes directed to people, meaning that people should be trusted
in general, still within a context and familiarity, when Trusting Stance and Belief-in-
People are combined. Belief-in-People, believing that other people are trustworthy
in general, means that one has Trusting Beliefs, which eventually turns into Trust-
ing Intention. As for Trusting Stance, believing that trusting other entities leads to
a better outcome, encourages the entity to be dependent on others, meaning that
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Trusting Stance directly leads to Trusting Intention, and does thus not affect the
Trusting Beliefs.

The final one of the six trust constructs presented by McKnight and Chervany is
Situational Decision of Trust, which regards the extent to which an entity aims at
depending on a non-specific entity in a particular situation. This means that an
entity has decided beforehand to always trust within a particular situation, no mat-
ter the entities involved, since trusting in that particular situation provides benefits
that outweigh the potential negative outcome. Situational Decision to Trust does
not support Trusting Beliefs since it is not concerned with the trustworthiness of
another entity. However, since it is encouraged to be willing to depend on another
entity in a particular situation, it does directly support Trusting Intention.

At this point, a general viewpoint of the concept of trust has been provided. What
constitutes trust and what initiates it, and what problems exist both beforehand but
also after a decision has been made to trust another entity, has also been provided.
Even though the concept of trust is a wide one, consisting of numerous definitions
by various researchers, there are common characteristics representing the concept
of trust, which have been presented in Chapter 2. The concept of trust is most
certainly a complex one, consisting of more aspects than one might imagine at a
single glance. Trusting another entity means depending on that the entity will make
decisions and take actions that are in ones best interest. This dependence between
two entities is a matter of risk-taking since the trusting entity cannot affect the
outcome with external enforcement. Assessing the trustworthiness of the actions
completed by the entity is a hard task at hand, and in the following section, trust
management will be presented.

3.2 Managing Trust Using Trust Management Sys-
tems

The traditional way of establishing trust in physical form by meetings and interac-
tions between two entities, cannot be applied in the same manner when it comes
to computer systems and applications. When information for a system is to be
retrieved through crowdsourcing via external entities, the assessment of a system’s
trustworthiness becomes relatively difficult, since the information is provided by the
crowd. And when the crowd is used for such a purpose, from the system creators
perspective, there is a need for a trust relation between the creators and the crowd,
where the creators need to trust in the crowd to provide information that is of
gain to the creators, as discussed in Section 3.1. This also gives the organization
behind the system numerous challenges to tackle in order to create customer re-
lationships which induce trust. Managing trust within an environment where the
online interaction between the organization and the crowds is required, has a focus
on understanding and facilitating the trust between these involved entities. One
of the purposes of trust management is to stimulate the external entities’ and the
organization’s positive opinions towards the online environment’s possibilities for
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interactions. For an organization to assess the trustworthiness of the information
retrieved through crowdsourcing using external entities, the organization’s system
is in a great need of a strategy and methodology enabling the organization to decide
the trustworthiness of remote entities. The organization is also in need of creating
customer relationships which induce trust, and thus, the trustworthy entities are
also in need of methodologies enabling them to be acknowledged for the work they
provide. Being acknowledged means receiving some sort of recognition for taking
part in an organization’s crowdsourcing project. Systems applying such methodolo-
gies are known as trust management systems. A system of this kind computes a
certain trust value in order to enable the possibility of decision making in an au-
tomated manner. A trust value is typically a binary value between 0-1, indicating
how trustworthy the user, and thus also the provided information by that particular
user, may be. Since trust evolves over time, so does the trust value. In Jøsang’s
article, Can we manage trust? [11], trust management for online environments is
defined as follows:

"The activity of creating systems and methods that allow relying parties to make
assessments and decisions regarding the dependability of potential transactions in-
volving risk, and that also allow players and system owners to increase and correctly
represent the reliability of themselves and their systems."

The definitions of trust and trust management have lead to computational models
that focus on different aspects of trust management, evaluating the trustworthiness
of entities and the information provided by them. In order for an entity to eval-
uate the trustworthiness of another certain entity, these models use probabilistic,
socio-cognitive or organizational techniques. When the trustworthiness of an entity
has been determined, the entity is enabled to make trust-aware decisions regarding
whether or not to interact with the given entity at a certain point in time.

There are four specializations of trust management systems; direct trust evaluation,
reputation-based trust evaluation, socio-cognitive trust evaluation and organization
trust evaluation, which will be presented in their respective section [25]. The eval-
uation method relevant for this study is Direct trust evaluation, where the reasons
behind the choice are given in Section 3.2.6. The other evaluation methods are still
presented for the sake of context, and it is up to the reader whether or not to read
them.

3.2.1 Direct trust evaluation
There are numerous ways of establishing trust between entities, and one possible
way is by the observation of previous interactions with entities. These interactions
consist both of positive and negative experiences between the two entities, as well
as the timespan of each interaction. Modelling trust between entities can be done
by viewing the interaction risk as the probability of potentially being misled by the
interaction entity. This kind of probability can evolve over time by a trustor who
looks at previous interactions with the trustee. These previous interactions become
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direct evidence for the trustor to decide the trustworthiness of the trustee. The most
common evaluation of a trustee entity’s trustworthiness is defined within a certain
context. The context usually consists of previous interactions that have occurred
within that particular context. This makes the trustworthiness of an entity to only
be valid within that particular context, which makes it necessary for the trustor
to distinguish the relevant information for making proper interaction decision at a
particular moment [25].

One instance of the direct trust evaluation model, was presented by Wang and Singh
in 2007, where the presence of the uncertainty in trust evaluation was quantified [23].
An example of a potential scenario is when trustor A only has had interactions at
two occasions with a trustee B, where the outcome in both cases has been successful,
whereas another trustor, C has had 50 interactions with B, where only half of them
have been successful. Which of these two gives enough evidence to assess the trust-
worthiness of trustee B, with least uncertainty? In their article, Wang and Singh
tackled this problem by providing a function that calculates the uncertainty in a set
of trust evidence, which are based on the distribution of positive and negative out-
comes. The method provides a certainty value within a range [0, 1], which is based
in statistical inference. The value 0 represents the highest value of uncertainty on
the scale, while 1 indicates the opposite. As previously mentioned, in Section 3.1,
the certainty of a trustee will be high if: 1. The amount of trust evidence is high;
and 2. The conflicts between positive and negative outcomes is low.

3.2.2 Reputation-based trust evaluation
A reputation-based trust model combines the direct and indirect interactions and
events with an entity in order to estimate that entity’s trustworthiness. Indirect
interactions are between the trustee and a third party, who in turn determines a
direct trust value and makes it available for the trustor to use. One example of such
a case is for example the reputation system, TrustPilot, where entities rate their in-
teractions and events with an organization [26]. The overall reputation of the entity
being rated will be the sum of all the ratings over a certain timespan. For reputa-
tion based trust evaluation systems there are general design guidelines provided [27].

1. “The system should be self-policing. That is, the shared ethics of the user
population are defined and enforced by the peers themselves and not by some
central authority.

2. The system should maintain anonymity. That is, a peer’s reputation should
be associated with an opaque identifier (such as the peer’s Gnutella username)
rather than with an externally associated identity (such as a peer’s IP address).

3. The system should not assign any profit to newcomers. That is, reputation
should be obtained by consistent good behavior through several transactions,
and it should not be advantageous for malicious peers with poor reputations to
continuously change their opaque identifiers to obtain newcomers status.

4. The system should have minimal overhead in terms of computation, infras-
tructure, storage, and message complexity.
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5. The system should be robust to malicious collectives of peers who know one
another and attempt to collectively subvert the system.”

Another example of a reputation-based trust evaluation model is the Beta Reputa-
tion System [28]. This system uses the beta probability in order to gather feedback
from previous interactions and events that have occurred between two entities in
order to derive a repetitive value.

Yet another example of a system relying on reputation-based trust evaluation, is the
EigenTrust algorithm. Within this model, each entity receives a global trust value
based on previous actions. This global reputation is given by the local trust value,
weighted by the global reputation. Both values are given by other entities [27].

3.2.3 Socio-cognitive trust evaluation
The socio-cognitive trust evaluation model is concerned with information regard-
ing the entities’ internal properties together with external properties which might
affect the entities’ behavior in future interactions [29]. Internal properties of an
entity can be concerned with ability/competence (which includes knowledge and
self-confidence with cognitive agents), and disposition (which includes willingness,
persistence, engagement, etc. with cognitive agents). The evaluation of the enti-
ties external properties is typically not concerned with the entity itself, but rather
about belief in the entities’ ability to recognize, exploit and create opportunities [30].

One model proposed for the socio-cognitive trust evaluation was given by Falcone
and Castelfranchi in their article Socio-Cognitive Model of Trust [30]. The model is
concerned with an entities mental state of trust when it comes to cognitive terms
such as beliefs and goals. According to the authors, trust can take three forms at
the same time:

1. “A mere mental attitude (prediction and evaluation) toward another agent, a
simple disposition;

2. A decision to rely upon the other, i.e., an intention to delegate and to trust,
which makes the trustier “vulnerable”.

3. A behavior, i.e., the intentional act of trusting, and the consequent relation
between the trustier and the trustee.”

All of these become different sets of cognitive parts within the trustor’s mind. In
the model proposed by the authors, an agent can only trust another agent if the
former agent has both goals and beliefs, and thus the trustor has to be a cognitive
agent. However, the trustee does not have to be a cognitive agent, but could rather
be a system. For an agent X that trusts another agent Y with regard to Y’s behav-
ior/actions a for the relevant goal g gives:

• “X is the (relying) agent, who feels trust; it is a cognitive agent endowed with
internal explicit goals and beliefs (the trustier)
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• Y is the agent or entity that is trusted (the trustee)
• X trusts Y about g/a and for g/a.”

With these concepts (trust disposition, decision to trust, and trusting behavior),
the authors state that an agent trusts another agent with regard to a given context.
This context is concerned with the agent’s motives, will, needs, objectives, just to
mention a couple of examples. The relation between the three given concepts is
that: agent X finds the actions of agent Y to be useful (trust disposition), X has
made a decision of trusting agent Y’s action (decision of trust), which means that
agent X could come to hand out (act of trusting) action/goals to agent Y [30].

3.2.4 Organizational trust evaluation
The organizational trust evaluation model is typically concerned with establishing
trust between contracting agents. These agents represent either an organization
or a particular individual, negotiating contracts of goods and services and their
deliveries. In order to enable automation of these transactions, it is essential for
the organization to have some kind of insurance for preventing incorrect behavior.
Systems managing this kind of trust combine their organizational structure together
with their system. In order to establish such an approach there needs to be a trusted
third-party entity, mediating the interactions and supervising the transactions be-
tween the contracting agents [25].

A representative example of an organizational trust evaluation approach is one of
the frameworks available proposed by Kollingbaum and Norman in their article [31].
The framework consists of three different elements: 1) the transactional organiza-
tion structure consisting of three roles (the addressee, the counter-party and the
authority), 2) a contract specification language, and 3) contract management proto-
cols developed by using the results from 2). The framework furthermore consists of
three different roles, which is the addressee, counter-party and authority. In order
to enable transactions between the entities involved, an agent is required to register
with the authority, agree on terms for the contract with the agents and complete
the required work stated in the contract, while the authority acts as a supervisor.

3.2.5 Trust-aware decision making
When making trust-aware decisions regarding whether or not an entity is trustwor-
thy enough to interact with, the approaches at hand can be divided into two broad
classifications: static (greedy) and dynamic. These classifications, in conjunction
with one of the trust evaluation models previously presented, are used for choosing
the most trustworthy entities for the different interactions, as Figure 3.2 presents,
[4], [25]. The reason for the third-party testimony being grayed out in the figure,
in comparison to the rest, is due to that it is not relevant for this study. The
static approach normally uses more simple rules, while the latter classifications as-
sess changing conditions within the system’s environment in order to find a balance
between the utilization of entities known to be trustworthy with the utilization of
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Figure 3.2: Model of typical trust-aware interaction decision making process.
Model adapted from [4]

what potentially may be better alternatives. The trust in another entity can change
depending on direct trust, which is based on an entity’s personal experience and
interaction with the entity, indirect trust, which also is referred to as reputation,
is based on an entity’s experience with a third party, and self-trust, based on an
entity’s advertising of oneself. The direct trust corresponds to the direct observa-
tions in Figure 3.2, while third-party testimonies is adapted by indirect trust.

Within the greedy approach, the trusting entity explores a trustee entity with a
reputation through a supporting systems, such as the entity’s social network or the
other entities recommendations about that entity, or by using randomized explo-
ration. One of the trust evaluation models previously presented is used in order
to evaluate the reputation value retrieved for the entity, in order to find out which
entity has the largest reputation. This determines which entity will be chosen for an
interaction. When concerning only one trusting entity, this entity needs to make sure
to choose the best possible option in order maximize its own long term well-being
and success [4], [25]. This kind of approach is adopted mostly within computational
trust literature, such as in the Beta-Reputation system [28], the article provided by
Yu and Singh, Searching Social Networks [32] and Trust-based Agent Community
for Collaborative Recommendation by Jianshu Weng, Chunyan Miao, Angela Goh
Zhiqi Shen and Robert Gay [33].

As for the dynamic approach, there are a couple of approaches at hand, but not as
many as for the greedy approach. On of them is presented by Victor Muñoz, Javier
Murillo, Beatriz López, and Didac Busquets in Strategies for Exploiting Trust Mod-
els in Competitive Multiagent Systems [34]. In this article, the authors state that
direct, indirect and self-trust all need to be factors part of the trust model, in or-
der for the trusting entity to perform well. The decision-making process, consists
of the resolution of exploration against the exploitation problem. The reason for
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this is due to that the entity needs to decide if an interaction is to take place with
an entity already known or with an unknown entity, opening up for the possibility
of discovering even better information providers. If the entity only would come to
focus on exploitation, it may provide good short-term results, but bad long term
ones, whilst exploration gives the entity the possibility of discovering better enti-
ties to interact with, or substitute entities for when one of the usual entities fails,
which is a rather common case when working in dynamic environments [34]. Also,
exploration provides the trusting entity with adaption to faster changes, since if an
existing interaction entity diminishes, the trusting entity can easily and fast change
to another interaction entity. The authors base their trust model on the trusting
entity’s knowledge degrees about another entity, and use this in order to determine
which entity is most suitable for the interaction in question. This knowledge de-
gree is constituted by historical direct interaction experiences with the entity to be
trusted, third-party testimonies and the entity’s own reported trustworthiness. The
authors state that a trust model can be anything that consists of the following:

1. “The direct, indirect and self trust of the agents, for each of the services that
they offer, with a normalizable value between 0 and 1.

2. The knowledge degree of a provider agent about a service (based only on direct
trust). This is a value (normalizable between 0 and 1) that represents how
much the agent has directly interacted with a provider, with 0 meaning that
the provider is totally unknown (the agent has never directly interacted with
that provider), and 1 totally known.” [34].

In the case of Forza Reporter, the only trust evidence that the organization Forza
Football AB has to go on, in order to determine which entities are trustworthy
enough for providing correct lineups, is the direct interaction that the organization
has with its users. Meaning, that trust model most suitable for Forza Reporter is
the one based only on direct trust.

Since the decision-making process consists of the resolution of exploration against
exploitation, it is of great importance for the trustor to decide how much that should
be spent on exploring new unknown entities, and how much on exploiting already
known ones. For enabling this, the authors have grouped the different entities into
four categories, based on the information existing in the trust model regarding a
certain task. The four groups are:

1. “Group TK (Totally Known agents): The agents with a knowledge degree equal
to 1. The trust model says that they are well-known providers since we have
interacted with them many times.

2. Group PK (Partially Known agents): Agents with a knowledge degree lower
than 1 and greater than 0. These providers would probably become future
providers in the event any of the existing ones failed.

3. Group AU (Almost Unknown agents): Agents with a knowledge degree equal
to 0. These are the agents without any direct interaction, but for which there
is indirect or self information.
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4. Group TU (Totally Unknown agents): These are the agents without any in-
formation about, either direct, indirect or self.” [34].

This metric is normalized within a range of [0,1], where 1 represents “completely
known” and 0 represents “no direct interaction experience”. In the local data avail-
able for the trusting entity, the entities to be trusted are organized into four groups,
based on their knowledge degree metric. If the number of entities with a reputation
value higher than a threshold predefined by the trusting entity, in the most well
known group, the trusting entity will only select among entities within this group
for an interaction. Otherwise, exploration of the entities within the other groups will
take place in order to increase their knowledge degree and promote these entities
into higher order groups. [34]

3.2.6 Evaluation of the trust method for this study
The four different specializations of trust management systems that have been pro-
vided are all suitable in different contexts. In order to make a decision regarding
which of these is the most suitable for the purpose of this study, the method of
exclusion was used. Since this study does not concern any contracting agents and
has no need for a third-party entity mediating the interactions between contracting
agents, the organizational trust evaluation method can be excluded.

The Socio-cognitive trust evaluation model is concerned with two types of infor-
mation regarding an entity: the internal and external properties. The latter case
employs any kind of external factors that may affect the entity’s future behaviour,
meaning the belief in the entity’s ability to recognize, exploit and create opportu-
nities. Since the ability to provide correct lineups is a factor external to the entity,
which affects the trustor’s expectation of the trustee’s future behaviour, and since
this study’s trustworthiness evaluation of an entity and the automated decision mak-
ing thereafter will not be concerned with any kind of external factors that may affect
the entity’s future behaviour, the Socio-cognitive trust evaluation model may also
be excluded.

This therefore leaves two evaluation models as potential candidates for this study:
the Direct Trust Evaluation and the Reputation-based Trust Evaluation. The
Reputation-based trust model combines the direct and indirect interactions and
events with an entity in order to estimate that entity’s trustworthiness. The latter
case regards the entity’s direct interactions with a third entity, who depicts this
interaction between these entities. The Direct Trust Evaluation model on the other
hand, completely relies on previous interactions with an entity, which consists both
of positive and negative experiences between these two entities, as well as the times-
pan of each interaction. This kind of trust evaluation can evolve over time by a
trustor entity who looks at previous interactions with the trustee entity, within a
given context.

For this study, there are two entities: the organization Forza Football AB who de-
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cides the trustworthiness of the second entity, the users. Since there is no third
entity who depicts the interaction between these two entities in order to estimate
the user’s trustworthiness, there is therefore also a lack of reputation. That means
that the Reputation-based trust model is not an appropriate choice for this study.
Therefore, since the trust value will be given to a user based on all previous per-
formances within a certain timespan in a given context, the type that will be used
within this project is the Direct Trust evaluation model.
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4
Crowdsourced Information

Retrieval

The understanding of the concept of trust and the emergence of trust management
and systems managing trust has opened up new possibilities for organizations and
their systems. Taking advantage of this has enabled entities to widen the availability
of information by retrieving it through crowdsourcing. Crowdsourcing is a concept
first introduced by Jeff Howe in his article The Rise of Crowdsourcing, in which he
defines crowdsourcing as an act of sharing information, where an organization out-
sources a function of pre-defined tasks to entities external to the organization [35].
This means that entities solving the problem have a limited freedom to operate.
Howe defines Crowdsourcing, more precisely, as: “Simply defined, crowdsourcing
represents the act of a company or institution taking a function once performed by
employees and outsourcing it to an undefined (and generally large) network of people
in the form of an open call. This can take the form of peer-production (when the job
is performed collaboratively), but is also often undertaken by sole individuals. The
crucial prerequisite is the use of the open call format and the large network of po-
tential labourers”. As for Forza Football AB, the organization uses Forza Reporter
in order to crowdsource data from their users, which in turn can be displayed in
their live-score application Forza Football. The task is currently restricted only to
lineups, where the crowd is expected to provide lineups for teams.

An addition to Howe’s definition of crowdsourcing was made by Yochai Benkler.
According to Benkler, the degree of uncertainty within a crowdsourcing project is
very low since the tasks are predefined. Furthermore, the importance of the human
knowledge input is also extremely low, as well as the degree of how formalizable,
explicit, and routine the human knowledge actually is. In addition to this, crowd-
sourcing is seen as a great tool when cost reductions are the main matter, but not
as suitable when a resource is to be explored and when the opportunity space needs
to be wide [36].

Continued, Joseph Feller states that “The acquisition of innovation capability (i.e.
knowledge and skills) through direct or mediated means is a form of crowdsourcing.”.
It is also pointed out that crowdsourcing has a great potential when open innova-
tion strategies need to be implemented and is the centre when it comes to design of
innovation intermediaries [37].

Since the term crowdsourcing emerged, numerous studies have continued on Jeff
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Howe’s work, trying to define it even further, providing possibilities and limitations
of it. Another example is the book Crowdsourcing, written by Daren C. Brabham
[38]. Brabham defines crowdsourcing within the online environment, where the on-
line community referred to as the crowd, receives the opportunity of solving different
kinds of crowdsourcing activities provided by an organization. Gathering a crowd
like this for problem solving, under the right conditions, can come to provide large
benefits and better outcomes for the organization than individual experts within the
field would be able to do. Crowdsourcing is a matter of cooperation, teamwork and
creativity.

Another definition of the term Crowdsourcing, based on a systematic analysis of nu-
merous scholarly literature’s on Crowdsourcing, was completed by Enrique Estellés-
Arolas and Fernando González-Ladrónde-Guevara and documented in their article
Towards an integrating crowdsourcing definition. The key items they found setting
the basis for crowdsourcing are:

1. “an organization that has a task it needs performed,
2. a community (crowd) that is willing to perform the task voluntarily,
3. an online environment that allows the work to take place and the community

to interact with the organization, and
4. mutual benefit for the organization and the community.” [39].

In order for mutual benefits to be possible for both the organization and the com-
munity, it is of great importance that an interplay between the two parties exists,
enabling co-creative efforts from both. Having a control of the creation of ideas, mak-
ing sure that it is a shared collaboration between the organization and the crowd,
will maximizing the benefits for both parties. However, when this control is more
on the organization’s side, the crowd will become “one in the crowd”, a pawn in the
organization’s goals, causing the larger benefits for the organization. If the control,
on the other hand, is on the crowds side, the organization will become fortuitous
to the crowd’s work, merely working as a platform on which the crowd can build
on using their own strategic goals. In this case, the benefits would be larger for the
crowd. An example of such a case is Wikipedia, which merely is a platform where
the crowd provides any kind of information. The information is added, deleted and
edited by the crowd [38].

Adapting crowdsourcing within an organization means externalizing the process of
problem-solving to the crowd, rather than solving it internally. This approach of
problem-solving leads to a large and diverse set of skills, ideas and information
flow used for solving the problem. What makes crowdsourcing possible is both
technical and conceptual conditions. The technical aspect concerns technologies and
the Internet that act as props for crowdsourcing applications. As for the conceptual
aspect, “crowdsourcing can be explained through the processes of problem solving
and innovation as well as through the group phenomena of collective intelligence
and the wisdom of crowds.” [38]. In order for crowdsourcing to even be initiated, an
organization is required to define a task that needs to be performed by the crowd,
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who in a collaborative manner need to solve the problems at hand. Problem-solving
is a key concept within crowdsourcing, since it allows the organization to open up the
problem to the online community in order to solve the problems the organization
currently is confronting. According to Kevin Dunbar, there are four components
that constitute problem solving. First and foremost, there has to be an initial state,
which refers to a persons initial state of knowledge towards the problem. The second
component is the goal state, referring to what the person wants to achieve. The next
component contains the actions taken by the person in order to reach the goal state.
Finally, the fourth component is the actual environment where the actions take
place. The environment is constituted by any physical aspects that may directly or
indirectly affect the direction of the problem solving [40].

4.1 Commonly mistaken for crowdsourcing
There are numerous systems, applications and platforms that commonly are con-
sidered to be crowdsourcing, while they technically are not. One such example is
Open-source projects. Open-source projects are a collective collaboration between
individuals who produce a resource on their own terms, in their own format with
the aim of reaching their own goals. These individuals voluntarily make contribu-
tions to the resource, by making improvements to it, adding new features, fixing
bugs etc. Once a change to the resource has been complete, it becomes available
to the community, free of charge. The biggest reason for why open-source projects
are not considered to be crowdsourcing is due to its lack of top-down management,
meaning that the project is lead by the community and not by any particular or-
ganization. Open-source projects are considered to be self-organizing collaborations
between peers within the community, working towards their own common goal, and
thus lack any kind of management steering the project. However, in recent years it
has become rather common for open-projects to adapt top-down management pro-
cesses, having someone steering the design and features of the projects. Despite this,
open-source projects commonly steer away from the traditional way of developing
resources, where an organization sets the goals and tasks, and is thus not considered
to be crowdsourcing [38].

Another concept normally confused with Crowdsourcing is the term Common-Based
Peer Production, introduced by Yochai Benkler. In Benkler’s article Peer Produc-
tion and Cooperation, he defines peer production as an organizational innovation
where organizations completely rely on external entities, which in this case usu-
ally are users, as content providers and creators. He also further describes peer
production as being an organizational innovation over three dimensions: “(a) de-
centralization of conception and execution of problems and solutions, (b) harnessing
diverse motivations, and (c) separation of governance and management from prop-
erty and contract” [36].

Peer production can easily get mixed up with the term crowdsourcing [5]. According
to Benkler, there is a distinct difference between these two. Benkler puts these inno-
vation types into perspective by having a three-dimensional graph; “(a) the degree of
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uncertainty in the project space, (b) the degree to which the human knowledge input
important, as well as the degree to which it is formalizable, explicit, and routine as
opposed to tacit, intuitive, or creative, and (c) the degree of capital concentration
required to execute the project” [36]. Crowdsourcing belongs to the lowest degree, in
all three dimensions. This means that tasks are predefined in crowdsourcing, which
gives a certainty for the organization, but at the same time limits the participants as
for what they can do with the project. The limits existing in crowdsourcing do not
“restructure innovation, learning, and adaptation for the organization or the task,
and does not generally harness any new motivational vectors beyond standard hedo-
nic gains” as Benkler puts it. Whereas in peer production, the participants have
a larger freedom to operate and the tasks at hand are not controlled in the same
manner as in crowdsourcing, having a top-down directive for what can be done by
the participants. Peer productions thus belongs to the highest degree in these three
given dimensions.

4.2 The use of crowdsourcing
In order for an organization to successfully solve their problems using crowdsourc-
ing, the problem at hand needs to be properly and detailed enough defined, and
the correct crowd needs to be chosen. Researchers have by different means cat-
egorized crowdsourcing cases within different kinds of typologies, some based on
the problems being addressed and some based on the type of crowd required. One
example is the typology based on six different crowds, proposed by Nicholas Carr.
He means that the crowds available for solving problems using crowdsourcing are:
social-production crowds, averaging crowds, data-mine crowds, networking crowds,
transactional crowds, and event crowds [38]. This kind of typology lays focus on
the crowd´s abilities and their strength to work together, but does not provide any
guidance for the organization regarding how to use crowdsourcing in an advanta-
geous way.

Eric Martineau presented a four-type-typology in his master thesis, A Typology of
Crowdsourcing Participation Styles. This typology is based on two criteria: “level
of engagement and actions posed as part of crowdsourcing” [41]. The typologies are:
Communals - who constitute characteristics such as “consumer empowerment, the
need for recognition and incorporation of the brand into one’s self ”. The partici-
pants within this group develop social capital by participating on site. Utilizers
- who get motivated to complete the different tasks by getting recognition through
materialistic or symbolic benefits. The reason for completing the tasks within crowd-
sourcing is for self-expression or to improve oneself. Aspirers - who have a rather
limited participation, since they are not content providers for the problem solving,
but rather share their opinions and provide ratings about already created content, in
order to help shaping the final version of the product. As opposed to the two other
groups, this group does not only use their participation for self-expression, but also
the consumption of the product. Lurkers - also known as observers, barely have
any participation within the actual crowdsourcing project, and they do not invest
many resources in it. They typically buy the end product, but are not concerned
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with the process behind the creation of the product.

Another suggestion, by dividing crowdsourcing into four different strategies was
made by Jeff Howe in his book Crowdsourcing: Why the Power of the Crowd Is
Driving the Future of Business. Howe’s way of dividing crowdsourcing into four
strategies, focuses on the way applications are functioning. The four strategies are:
crowd wisdom - which takes advantage of the crowds collective intelligence, crowd
creation - taking advantage of the crowd for the development of the product that is
to be sold, crowd voting - letting the crowd go through things and vote, and crowd
funding - taking advantage of the collective resources of the crowd [42].

In 2011, Andrea Wiggins and Kevin Crowston wrote an article From Conserva-
tion to Crowdsourcing: A Typology of Citizen Science, where they analyzed dif-
ferent kinds of citizen science projects in order to find typologies. The typologies
found are based on the organizations purpose for using the citizens. There were five
typologies identified: Action, Conservation, Investigation, Virtual, and Education
[43]. Action-oriented citizen science projects are normally planned and completed
by the citizens. Most of the projects within this category adapt participatory action
research approaches and has quite a focus on the physical places for where the vol-
unteer participation takes place. Conversation projects have a focus on educational
goals or content and it is thus a matter of practicality and outreach as for the citi-
zens engagement. Investigation projects focus on “scientific research goals requiring
data collection from the physical environment”. Even though education is not an
explicit goal of projects within this category, it is typically a part of the project’s
purpose and educational materials are thus often provided. Furthermore, the tasks
are structured in such a way that they support continuous learning. Virtual projects
are ICT focused and do thus not concern any kind of physical elements, as oppose
to the other projects. The final typology, Education, has an explicit goal focusing
on education and outreach. The authors further divide this typology into two sub-
divisions: formal and informal learning opportunities. Furthermore, projects within
this category normally support continuous learning, which is a shared feature with
many projects within the Investigation category [43].

In his book, Crowdsourcing, Daren C. Brabham investigated previous work on ty-
pologies, finding numerous different ways of defining crowdsourcing. He came up
with a four-type typology which is based on the problems being solved within the
organization. The four typologies are: the knowledge-discovery and -management
approach, the broadcast-search approach, the peer-vetted creative-production ap-
proach, and the distributed-human-intelligence tasking approach [38]. The knowledge-
discovery and -management approach is best suitable to use when information is to
be collected, organized and managed, which is the case of Forza Football. Further-
more, this approach is adaptive when collective resources are to be created. When
an organization chooses this approach, they provide the crowd with the task of gath-
ering information into a common format and place. The broadcast-search approach
is adaptive for scientific problems, where ideas are to be developed, eventually lead-
ing to empirical solutions. Organizations choosing this approach will hand out tasks
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to the crowd, who is responsible for solving empirical problems. The peer-vetted
creative-production approach is suitable when the organization has design or aes-
thetics problems, and needs help from the crowd to come up with ideas of solutions.
These solutions are normally influenced by the crowds taste or by the market sup-
port. The organization provides the crowd with the task of creating creative ideas
and also selecting them. The final approach, distributed-human-intelligence tasking,
puts weight on data analyses where the human intelligence is the priority, rather
than computer analyses. These cases apply when the human intelligence is more
effective or efficient than what a computer analysis would be. Within this approach,
the crowd’s task is to analyze large-scale information. Even though there are numer-
ous definitions and typologies of crowdsourcing, it is of great importance that the
organization defines the problem they need solved explicitly and detailed enough.
Furthermore, in order for the task to be solved in the right manner, the organization
needs to make sure that the correct crowd is chosen. For example, having a crowd
consisting of experts at cars will not be that helpful for solving a problem for a
football application. Therefore, the crowd needs to possess proper knowledge and
skills for solving the problem, and should thus be carefully chosen accordingly.

4.3 Issues in crowdsourcing
Crowdsourcing may be the key to success, if used correctly. There are however nu-
merous issues existing within crowdsourcing, which cautiously need to be taken into
account and handled by the organization adapting it. Forza Football AB have been
facing several issues since the start of adapting crowdsourcing as a part of the organi-
zation’s mission. The issues brought up within this section are relevant for this study
and Forza Football AB. Additional issues do exist, such as legal issues, problems
with free speech and dissent, intellectual property and copyright, and Ethical issues,
just to mention a few. But since these issues are not relevant for Forza Football AB,
they are therefore not relevant for this study and will thus not be further mentioned.

Within any crowdsourcing project, the participation of the crowd is motivated in
some manner, may it be honor, experience, money or even physical objects. It is
necessary for the organization to know what motivates the crowd’s participation
in order to make the crowdsourcing project as efficient and effective as possible. In
their article, Self-Determination Theory and the Facilitation of Intrinsic Motivation,
Social Development, and Well-Being, Richard M. Ryan and Edward L. Deci, write
that motivation is a concern of energy, direction, persistence and equifinality [44].
When requiring others to make a certain action, such as in crowdsourcing, motiva-
tion becomes a highly valued aspect, since motivation is what makes people produce
things. Understanding what motivates people is a hard task at hand, since different
people are motivated by varied factors, which is influenced by different experiences
and consequences. This is an issue that Forza Football AB have been experiencing,
with users contacting the organization, where some simply want to receive recog-
nition for providing lineups, whilst others expect even more, such as economical
compensation. Different people evidently get motivated by different aspects. The
motivation that a person possesses can either be influenced by strong external coer-

34



4. Crowdsourced Information Retrieval

cion or by a particular activity valued by the person. The person may act directly
from a personal commitment or due to a bribe or surveillance. The different ways of
being motivated can be put into two categories: internal and external. When com-
paring between people who authentically (self-authored or endorsed) get motivated
and those who are controlled by external forces, it becomes evident that those within
the former one are more interested, confident and excited to complete the work they
have been assigned, and therefore have an enhanced performance and creativity [44].

In their self-determination theory Richard M. Ryan and Edward L. Deci try to de-
fine different types of motivation, mainly differentiating the motivations of people
between intrinsic and extrinsic. In their article, the authors create a spectrum where
they put the different motivation types in order, in terms of the “degree to which
the motivations emanate from the self ”, as the authors put it [44]. On the leftmost
side is amotivation, which is the lack of an intent to act. Amotivation is a result
from the fact that an activity is not valued enough, the competence for it is lacking
or that it is not expected to give the desired outcome. To the rightmost side in
the spectrum is the intrinsic motivation, which is defined as “doing an activity for
the inherent satisfaction of the activity itself. Intrinsic motivation can only exist if
the activity completed is within the persons intrinsic interest, having the appeal of
novelty, challenge, or aesthetic value. In order to enhance the intrinsic motivation,
researchers have found that social-contextual events, such as feedback and commu-
nication, that makes the person feel competent, are contributing factors, which is
something that Forza Football AB are in a great need of. As mentioned in Chapter
2, Forza Football AB currently face a problem with a lack of feedback, which is one
of the reasons for some users not being motivated enough to provide correct lineups
or any lineups at all. The organization is thus in a great need of mechanisms that
motivate their users, both in order to maintain the community of already existing
users, but also to motivate new ones. Further facilitating factors, for making a per-
son feeling motivated, are optimal challenges and positive performance feedback.

Between the amotivation and intrinsic motivation, lies the extrinsic motivation,
which is defined as “the performance of an activity in order to attain some separable
outcome” [44]. Extrinsic motivation can be further divided into four different types:
External Regulation, Introjected Regulation, Identified Regulation and Integrated
Regulation. Actions taking place within the External Regulation are performed in
order to satisfy an external force or demand. Externally regulated behaviour is
normally conceived as controlled. The Introjected Regulation is a somewhat con-
trolled form, in which performances are done in order to retrieve self-control, attain
ego enhancement or for internal rewards. The third form of extrinsic motivation
is viewed to be more self-determined than the two former ones, in the sense that
the extrinsic motivation comes from identification. The identification is something
that is valued, such as a behavioral goal, leading to that the action becomes ac-
cepted as being personally important. The final type is integrated regulation, which
occurs when all aspects have been evaluated and accepted by the individual, con-
forming to the individual’s own values and needs. Even though this type of extrinsic
motivation shares some qualities with the intrinsic motivation, it is not considered
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to be a part of the intrinsic motivation due to that the actions are completed for
reaching separable outcomes, as oppose to the aim of attaining inherent enjoyment
in intrinsic motivations. When intrinsic and extrinsic motivators intersect, it is
however normal that the participant’s motivations shifts more to the extrinsic side
(such as extrinsic rewards), leaving the intrinsic motivators undermined, leading to
that the participant engages in activities both for intrinsic and extrinsic motivations.

Even though different individuals may be motivated by different means, researchers
have found certain motivations to be common within crowdsourcing projects. The
motivations are [38]:

• Money.
• Developing one’s own skills.
• Establishing contacts in the form of other professionals.
• Tackling tough problem-solving.
• Socialize and establish friendships.
• Occupying oneself when being bored.
• Contributing to large scale projects.
• Sharing resources with others.
• Having fun and enjoying oneself.

It is evidently impossible, or at least a very hard task at hand, trying to satisfy
each individual’s motivations and needs. Even though it is necessary for the or-
ganization to know what motivates the crowd’s participation in order to make the
crowdsourcing project as efficient and effective as possible, the organization cannot
stretch itself to the extent that they provide or promise resources they do not have.
Many of the users in Forza Football’s crowdsourcing project, Forza Reporter, have
done it for self recognition, establishing contacts and developing their own skills.
Getting acknowledged and getting ones name displayed within the application, for
the reasons of being the fastest lineup provider, has been a win in itself for many of
the users. However, as in any other crowdsourcing project, there have been those
users who expect to get something more valuable in return, such as money. Since
this, however, is not the organizations intent with Forza Reporter, and since they
simply do not have the intention on providing such resources to its users in order to
increase their motivation, the organization should not go beyond its own limits for
satisfying these users. The organization thus needs mechanisms that satisfies the
majority of the users, who are satisfied with acknowledgment and self-recognition,
but at the same time provide informative feedback to the users letting them know
what the purpose of the project is and what is in it for the users to participate.
And by doing so, the organization will handle those users who expect more. Just as
the users have their motivations for participating, and the organization is obligated
to know what these motivations may be for the efficiency of the project, so does
the organization also have. The organization has its own motivations, incentives
and limits, and these cannot be overseen just for satisfying a couple of users among
numerous others.
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Crowdsourcing

The great tools existing for retrieving information through crowdsourcing and the
opportunities existing with gathering information in such a manner, has opened up
for unprecedented information and data, useful for solving numerous problems at
hand, such as the case of Forza Football. Crowdsourcing systems have been found
to be powerful platforms for the utilization of the crowds’ skills and knowledge.
Nevertheless, as with any other open system, great opportunities such as these also
open up for risks, such as the existence of malicious and selfish behaviour of users.
When finding the correct crowd for crowdsourced information retrieval projects and
mechanisms for motivating them for participating in the project, as discussed in
Chapter 4, one of the greatest issues and obstacles arising in crowdsourcing projects
is the assessment of the trustworthiness of the information provided, which relates
to the range of correctness of the users taking part in the project [45]. In many
of the crowdsourcing systems existing today, the participants in the crowdsourcing
projects are normally anonymous and thus completely unknown to the organization
behind the system, as in the case of Forza Football. In many of the crowdsourcing
systems, there are also no resources provided for the organization to handle infor-
mation of low quality. This case is solved by Forza Football, by requiring users to
include an official source when reporting a lineup, and by manually reviewing each
lineup, as mentioned in Section 2.1. In current systems adapting crowdsourcing,
no particular way of analyzing the trustworthiness of the users and the information
they provide, has been provided. In order to solve this issue, there has been a great
need for trust management mechanisms in crowdsourcing. As presented in Section
3.2, the purpose of trust management is to identify the most trustworthy users to the
best extent possible for a given task. Adapting such trust management mechanisms
in crowdsourcing projects is a feasible way of distinguishing trustworthy users from
those who are not, and also to tackle the issue of malicious users. As discussed in
chapter 3, the trustworthiness of a trustee is the subjective probability by which that
trustee is expected to perform a given action for which a trustor’s welfare depends
on. Thus, it is useful with trust-aware mechanisms that enhance the social welfare
of an entire system adapting crowdsourcing [45].

One of the greatest challenges with integrating trust management models into crowd-
sourcing systems, is not only finding the most trustworthy users, but also knowing
how to utilize these users. In the long run, users may terminate their participation
in the crowdsourcing project. And if there is no way of retaining these users, the
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organization behind the system will not reach their goals in time, leading to them
turning away from the crowdsourcing system. Such a cycle affects the normal op-
erations of the crowdsourcing system in a negative manner. In order to retain and
optimize the social welfare of the crowdsourcing system, both these issues need to be
solved. To work towards this, it is therefore recommended that trust management
methods also consider the social welfare, and not only focus on the organization’s
benefit. In their conference paper, Han Yu and Chunyan Miao suggest a couple
of research directions worth pursuing in order to reach these goals [4]. The first
approach is to approximate centralized optimization. This is done by making use
of the information already available in the system, where approximate centralized
optimization might be of help for achieving fair treatment of the trustworthy users
taking part in the crowdsourcing projects, and “compute an approximately opti-
mal solution in consideration of the complexity of the global optimization and time
constraints” [4]. The second approach is coordination, a mechanism for giving the
organization an indication of when it is more profitable for the social welfare to en-
gage less trustworthy users in the project. Learning is the third approach proposed
by the authors. It is possible for the organization to estimate the level of workload,
as for the waiting time and make adjustments to their strategies accordingly. The
final approach proposed is negotiation. The organization and the users taking part
in the crowdsourcing project may design interaction protocols between them, giving
the two parties room for negotiating the terms of their relation.

These approaches are not meant to be comprehensive, but are rather meant to
serve as guidance for those adapting trust management into their systems, providing
an understanding of the issues existing when integrating trust management into
crowdsourcing systems [4].
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6
What Is Feedback And Why Is It

Important

Feedback is of great importance, because it shows users that the information they
provide actually is being used, or at least acknowledged. Furthermore, feedback is a
key for giving users an incentive to do more and better, and the feeling of recognition
is what many seek [1]. With the current state of Forza Reporter, with no feedback
provided to users when reporting lineups, there is evidently a great need to integrate
feedback into the current process, in order to provide incentives for users to report
more and better lineups. Therefore within this chapter, definitions of feedback and
how it can be used will be provided, along with reasons for why it can be such a
powerful tool.

6.1 What feedback is and how to use it
Feedback is a process used for decreasing the gap between entities and is a very
powerful tool if used correctly. When providing proper feedback, entities receive
guidance in how to complete the task more accurately and faster. This is poten-
tially an attribute of that continuous knowledge about the entities’ performances is
enabled by the feedback that is given. According to a study conducted and presented
in “Motivational Feedback in Crowdsourcing: a Case Study in Speech Transcription”,
entities that receive feedback about their performances, tend to provide results with
higher accuracy and also with a higher typing rate. [46]. The authors further state
that gamification techniques, such as leader boards, levels and badges, can increase
the enjoyment and make the process more playful. In their study, it appeared that
the use of gamification increases entities’ quantity and quality of work. However,
gamification was also found to be effective and motivational only to a certain thresh-
old, for which, if exceeded, the intrinsic motivation of entities, for completing a task
correctly gets replaced by entities’ endeavors for more achievement feedback. In or-
der to keep entities’ motivations on the right track, it is of greatest importance that
a maximum safe level is found, meaning that the combination of several gamified
elements might not be effective. When providing feedback on the quality of the data
provided by entities, it may yield an increase in their overall quality, since it makes
the entities put more effort into it. Furthermore, when entities receive recognition
in such a manner that their contributions also are displayed to others, volunteerism
increases.
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6. What Is Feedback And Why Is It Important

In their article, The Power of Feedback, John Hattie and Helen Timperley provide a
model of feedback used for enhancing learning. They define the purpose of feedback
as a tool to “reduce discrepancies between current understandings/performances and
a desired goal” [47]. These discrepancies can be reduced by having the two entities
involved doing the following: Entities receiving feedback: Will either increase
their effort and use more effective strategies, or abandon or lower their goals. Whilst
Entities providing feedback will provide goals and challenges appropriate and
specific enough, and assist the entity on the receiving end to reach the set goals by
adapting proper strategies and feedback. When providing effective feedback, three
questions need to be answered: Where am I going? How am I going? Where to
next?. These feedback questions each work on the following four levels:

• Task level: How well a specific task has been performed by the entity.
• Process level: The process used and needed for best performance possible of

the task.
• Self-regulation level: Monitoring and directing oneself.
• Self level: Personal evaluation and providing affects about the entity.

Providing feedback on task level, which also is referred to as outcome feedback, or
knowledge of results, means providing information about the results, even though
the outcome may be correct or incorrect. Feedback on task level may also include
the depth and the quality of the work completed by the entity. This kind of in-
formation is typically either against explicit or implicit criteria. Furthermore, this
kind of feedback may also regard the format of which the task has been completed
in or even the need for further information. This means that outcome feedback does
not provide any further details other than the achievement of the task [48], [47]. It
has been found that feedback on task level comes in handy when misconceptions are
to be corrected when the entity has provided too little information. In these cases,
further instructions on how to complete a task is more powerful than feedback ac-
tually would be. The problem with feedback on task level is that it is task-specific,
meaning that it most likely will not transfer to other tasks as well. It does most
certainly provide a learning for the entity, for the task at hand, but does not provide
as much learning as feedback on the tasks process level [47].

Feedback on the tasks process level provides the entity with information about the
approach used to solve the task, the relationship between the results and the perfor-
mance quality, and information about other strategies that potentially could have
been used. There are entities that have the ability to take in outcome feedback and
turn it into cognitive feedback, which is finding the binding component between a
tasks characteristics and its processes together with the results. Cognitive feedback
can be divided further into three different types: Task validity feedback, cognitive va-
lidity feedback and functional validity feedback. The task validity feedback provides
information about the relation between a tasks achievements and cues. These kind
of relations can regard for example principles within an experiment, or even based
on historical data about the entity, gathered within a specific environment. The
cognitive validity feedback regards the relationship between the cues and achieve-
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ments. This kind of feedback provides the entity with information about how to
perceive cues and assess how performance can be influenced by them. For the last
type, the functional validity feedback, the entity receives information about relation
between the entity’s estimates of potential achievements and the actual outcome [48].

Self-regulation is a process in which the entity controls its own learning. The act of
self-regulation may lead to that the entity seeks, accepts and acts upon feedback.
Those entities that are effective learners, usually find a way of continuously figuring
out if and when there is a need for more information and find appropriate strategies
for receiving the feedback. Whilst less effective learners tend to find themselves be-
ing more dependent on external factors, meaning awaiting others to provide feedback
rather than seeking it. Those entities who have self-efficacy, which is confidence in
oneself as a learner, and confidence in that the information received in conjunction
with feedback is worthwhile, tend to make an effort in both receiving and dealing
with this kind of feedback. Thus, giving feedback about self-regulation is seen to be
effective to the extent that it enhances self-efficacy [49].

In her book, How to Give Effective Feedback to Your Students, Susan M. Brookhart
provides common characteristics for feedback [49]. Even though this paper is di-
rected towards feedback to students, it can still be applied in other contexts as
well, since the same feedback can be applied to any crowd. Furthermore, the points
brought up by the author are relevant for the case of Forza Reporter and thus, this
study. In order to make sure to give good and informative feedback, it is of great
importance that the correct strategies and content is chosen. The strategies in feed-
back can vary in timing, amount, mode, audience, and the content in feedback can
vary in focus, comparison, function, valence, clarity, specificity and tone.

6.1.1 Feedback strategies
The timing of feedback can vary in when it is given and how often that happens. In
order for the timing of feedback to be good, the author recommends that feedback
should be provided immediately, while it is still fresh in an entity’s mind, letting
the entity know if something is right or wrong. Furthermore, feedback should be
provided as often as it is proven to be practical. The purpose of timing the feedback
is to give feedback to the entity while the entity’s mind is still set on the learning
target and while there is still time for the entity to act on it.

Examples of good timing:
• Returning results of the data provided by the entity as soon as possible. Next

day at the latest.
• Providing immediate feedback about an entity’s misconception.

Examples of bad timing:
• Returning results of the data provided by the entity several days upon receiv-

ing.
• Error or misconception ignorance.

41



6. What Is Feedback And Why Is It Important

• Providing feedback first when there is no opportunity for improvement.

In order to decide what the right amount of feedback is, it requires consideration of
the topic and its targets, the typical developmental learning progressions and each
individual entity. These three need to be considered simultaneously in order to be
able to asses the proper amount of feedback to give. For good amount of feedback,
one can follow the Goldilock principle, which says “Not too much, not too little, but
just right”. The purpose of making sure to provide the proper amount of feedback
is in order to give entities enough information to know what to do next, but not so
much that the works is done for them. Examples of good amount: is when im-
portant learning targets are included within the feedback. It is also beneficial when
providing feedback on at least as many strengths as potential weaknesses. Exam-
ples of bad amount: is when pinpointing every exact error and mistake, and when
providing voluminous comments on poor-quality work, but not on good-quality.

The mode of feedback can take three various forms: oral, written or visual. For the
purpose of this study, oral feedback is not possible since there is no such interaction
with users. Therefore, the feedback in this study will only focus in written and vi-
sual feedback. Visual feedback should only be provided if there is an issue regarding
“How to do something”, or if an example needs to be provided.

The audience can be either individual or a group. Group feedback only works when
an entire group of peers have reached the same outcome, and can thus receive the
same feedback. However, in this study, each user is treated as their own individ-
ual, and it is therefore crucial to give feedback accordingly. An example of good
feedback, is communicating with a specific entity, giving feedback about the entity’s
own performance.

6.1.2 Feedback content
The purpose of feedback focus is to provide the entity with the quality of the work
achieved in relation to potential learning goals, make an effort in improving the
entity’s strategies and processes, increase self-efficacy by providing the relation be-
tween the work completed and the efforts made, and avoid personal comments.

Examples of good feedback focus:
• Providing information about both strength and weaknesses of a particular

performance.
• Providing recommendations about certain strategies in order to foster achieve-

ment.
• Providing feedback, giving the entity a sense of that it is the entity who is

completing the work.

Examples of bad feedback focus:
• Providing feedback that will bypass the entity.
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• Providing criticizing feedback, without providing ways of improvement.
• Providing feedback with personal comments.

As for the comparison of the content, one entity’s content can either be compared
to criteria (criterion-referenced), other entities work (norm-referenced) or to the
entity’s own previous performances (self-referenced). The criterion-referenced feed-
back should only be given when feedback is to be provided about the entity’s actual
work. This kind of feedback helps the entity to decide its next-coming goal. The
norm-referenced feedback should be provided when the entity is to receive informa-
tion about the process or effort by the entity. It gives the entity a comparison to go
on, but no indication of what the entity should do next time in order to reach better
performances. This kind of feedback indicates that the entity’s ability is what is of
importance, and not the strategic work done by the entity. This is the reason for
why this kind of feedback is not seen to be a good choice. Self-referenced feedback
should be provided on unsuccessful achievements in order to provide the entity a
picture of the current progress, and not about how far the entity is from reaching
a potential goal. This kind of feedback provides the entity with an indication of
how well the processes or methods that the entity has used, are [49]. Examples
of good feedback comparisons: is when providing encouragement to reluctant
entities, proven to be improving, despite the fact that the work done by the entity
still not is good enough. But also when providing concrete comparisons between
what the entity has delivered and what is expected. Examples of bad feedback
comparisons: is when providing feedback to each entity based on different criteria
or even no criteria at all, or by providing feedback, showing the entity’s work right
next to another entity’s work.

The function of the feedback can either be descriptive or judgmental. It is common
for entities to dismiss descriptive feedback when judgments are included, such as
evaluative comments. In order to avoid this, to make sure that entities comprehend
feedback as descriptive, entities should be allowed to practice and receive feedback
without any kind of involvement of points or similar. This way, the entity eventually
will learn that this is beneficial for them. Beneficial in what sense depends on the
context in which this occurs. Another way of making sure that entities interpret
feedback as descriptive, is to include a description of the potential errors, how close
the entity is from the goal and what possibly could help the entity.

The valence of feedback can be positive or negative. Positive feedback is considered
do be constructive criticism, meaning that positive feedback provides the entity with
information about what has been done well and thus, what the strengths the entity
possesses. Furthermore, the entity should be provided with points on improvement
and guidance about what the entity can do to make these improvements. Guidance
does not mean telling the entity exactly what needs to be done, but rather providing
suggestions. Negative feedback on the other hand, should be accompanied with pos-
itive suggestions about what the entity can do to improve. In their book, Teacher
Feedback to Young Children in Formative Assessment: a typology, Tunstall and Gisp
suggest that feedback can be divided into two types: descriptive and evaluative [49].
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When providing rewards, praise and such, it is considered to be positive evaluation
feedback. Whilst, when providing feedback with punishments, criticism and sim-
ilar, it is considered to be negative evaluation feedback. Descriptive feedback on
the other hand, is always considered to be with a positive intention. Descriptive
criticism is also considered as positive since the intent is for it to be constructive.
Tunstall and Gisp further divide descriptive feedback into achievement feedback and
improvement feedback. Achievement feedback tells the entity what in the work was
well completed, whilst improvement feedback additionally provides advises of what
strategies can be used and what improvements can be made [49].

Feedback clarity is of great importance in order to maximize the entity’s understand-
ing of the feedback provided. Proper vocabulary and concepts, known to the entity,
should be used for the best possible comprehension. The amount and content of
the feedback should match the entity’s development level, and one should also make
sure that the entity actually has understood the feedback provided. An example of
bad feedback clarity, is when it consists of complicated sentences, too complex for
the entity to understand. Or providing feedback about what oneself already knows,
rather than giving feedback on what the entity in question knows and needs. And if
one would simply assume that the entity understands the feedback without actually
making sure that, that is the case, the feedback could be in vain.

Feedback can furthermore take different levels of specificity, which is: nitpicky, ap-
propriate and general. The purpose of feedback specificity is to provide guidance,
without actually completing the work for the entity. It is also intended to provide
the entity with enough specified feedback so that the entity knows which steps to
take further ahead, without completing the task for the entity. The degree of speci-
ficity should be tailored to match the entity and the task at hand. Errors or different
types of errors should be identified and included in the feedback, without correction
of each error. Providing good feedback specificity includes descriptions of concepts
or criteria and potential learning strategies that could come in handy for the entity,
in conjunction with the use of descriptive adjectives. Bad feedback specificity on
the other hand includes the use of too many pronouns, vague suggestions and cor-
rections of each and every error [49].

The final feedback content is the tone of feedback, setting the quality of the feedback,
and can vary in implications and may affect what the entity will “hear”. Conveying
the tone of comments within the feedback is done both by the choice of words
and the style. Choosing the correct words can lead to inspiring the entity, whilst
discouragement can be caused by the wrong choice of words. The choice of words
should be respectful towards the entity and position the entity as an active learner.
Words that communicate respect, both for the entity and the work completed, should
be chosen. In order to set the way for a good tone and word choice when providing
feedback to an entity, words that assume the entity to be an active learner should
be used. Furthermore, it is important to share what causes question-marks and also
ask questions to the entity. Whilst, if choosing wordings that sets a tone of voice
that indicates that the entity is being lectured or explicitly telling the entity what
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should be done instead of also taking the time to listen to the entity, the feedback
will not be considered as good [49].

6.2 Why feedback?
According to John Hattie and Helen Timperley, in their article, The Power of Feed-
back, they state that “Feedback is one of the most powerful influences on learning
and achievement, but this impact can be either positive or negative” [47]. In his
blog post, Five reasons why feedback may be the most important skill, Bob Dignen
provides five reasons for why feedback is such a powerful tool [1]. In the first reason,
which is that Feedback is there whenever, the author states: “Every time we
speak or listen to another person, in our tone of voice, in the words we use, in the
silences which we allow, we communicate feedback – how far we trust, how much we
respect, the degree to which we love, like or even hate the person in front of us. We
cannot not give feedback. If we think we’re not doing it, we’re a dangerous commu-
nicator because it means we are probably not managing communication effectively”.
This simply means that wherever we go, whenever that is and whomever we may
communicate with, feedback will be involved.

Another reason for why feedback is one of the most important communication skills
is due to that Feedback is another way of showing effective listening. This
means that when one entity speaks to another entity, the former one wants to ex-
perience two things: the feeling of and knowing that they have been understood,
and the feeling of that what was said actually was of value. If either of these two
would to be removed, the entity speaking would quickly come to a sense of confusion
or irritation. Therefore, when providing both aspects it means providing effective
feedback.

Feedback is furthermore a good tool for motivating entities. When pro-
viding feedback, it is in a sense as providing praise and showing appreciation to an
entity that has completed a job well, hoping to inspire the entity for completing the
same job even better. Or even for completing future jobs in a good manner. This
is a way of providing a greater positive feeling and commitment to those entities
completing a good job. Just as feedback is a good way of motivating entities, it is
also a great tool for developing entities performances. Feedback can normally
be interpreted as criticism, but what it actually is, is constructive criticism. Its pur-
pose is to work with under-performing entities in a constructive manner, developing
their performances to a higher level. In these cases it is also of importance to use
proper language. For example, it is not suitable to start a sentence by saying “You
didn’t do...”, since it most likely will be interpreted as criticism. In such a case, it
would be more appropriate to say something like “If you would have done this, it
would have led to that instead” [1], properly explaining, in a constructive way, what
should have been done instead for reaching a certain outcome.

Last but not least, Feedback provides potential for learning. When working
internationally, especially, or dealing with customers with different nationalities than
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oneself, there will be large business complexities and virtual teams, having problems
with finding a common way of communicating, leading to events going wrong at
times. In order to prevent such happenings, learning from ones mistakes, it is
essential with feedback. The entity needs to invest time in asking the other entities
about what their impression is of working with the entity. There will be times when
entities will provide ill founded opinions about oneself, which might not be well
received and tough to listen to. But it is after all an opinion and not a fact. As
Dignen puts it ‘with greater mutual understanding comes greater speed to market”.
So, even though an opinion might not be accepted by the entity, it is still important
that the entity manages to explain the reasons for saying and doing things a certain
way. Basically justifying ones own behaviour [1].
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7
Examples of Crowdsourced

Information Retrieval Systems

There are today numerous applications and systems applying different methodolo-
gies in order to retrieve information through crowdsourced information retrieval.
Also, the information retrieved is used differently in all systems. In the following
section, applications adapting crowdsourced information retrieval will be presented.
In the section thereafter, examples of organizations who have integrated trust man-
agement systems will be provided.

7.1 Crowdsourcing applications
Using crowdsourcing for retrieving information and content for applications is ap-
plied by numerous of already existing applications. One of them is Sportswik,
which is an application whose content and data is retrieved entirely through crowd-
sourcing. In Sportswik, any kind of sports team can create their team profile and
report the type of data they want, e.g. stream games, upload images from training
camps or simply report results from games [50]. Once a team profile has been cre-
ated, anyone in the community around the team can report content [51].

The way Sportswik works today, there is no kind of validation of the information
provided by the crowd. The organization completely relies on their users to report
the correct result, and thus hopes that mistakes will be noticed by other users, who
in turn report it to Sportswik. This is a relatively hard task with the business idea
that Sportswik has, since the organizations’ main target group is the smaller, local
football teams around the community, and for teams such as these, there is not as
much coverage as for the larger, well-known teams. With low coverage, it means that
it is hard for Sportswik to have any continuous validation of the information pro-
vided from users, and there is no option available for them to compare the received
information with. Thus, there is no way today to both receive information and
validate it for smaller football teams, other than relying on the crowd. Sportswik
has thus chosen to crowdsource the entire application content and rely on the fact
that users report correct information. Only time will tell, whether or not this will
work in the long run.

Crowdscores, established in 2012, is another application whose content and data
is provided to users via crowdsourcing. The application’s main purpose is to de-
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liver fast and correct match events, e.g. yellow cards, goals, fouls. This is done
by allowing users to report the content to them [52]. An interview was conducted
with a previous worker at Crowdscores, in order to retrieve information regarding
how they handle the information retrieved through crowdsourcing. The information
retrieved is partly handled by automation within a trust management system. This
system retrieves the information together with that user or users trust values and
depending on if the internal calculations seem to be correct in comparison with what
the system is expecting, the event is accepted and displayed within the application.

At the early stages of the application, each user was assigned a trust value depend-
ing on previous performances. For an event to be approved and displayed in the
application, a user’s trust value had to be larger than a certain threshold that had
been assigned to that specific event. The threshold depended on how popular the
league and team was. As a precaution, Crowdscores always compared several users
reports with each other, before displaying it in the application. This means that
the organization compared the reports between each other and if they would prove
to be the same and if the sum of these users’ trust values was larger than the given
threshold, the event would be approved and displayed within the application.

GoalShouter is yet another application that crowdsources its content, established
in 2013. As the organization put it themselves “GoalShouter is a free platform to
create an amazing, professional live coverage for all matches of your soccer team!
Create rich content for your supporters, bringing them with you always!” [53]. The
application allows its users to report anything that happens during a game and by
doing so, create a forum opening up the possibility for other users to commentate
and share the events and matches. It allows its user to generate anything from pro-
fessional reports to statistical sheets, graphic content and videos. To begin with, the
users need to create the match by themselves. The user that has created the match
is referred to as a reporter. Once the match has been created, the reporter receives
several options of events that potentially can take place within a match. When
the reporter wants to report a certain event, for example a goal, the user selects
the goal event, the team that scored and finally, which player within the team that
scored the goal, and the event is automatically created and approved. The reporter
furthermore has the option of taking snapshots of whatever event taking place on
the field, and share it with its peers. Each reporter of the application can auto-
matically share updated events on Facebook. Additionally, users of the application
have the possibility of following each other. GoalShouter uses the term fans, for
those users that follow a reporter. These fans have the possibility of commentating
and sharing the match, that the reporter has created. The fans can also vote on
question that the reporter asks, such as “Who was the best player in the game?” [54].

Another feature of the application, creating an incentive for the reporters to continue
providing information, is that the direct feed of a match can be directly embedded
into the reporter’s own website. This increases the reporter’s and its sponsors vis-
ibility, making the reporter’s team known to a large amount of people all over the
world. This becomes particularly useful, if the team that is being reported, is a
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smaller team with otherwise low coverage and low fan base [54].
ScoreStream is a high-school sports application completely driven by the fans. As
the organization put it themselves “We aim to empower fans, schools, teams, and
media companies with the tools to provide accurate, real-time sports coverage.” [55].
All match schedules, scores, photos and videos are all provided by the fans of the
different teams within the application, meaning that all the content within the ap-
plication is retrieved through crowdsourcing [56]. The fans can follow their favorite
teams within the application, where the coverage is provided by the fans themselves.
What the fans get from the application, besides the possibility of supporting their
teams, is real-time scores and data in general. The highlights of the games can
be instantly shared on social media. The photos that the fan takes and wants to
add on the team’s page, can be edited with filters and overlays directly within the
application. The fans can furthermore live chat with other fans and thus cheer on
their team together, creating a community for the fans [55].

Besides the fans, the application is directed both towards media and the teams and
schools. For the media, the data coverage provided by the users, drives the partner’s
of ScoreStream, by providing real-time scoreboards, photo and video galleries. Since
the tool is free, it provides a good head start in order to be the leader in ones own
local sports. All the real-time scores, images and videos on the website are free of
charge. This provides a platform for the media to engage the fans to use the tool,
leading to greater experience for the fans, which in turn will lead to better content
[55].

For the teams and schools, the platform becomes a major brand experience, ac-
cording to ScoreStream themselves. The real-time scores, images, videos and alerts
provided by the fans can be instantaneously shared from the same platform, provid-
ing the team with all tools required in order to share the most important moments.
A team member can become a ScoreStream General Manager, meaning that this
member can customize the team’s page and unlock onlin tools, powerful for the
team’s display [55].

Wikipedia is a free encyclopedia, driven by the non-profit, charitable organization
called Wikimedia Foundation. According to the Wikimedia Foundation, their goal
is to "encouraging the growth, development and distribution of free, multilingual,
educational content, and to providing the full content of these wiki-based projects to
the public free of charge". Furthermore, with this, they want to imagine a platform
where users freely can share knowledge with each other [57]. All projects are de-
veloped collaboratively by users and thus operates under the so called free Creative
Commons License [58]. This license enables anyone to freely use, edit and copy
the content within each project. This way, of having the content being completely
generated by users, has been the rise of Wikipedia. However, this openness has
also given Wikipedia numerous challenges to tackle since the trustworthiness of the
content becomes hard to decide for users visiting the site. This is mainly due to
that articles in Wikipedia are under constant change, where its authors vary from
domain experts to the opposite. Further-more, users visiting the site do not receive
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any information regarding an articles state prior to the changes made giving the lat-
est version. Wikipedia is evidently a platform in a great need to make appropriate
changes in order to establish trust with its users and provide evidence of that the
content is trustworthy, or at least an indication to what extent the content can be
trusted.

7.2 Trust management systems
EBay is a typical, and one of the most well-known, examples of a system using
reputation-based trust management, which enables its users to rate each other based
on their interactions. Leaving feedback can only happen after an actual action has
taken place between two users, where both the sellers and buyers have the possibility
to rate each other. The seller may only give the buyer positive or no feedback at
all, whilst the buyer can leave negative, neutral or positive feedback about their ex-
perience with the seller [59]. The reputation score for a user is calculated by taking
the positive feedback minus the negative feedback. This reputation score is then
displayed on the users’ different auction pages and is available at all times for other
users to see. There is also the possibility of seeing a more detailed description of
each feedback type; positive, negative and neutral, across different time spans [60].
This is one of the most valuable aspects in EBay’s system, since it gives the users a
possibility to build up a reputation and thus get the possibility to sell and buy even
more in the future.

TripAdvisor is yet another example of a reputation based trust management sys-
tem. TripAdvisor allows its visitors to rate their stay at a hotel, both by a bubble
rate between one to five bubbles, where one bubble means "terrible" and five means
"excellent", and by writing a comment. The overall rating made by users for one
specific hotel is a measure of the quality based on users’ experiences with the hotel,
consisting of all of the user’s ratings added together, forming an average rating for
that hotel. The overall rating takes numerous of values into its decision making,
such as: the quality, quantity and how recent the review is. The quality of a review
is represented by the five-bubble rating, giving a hotel with five bubbles a better
quality than one with four. In the algorithm, TripAdvisor also takes into consider-
ation how recent the reviews have been given, meaning that reviews that have been
received closer to present time are higher ranked than older ones, and thus get a
higher value. The reason for this is due to that users care about the hotel’s present
state, and not how it was a couple of years ago, which thus makes older reviews less
interesting. Lastly, if the quantity of reviews for a certain hotel are more than they
are for another hotel, it does not mean that the former one will be ranked higher.
Rather, TripAdvisor’s algorithm is only interested in having enough reviews for a
meaningful comparison statistically wise [61]. The overall rating can furthermore
be broken down into the distribution of ratings, what kind of traveler it is or how
good the business is [62]. Except for the overall rating, the individual rating is also
displayed next to each person’s review [63].
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8
Design of the Trust Management

System

The trust management system developed for the purpose of this study will have two
main tasks; calculate the trust value based on users previously reported lineups, and
eventually make automated decisions based on the trust value, regarding whether
or not to approve a users lineup. The concrete requirements for the trust manage-
ment system are presented in Section 3.2. These requirements were gathered during
discussions with co-workers at Forza Football and during a brainstorming session,
which is presented in Section 8.2. The gathering of these requirements is a part of
the Relevance cycle presented in Figure 1.1, and has the purpose of gathering the
business needs and requirements from the environment for which this trust manage-
ment system is to be designed for. These requirements are to be met by developing
the trust management system iteratively during four different iterations where, for
each iteration, a new metric is added to the system and then evaluated through vali-
dating sessions with participants relevant for this study. Each of these iterations are
presented in their corresponding section. Before the design and development of the
trust management began, relevant knowledge for the study had to be gathered, in
order to cover all the terms and most important aspects related to this study, which
is presented in the following section. Alongside, before the first iteration began, a
brainstorming session was conducted with a co-worker at Forza Football AB, which
is presented in the section thereafter.

8.1 Initial knowledge base
As of the current situation in Forza Reporter, there is a need for automated decision
making when receiving reported lineups from users of the application. The main
issue existing is knowing when a user can be trusted and the information provided
is trustworthy enough to be used. The trust of a user and how it is managed, are
the main components in the knowledge base for this study and is the information
that mainly has been gathered during the Rigor cycle, as shown in Figure 1.1. Be-
sides this, the primary knowledge base further consists of the following components,
setting the base for this study: Trust Management Systems, Crowdsourced Infor-
mation Retrieval, Trust Management Systems in Crowdsourcing and the Process
of Feedback. Furthermore, examples of systems adapting crowdsourcing and trust
management system has also been provided.
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The knowledge has mostly been based on secondary data gathered from the web.
This due to the given wide range of information existing on the web. The gath-
ering of knowledge was primarily conducted by searching the web for key words,
such as trust, trust value, trust management systems, crowdsourcing, crowdsourc-
ing systems etc. By doing so, numerous books, articles and case studies were found,
relevant for the study. In order to expand the knowledge base even further and find
even more sources for the information already gathered, the references used in each
paper were also reviewed. By doing so, numerous, additionally good papers were
found, useful for the study in many ways. For the first research question, RQ1:
Does using the trust value of a user to evaluate the trustworthiness of the infor-
mation provided from that user yield similar results as a manual evaluation?, an
extensive information gathering was conducted. Entire Chapter chapter 3 creates
a solid foundation for answering this research question. The different evaluations
conducted on the trust management system created for this particular study, will
however provide even more data points for answering this research question.

As for RQ3: How should the user receive feedback regarding what should be done to
reach a certain trust value?, research was conducted on existing papers on feedback
in order to find information about what good feedback is and how it is given in the
best possible manner. Some of the papers found, were directed towards feedback to
students, co-workers etc. Despite this, the papers were still found to be applicable in
other contexts, since the same feedback can be applied to any crowd. Furthermore,
the points brought up by the authors are relevant for the case of Forza Reporter and
thus, this study. In order to make sure to give good and informative feedback, it
is of great importance that the correct strategies and content is chosen, and entire
Chapter 6 provides a solid background for this, providing information about what
good feedback is and how it should be given. This information has provided further
steps into answering research question three.

8.2 Brainstorming session with focus group
Before diving into details and the actual development of the trust management sys-
tem, a brainstorming session was conducted with a co-worker at Forza Football.
The session was conducted with a backend developer at the organization who has
previous experiences in working with trust management systems, and thus provid-
ing insightful opinions and feedback about the different options of solutions for the
problem at hand. The brainstorming session is mainly part of the relevance cycle,
as shown in Figure 1.1, since it provides further requirements to the study and what
the business needs are in the context of Forza Football.

This brainstorming session was semi-structured, allowing the participant to answer
both shortly at questions, but also to provide potential valuable explanations, mainly
from previous experiences that this participant has. Firstly, the session began with
presenting the problem statement, as shown in Chapter 2, along with the require-
ments for the trust management system that had been set prior to this state, as
presented in Section 2.2. With this as a basis, it opened up for free discussions
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regarding how to solve the problem at hand in the best possible way. This discus-
sion was initiated by asking the participant what previous experiences relevant for
this study the participant has. The participant was asked to, if possible, provide
information about how the issues that this study has been derived from, had been
tackled at the participant’s previous work place. By having some insights in how a
trust management system can be integrated into a crowdsourcing application, the
discussion continued on to what would be the most suitable design of a trust man-
agement system for the case of Forza Reporter. The discussion mainly revolved
around what the initial trust value should be and what the increase and decrease of
the trust value should be when reporting a correct and incorrect lineup, respectively.
The discussion furthermore continued on to how the trust value should be used in
the trust management system, whether it should be a global trust value or a local
one, meaning if the trust value only should be valid for a certain team or league,
or if the same trust value should be valid throughout the entire application. The
results from this brainstorming session are presented in Section 9.1.

8.3 Iteration 1
After the brainstorming session, a spreadsheet was created consisting of all users
reported lineups from when Forza Reporter first was released until the day the sheet
was created. The reason for creating such a sheet, is both due to internal needs at
Forza Football, but also since this sheet provides all information available about the
users taking part in providing lineups in Forza Reporter. It is information such as
the number of reported lineups for each user, when the lineups were reported and
the approval and rejection rate, which will in particular be of relevance for the third
iteration, presented in Section 8.5. Since the number of reports until this point were
a couple of thousand, and there is no need in showing the entire document for the
purpose of this study, only a short example was added into this report, and can be
found in Appendix Appendix A, Figure A.1. Within the sheet, the user-id, the time
of when the report was sent to Forza Reporter and an indication of if the reported
lineup was approved or discarded, is provided.
In this first iteration, an initial version of the trust management system was de-
signed and developed, with a function of all reported lineups for each user, in order
to retrieve the trust value for each user. The discussions that took place during the
brainstorming session, presented in Section 8.2, gave a solid foundation for where
the first iteration should begin and what it should include. Furthermore, the re-
quirements that in particular were used for this iteration are:

• Assign trust values to users based on previous performances. The value lies
between 0-1. 0 indicates that all the user’s reported lineups have been rejected.
Having 1 in trust value indicates that the user’s Z most recent lineups have
been accurate, meaning that the user is seen as completely trusted. How many
lineups, Z, need to be reported will be tried out during the different iterations
in this study.

• When reporting the first correct lineup, what trust value should the user re-
ceive?
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• What happens when the user reports an incorrect lineup?
• Should the user report x correct lineups in order to get a higher trust value? Or

does the trust value increase with a certain value X for each correctly reported
lineup?

• Increase the users trust value if the reported lineup is correct, even though the
lineup might not be accepted.

• Decrease the users trust value with Y when an incorrect lineup is reported.
• Should the trust value be global or local? Meaning, should the trustworthiness

of a user be valid throughout the entire content in the app, or should it only
be valid for the specific team that the user has reported a lineup for?

As a part of this iteration, validation sessions were conducted in order to assess the
significance of the trust value, and what a human might make of it. These validation
sessions are a part of the design cycle, as presented in Figure 1.1, where the trust
management system is designed and then evaluated through validation sessions with
participants relevant for this study. The theory was evaluated internally by having
co-workers at Forza Football AB making independent decisions about whether or
not to approve a user’s lineup depending on two distinct criteria: the trust value
of a user and by viewing that user’s history of reported lineups. Worth noting is
that the same person did not get to validate both criteria, but rather only one
of the criteria, in order to not influence the decision making of the person in any
matter, and in order to be able to make proper comparisons between the results.
By independent decisions it is referred to that the participants in the validation
sessions were not affected by any external forces and they could not communicate
with each other in any sense. In order to make sure that this did not happen,
the participants got to complete the validation at different times, starting with the
participant who got to make decisions based on the second criteria. Worth noting
is that the participants completed the validation session individually, no matter if
validating the same criteria, and not in a group. The reason for conducting the
validations using these two criteria, was in order to receive an indication of the
significance of the trust value and if it gives the same outcome as viewing users
histories of reported lineups. This validation session has also provided a further
step into answering RQ1: Can trust be used in order to distinguish sources of
trustworthy information from others? and RQ2: How should the trust value be
used once assigned to the user?.

8.3.1 Participants for validation sessions
As presented in Section 1.3, in Figure 1.1, the environment for which the trust man-
agement system is to be designed and evaluated for is the crowdsoured information
retrieval domain, which consists of the people in it and the problems which this study
has the aim at solving. As for the people in this domain, they consist both of the
users of the applications that the organization Forza Football has developed, but also
of the creators of these applications. The users should not take part in any internal
processes, but rather use the services provided by the organization. Furthermore, it
is the creators of the applications who are responsible for the internal processes, how
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they are designed, evaluated and used, and who thus know it the best. Therefore,
since the trust management system is an algorithm processed internally, meaning
that it is not of significance for the users, but is rather only used by the creators of
the application in order to enable automated decisions, the users of the application
have not been a part of the validation sessions taking place in this study. In order
for the results from this study to be as accurate as possible, and in order for the
results to reflect reality, the participants for the validation sessions were carefully
chosen, only including co-workers at Forza Football who either have worked in the
administrative user interface or with direct development of Forza Reporter, and thus
possess the relevant knowledge, making it a total of six participants. Furthermore,
since quality is of a larger significance for this study than quantity, the number of
participants is enough. The same number of participants and the same individuals
will take part in all validations sessions presented hereinafter.

8.3.2 Validation session based on users history of reported
lineups

This validation session started off by letting each participant know what the valida-
tion session was going to be about and what was to be expected. The participants
were asked to, based on seeing a user’s history of reported lineups, in conjunction
with the decision that was made regarding each lineup, make a decision of whether
or not to approve the next lineup reported by the user. The participant was provided
with printouts, as Figure A.5 in Appendix A exemplifies. Each history of reported
lineups corresponds to an aggregated trust value, unknown to the participants eval-
uating the criteria of users’ histories. The validation was conducted using real users
data currently existing in Forza Reporter, with history that corresponds to each
trust value existing in the spectrum of 0-1. The reason for doing it this way, is due
to that it in particular is worthwhile when making comparisons to the results from
the second validation session in this iteration, explained in the next section. These
participants did not however receive any information about the trust value, or that
it even exists, since the participants were not to be affected in any manner, but was
rather expected to focus only on making decisions based the user’s history of lineups.

Once each participant had been provided with relevant and enough information
to complete the validation session, the participants were shown printouts of the
history of a users reported lineups, for a timespan from December 2017 until March
2018. The order in which the different printouts were displayed, was randomly
selected starting with the user’s history which corresponds to a trust value of 0.9.
This same process was continuously completed with users histories, corresponding
to the other trust values existing in the spectrum as well. The order in which the
printouts of users histories were shown, corresponds to the following trust value:
0.9, 0.2, 0.5, 0, 0.7, 0.1, 0.4, 0.6, 1.0, 0.3, 0.8. During the validation sessions, the
participants were also asked to think-aloud regarding any thoughts that might come
to the their mind. The participants were asked to furthermore explaining the reasons
for making a decision of accepting or discarding a lineup based on users’ histories of
reports. No interference was made during this process, and notes were taken on all
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opinions expressed by the participants. Worth noting is that the participants did
not complete the validations in a group, but rather got to complete the validation
at different times, individually, as presented in Section 8.3. The results from these
validation sessions are provided in Section 9.2.1.

8.3.3 Validation session based on users trust values

This validation session started off in the same manner as the previous one, with
letting the participants know what this validation session was going to regard. The
participants were asked to, based on users trust values, make a decision regarding
whether or not to accept each users lineup. The participants were provided with
screen-shots resembling the administrative user interface, that had been printed out.
The design of the screen-shots was made to match the real administrative user in-
terface used for Forza Reporter, in order to keep the situation as similar as possible
to reality. An example of the printouts is shown in Appendix A, Figure B.10. Since
the order of the trust values may affect the participant’s decision making, the trust
values were shown in a random order, as follows: 0.9, 0.2, 0.5, 0, 0.7, 0.1, 0.4, 0.6,
1.0, 0.3, 0.8. Before showing the printouts to the each participant in the given
order, the participants were provided with relevant information. The information
provided to these participants was only about what the trust value is, meaning that
the participants were told that the trust value is a numeric value between 0-1 used
for distinguishing trustworthy users from those who are not. The participants were
furthermore also told the two limits existing for the trust value, and what those two
values mean: 0, meaning not trustworthy, and 1, meaning trustworthy.

Once the participants had been provided with relevant and enough information
to complete the validation session, the participants were shown the different screen-
shots of the administrative user interface, with the corresponding trust value for that
user. The order in which the different screen-shots and trust values were shown, was
randomly selected, as presented above. The same process was conducted for each
trust value existing in the spectrum between 0-1. During the validation session, the
participants were asked to think-aloud, sharing any thoughts, insights and question
marks that might occur during the process, which all was recorded in a document
simultaneously. The participants were asked to make a decision of whether or not
to approve the lineup only based on the trust value, and provide a reason for why
a certain decision was made. This same process was completed with all the other
trust values existing over the given spectrum. Just as for the other validation session,
no interference was made during this process, and notes were taken on all opinions
expressed by the participants. Worth noting is that the participants did not complete
the validations in a group, but rather got to complete the validation at different
times, individually, as presented in Section 8.3. The results from this validation
session are provided in Section 9.2.2.
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8.4 Iteration 2
In this iteration, another value was added to the trust management system, which
is reviewing the quality of the lineup reported by the user. As per one of the re-
quirements, provided by Forza Football, for the system, as given in 2.2: “Should
the increase of the users trust value depend on the correctness of the lineup? There
are cases where the lineup provided by a user is accepted, first after certain, mi-
nor adjustments have been made. That would mean that the increase of the users
trust value would thus depend on the number of adjustments required prior to the
acceptance of a lineup. Or should the trust value be increased with the same value
no matter the case?”. This requirement is a rather important one, since users who
make mistakes should not get the same increase in their trust value as a user that
has reported a completely correct lineup, but since their lineup gets approved, first
after some adjustments have been made, they should still receive some recognition
and a slight increase in their trust value. In order to make conclusions about how
many mistakes are acceptable, which mistakes are acceptable and which mistakes
are seen to be worse than others, a shorter interview with open-ended questions was
conducted with a co-worker at Forza Football.

8.4.1 Open-ended interview
This interview started off by providing the co-worker with information about the
current status of the project, what had been done at this point and what the plan
was for going forward. The co-worker was provided with the information, that this
iteration was about the quality of the lineup and that the quality of a lineup is
considered to be the number of adjustments required prior to the acceptance of a
lineup. This led on to a discussion about which mistakes completed by users, first
had been modified in the administrative user interface, and then approved at this
point in time. This continued on into the main question of this interview, which was:
“Which of the adjustments allowed at this point in time, are worse than the others?”.
The bigger parts of the interview were spent on this question due to different view-
points on the matter. But after exemplifying the matter, providing both advantages
and disadvantages with different approaches, conclusions were made. The results
from this interview are presented in Section 9.3.

8.4.2 Validation sessions
As a part of this iteration, validation sessions took place in order to assess how the
added metric of quality of lineups might affect the decision a person makes regarding
approving or discarding lineups. These validation sessions are a part of the design
cycle, as shown in Figure 1.1, where the trust management system continuously is
designed and then evaluated through validation sessions with participants relevant
for this study. The evaluation was conducted internally by having the co-workers
at Forza Football AB making independent decisions about whether or not to accept
a user’s lineup depending on two distinct criteria: the trust value of a user and by
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viewing that user’s history of reported lineups. The methodology was the same, as
described in Sections 8.3.2 and 8.3.3. The only difference in these validations was
that another value had been added into the calculation of the trust value. For the
participants making decisions based on users history, they got to see another value,
which was the quality of each lineup, meaning if the lineup is completely correct,
correct with one, two or three adjustments, or simply incorrect. The results from
the validations conducted in this iteration are presented in Sections 9.3.1 and 9.3.2.

8.5 Iteration 3

Based on the results retrieved from the first two iterations, which are presented in
9.2 and 9.3, this iterations purpose will be to add more metrics, alongside the trust
value, in order to be able to make conclusions regarding if the trust value alone is
significant enough in order to make an automated decision regarding the informa-
tion provided by users, or if any of the added metrics are required to be used in
conjunction with the trust value. Another possible outcome from this, could be that
one of the added metrics is more useful than the trust value. In this iteration, users
histories of reported lineups is no longer valuable to use for validation purposes,
meaning that this iteration only will use screen-shots from the administrative user
interface. Each metric that could be of value for making a decision regarding users
lineups, has been added next to the trust value in the administrative user interface.
The values that were evaluated, with the trust value, are: users approval rate, users
trend, which is the number of approved lineups out of the five last reported ones,
and users approval rate together with the number of reported lineups. In order to be
able to make conclusions regarding the significance of the trust value, a validation
session will also be conducted using users’ approval rate and number of reported
lineups, only. Meaning that the trust value is completely excluded in this validation
session. Besides the aim of providing further data for the requirements as specified in
Section 8.3, this iteration furthermore strives at handling the following requirements.

• Should the system only rely on the user’s trust value or by comparing users
lineups for the same team with each other, when making automated decisions?
Or both? Or does the automated decision making process need to be supported
by another value, indicating the user’s history of reported lineups in some
manner, for example?

• Should a user get its lineup automatically approved first when its trust value
is above a certain given threshold?

• If setting a threshold for what trust value is required for getting a lineup
approved, what happens with lineups reported by users, if their trust values
are below the threshold, but their lineups have proven to be correct after
comparisons between each other?

• Should a user with a trust value beneath a certain threshold automatically
get its lineup discarded? And leave room for it to be manually reviewed? Or
should the user’s lineup automatically be compared to other users lineup for
the same team, and let the system make a decision based on their similarities?
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• If comparing users lineups with each other in order to decide whether or not
the lineup is correct, should the users’ trust values decide who gets its lineup
displayed in Forza Football, or should that be based on which user reported
the lineup first?

The validation sessions conducted in this iteration are also a part of the design cycle,
as shown in Figure 1.1, where the trust management system is designed and then
evaluated through validation sessions with participants relevant for this study. As
for these validation sessions, in order to gather as many data points as possible, all
participants that took part in the validation sessions conducted in the previous it-
erations, are all part of the validation sessions for this iteration as well. This means
that there were six participants in total for this iteration. Three of these partici-
pants, participant, have prior knowledge about the trust value, since they took part
in the two previous validation sessions where the trust value was evaluated, only.
Thus, the only information required to be provided to these participants, was the
meaning of the other metrics used alongside the trust value, which are rather self-
explanatory. As for the other three participants, who in the previous iterations got
to make decisions based on users’ history, only, had to first be given information
about the trust value, before receiving information about the other metrics. The in-
formation provided to these participants was the same as described in Section 8.3.3.
Once all the participants had been provided the proper information for completing
these validation sessions, they were shown screen-shots from the administrative user
interface, with the various metrics. All validation sessions were conducted in the
same order, starting with the one where the trust value was evaluated together with
users’ approval rate, followed by an evaluation of the trust value together with users’
approval rate and the number of approved lineups, and ending with a validation ses-
sion where the trust value was evaluated together with the number of approved
lineups out of the five last reported ones. These first three validation sessions all
evaluated the trust value alongside another metric, whilst the final validation ses-
sion for this iteration evaluated the number of reported lineups together with users’
approval rate, completely leaving out the trust value. In the end of the last vali-
dation session conducted in this iteration, each participant was asked the following
questions: “Which of the metrics made the decision the easiest?” and “Do you think
that this metric is enough for making a decision regarding a lineup, or would you
still like to have the trust value?”. The results from these validation sessions are
presented in Section 9.4.

8.6 Iteration 4
Feedback is of great importance, because it shows users that the information they
provide actually is being used, or at least acknowledged. Furthermore, feedback is
a key for giving users an incentive to do more and better, and the feeling of recogni-
tion is what many seek [1]. Since the current state of Forza Reporter lacks any kind
of feedback, there is evidently a great need to integrate feedback into the current
process, in order to provide incentives for users to report more and better lineups.
Therefore, this last iteration for this study has the purpose of validating what kind
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of feedback users should receive, and especially, if the trust value should be included
in the feedback to users, or if it simply is insignificant to them.

The requirements that in particular were used for this iteration are the following:

• Should the trust value be displayed to the user? Will the user understand
what that number means? Or is this not significant to the user?

• Should the trust value be gamified? Meaning, if a user for example has a trust
value of 0.1, the user is a water-boy. Or if the user has 1.0 in trust value, the
user is a coach.

• Should the trust value be displayed together with its gamification to the user?
Or only the gamified value?

• Should the user receive feedback about what is required to reach the next step
or even the highest value?

• When the lineup is correct or the user’s trust value is high enough to get the
lineup automatically accepted, send proper feedback explaining the reasons
for the acceptance.

• When the lineup is incorrect, but the user has a high trust value, send feedback
explaining the reason for rejection.

• When the lineup is incorrect and the user’s trust value is low, send feedback
explaining the reason for rejection.

• For each rejected lineup, should the feedback include the new trust value, the
reason for it being lowered, and an explanation for what the user has to do in
order to reach a higher trust value again, or only the reason for rejection?

• For each accepted lineup, should the feedback include the new trust value
and an explanation about what that new value means, or only the reason for
acceptance?

• What proper feedback is, will be investigated during the different iterations in
this study.

For the validation sessions in this iteration, all six participants were once again
involved. The participants were shown two different drafts of user profiles; one
including the trust value and one including a gamification element. Both drafts
contain some other data points as well, that could be relevant for the user, but
also in order to keep the situation as similar to reality as possible. The drafts
used for these validation sessions are presented in Appendix D, Section D.1. In
conjunction to this, an open-ended interview was conducted. The questions asked
in these interviews are presented in Appendix D, Section D.2.

60



9
Results

The design science research methodology used throughout the study was completed
in different iterations, where the insights from a previous iteration was additional
knowledge for the iteration thereafter, where further metrics and complexity was
added to the trust management system in order to retrieve more data for answering
the research questions, presented in Section 1.1. In order to get as good results as
possible from the validation sessions, relevant participants had to be chosen. The
selection was carefully made by selecting co-workers at Forza Football AB who in
some manner have been involved in Forza Reporter, may it be the direct development
of the product or the work in the administrative user interface, with approving or
discarding lineups, as explained in Section 8.3.1. This gave a total of six co-workers
taking part in all of the validation sessions. Since there are six participants, the
participants will be referred to as Participant x throughout the coming sections. X
will be between A-F and refers to each participant. If referring to participant A,
for example, throughout several sections, it is the same participant being referred to.

Within this chapter, the results from the brainstorming session and each validation
sessions in the various iterations will be provided. Potential insights and interpre-
tations of the results will be provided in the chapter thereafter.

9.1 Results from brainstorming session
When providing the participant in the brainstorming session with the requirements
for this study, the open discussion that began thereafter, provided room for insight-
ful feedback and conclusions for how to best tackle the issues at hand.

From Section 2.2, it is evident that the users are to receive a trust value based on
their previous performances. This means that a user with a record of providing
correct lineups will receive a higher trust value in comparison to a user who has a
record of bad reports or even a user who has a record of both inconsistency. The
trust value given to users is a numerical value between 0-1. A user who continuously
has provided correct lineups, will eventually reach a trust value of 1, indicating that
this user is trustworthy. A user who has proven to not be trustworthy, on the other
hand, by reporting bad lineups, will eventually reach a trust value of 0, indicating
that this users is not trustworthy, and therefore neither the information provided
by this user. A user who however is new to the application, has neither proven to
be trustworthy nor the opposite, meaning that this user should not start on the
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same trust value as a user who has proven to not be trustworthy. On the other
hand, these users have not proven to be trustworthy either and should therefore
not receive a too large trust value as a starting point. Since the next trust value
after 0 is 0.1, it is appropriate that new users receive this trust value as a start-
ing point. For each correctly reported lineup, users should receive an increase to
their trust value. During the brainstorming session it was decided that the trust
value should increase with 0.1 for each correctly reported lineup. The reason behind
this is, if the trust value starts at 0.1 and a user receives an increase to its trust
value with 0.1 for each correct lineup, that means that the user needs to provide
nine correct lineups in a row in order to reach a trust value of 1, and thus be seen
as completely trustworthy. Providing nine correct lineups in a row is enough data
points to evaluate a user’s performances, since the user has shown consistency, and
thus, trustworthiness. For a user proven to not be trusted, having a trust value of
0, it would require ten correctly reported lineups to reach a trust value of 1. This
increase in the trust value should happen for all correct lineups, even though the
lineup might not have been reported fast enough to be displayed in Forza Football.
This due to that there can be several users reporting a correct lineup, but only the
fastest one will be selected for being displayed within Forza Football. And no matter
it being approved or not, if the lineup is correct, the user should get recognition for
it. In Section 2.2 it was mentioned that there are cases where users report a lineup
where a couple of adjustments are required before it can be approved. One such
adjustment, is incorrect players, where the mistakes made by the user are caused by
the fact that some players required for the lineup do not exist within the application
yet. Since this kind of mistake in essence is not a conscious one by the user, the
user should receive an increase of 0.1 to the trust value, if the lineup ends up being
approved. On the other hand, there are users who make minor mistakes, which
first after some adjustments end up being approved. Mistakes such as these were
mentioned in Section 2.2, and are typically a switch in 2-3 players positions. Since
these lineups end up being approved, first after a few adjustments, the users should
still receive an increase in their trust value, but not an as large increase as a user
who reports a completely correct lineup, not requiring any adjustments. There are
however users who make obvious and conscious mistakes, leading to the lineup being
discarded. Making such a mistake should have larger consequences than a correctly
reported lineup should be awarded. A discarded lineup should therefore receive a
decrease of 0.2 in the trust value. Note that a user can never reach a trust value
lower than 0 or higher than 1.

During this brainstorming session it was also discussed whether the trust value
associated with a user should be global or local. That a trust value is global means
that the user will be as trustworthy for team X as for team Y. If the trust value
is local however, it means that the user will only be seen as trustworthy for team
X. If the same user would start reporting for another team, Y, it would mean that
the user receives a completely new trust value, indicating the trustworthiness in
respect to team Y. Since the majority of the users reporting lineups so far have been
reporting on teams that they are familiar with, that they play in themselves or that
they even coach, and thus hold valuable information, there is no need to use a local
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trust value at this point. It has thus been decided that the trust value will be global.

9.2 Iteration 1
For this iteration, an initial version of the trust management system was developed,
based on the requirements presented in Section 8.3. The version consists of a func-
tion providing each user a trust value, based on their history of reported lineups.
Each users initial trust value starts at 0.1. The function then takes, for each user,
all reported lineups from the start until the last reported lineup by that user, and
for each lineup checks whether it was correct or incorrect. For a correct lineup,
the trust value increases by 0.1, whilst 0.2 is withdrawn for an incorrect one. After
scanning through all reported lineups for a user, the function provides the user’s
current trust value. Once the function has computed, the user’s trust value will be
provided. This trust value is saved for future references, so the next time the user
reports a lineup, the trust value will either be increased by 0.1 or decreased by 0.2,
providing the user’s new trust value. The user’s trust value is then displayed within
the administrative user interface, meaning that the ones working at Forza Football,
currently responsible for approving or discarding lineups, will be able to view each
users trust value.

Once the implementation of the initial version of the trust management system had
been completed, validation sessions took place with co-workers at Forza Football,
which is presented in the next two sections.

9.2.1 Validation session based on users history of reported
lineups

This validation session was divided into three different sessions, with three different
co-workers participating in one session each. This way, three different aspects were
gathered, without allowing the participants to be affected by any external forces
or by each other. All three sessions were conducted in the same manner and in
the same order, to keep it consistent. In Section 8.3.2, it was mentioned that the
test session started off by giving the participants relevant information, following
with showing screen-shots of users history of reported lineups, corresponding to an
aggregated trust value. The results from this test session are presented in Table
9.1. Note that the results of the examples shown of a users history of reported
lineups, corresponding to a certain trust value, are presented in an increased order
of trust values, and not in the order in which they were shown to the participants in
the validation sessions. The first column refers to each history, corresponding to a
certain trust value, that was used for the validation session. The other two columns
show the two possible decisions that the participant could make, which was to either
approve or discard a users lineup based on the history. For each participant, the
decision and the reason for the decision are presented in the table.
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The history of a user as
displayed in Appendix

A, figure:
Approve Discard

A.2
(Corresponding to a
trust value of 0)

Participant A: Discard
the lineup based on the
recent reports being

discarded.
- - - - - - - - - - - - -

Participant B: Would
like to double check the
actual lineup, if possible.
But in general, there are
too few data points.
- - - - - - - - - - - - -

Participant C: Too few
data points, with the
last two lineups being

discarded.

A.3
(Corresponding to a
trust value of 0.1)

Participant A: A lot of
inconsistency in the

user’s history, with many
discards. Approved
lineups seems to be a

lucky run.
- - - - - - - - - - - - -
Participant B: Very
few data points, with
than half discarded.

Would double check the
lineup, but most likely

discard it.
- - - - - - - - - - - - -
Participant C: More

discarded than approved,
and too few data points.

Table 9.1: Results from first validation session, based on users histories.
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Continuation of table 9.1

A.4
(Corresponding to a
trust value of 0.2)

Participant A: Discard
the user’s lineup due to
that there is not enough
data - one discard, one
approved. There is no

evidence of consistency.
- - - - - - - - - - - - -

Participant B: Similar
reasoning as A. Would
not auto approve it.
- - - - - - - - - - - - -
Participant C: Too
little data. Would not
approve automatically.

A.5
(Corresponding to a
trust value of 0.3)

Participant A: Large
inconsistency, with a
long list of discards,

especially on the same
day. There is however a
good change that then
next lineup could be
correct, but due to the
inconsistency, discard

the lineup.
- - - - - - - - - - - - -

Participant B: Would
like to double check the
lineup. Feels like a user
who sends in preferred
lineups, and not the

official lineup.
- - - - - - - - - - - - -

Participant C: Many
reported lineups, but
more discarded than

approved. Improves over
time, but not too good

to be approved
automatically. Reports
often = power user. But

would not manage
without administration.
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Continuation of table 9.1

A.6
(Corresponding to a
trust value of 0.4)

Participant A:
Improvement in the most

recent lineups, after
providing really bad

ones. Bases decision on
the five past approved
lineups in a row.
- - - - - - - - - - - - -

Participant B: Similar
reasoning as A.

Participant C: Many
lineups over a short

period of time. Almost
50/50 as for approved
and discarded. Would
not automatically

approve.

A.7
(Corresponding to a
trust value of 0.5)

Participant A: Good
recent track record, with
several approved lineups

on the same day.
Discarded lineups does
not seem like a normal

behaviour.
- - - - - - - - - - - - -
Participant B: The

user used the app during
two different days, with

almost everything
approved. Would

approve since last five
are approved.

Participant C: 20% of
the lineups are incorrect.
Would thus not approve

automatically.

A.8
(Corresponding to a
trust value of 0.6)

Participant A: Based
on a good track record of
approved lineups, and
since the user only has
approved lineups, the
next reported lineup by

this user would be
approved.

- - - - - - - - - - - - -
Participant B: Similar

reasoning as A.

Participant C: Not
enough lineups or data.
Six lineups is too little to

make a decision.

66



9. Results

Continuation of table 9.1

A.9
(Corresponding to a
trust value of 0.7)

Participant A: A good
trail of approved lineups,
based on the last lineups.

- - - - - - - - - - - - -
Participant B: Seven

lineups in a row
approved. However, it is
only during one hour,
same day. Need more
data points over longer

time period.

Participant C: Only
one discarded lineup,

which also was the first
one. Would however not
automatically approve
without double checking

the actual lineup.

A.10
(Corresponding to a
trust value of 0.8)

Participant A: The
user seems trustworthy,
consistent and regular.
Discarded lineups is not
common - no two lineups
after each other where

both have been
discarded.

- - - - - - - - - - - - -
Participant B: Similar

reasoning as A.

Participant C: Reject,
due to a ratio of 20% of
lineups being rejected.

A.11
(Corresponding to a
trust value of 0.9)

Participant A: Many
lineups reported, and the
majority are approved.
The user has only gotten
one discarded lineup.
- - - - - - - - - - - - -

Participant B: Similar
reasoning as A.

- - - - - - - - - - - - -
Participant C: The

user has many reported
lineups, with only one
mistake. So would give
this user a pass and

approve the next lineup.
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Continuation of table 9.1

A.12
(Corresponding to a
trust value of 1.0)

Participant A: Only
one discarded lineup.

Reports are provided on
a weekly basis, and the

user is consistent.
- - - - - - - - - - - - -

Participant B: Similar
reasoning as A.

Participant C: One
incorrect lineup, which

was quite recently, giving
a total ratio of 8% of
discarded lineups.

Meaning that the error is
most likely not due to a
misunderstanding from
the user. Would not

automatically approve.

9.2.2 Validation session based on users trust values
This validation session was divided into three different sessions, with three different
co-workers participating in one session each, just as described in the previous Sec-
tion, 9.2.1. As mentioned in Section 8.3.3, the test session started off, after giving
each participant information about the test session, with showing a screen-shot of
the administrative user interface with a user who has reported a lineup with a trust
value of 0.9, as shown in Appendix B Figure B.10. The participants were expected
to make a decision regarding whether or not to approve users lineup based on the
trust value only. The first participant’s, referred to as Participant D, initial re-
action was not any obvious decision. The reasoning that the participant had was
that, if this user has started at a trust value of 0 and then slowly improved its
performances and thus reached a trust value of 0.9, the participant would approve
this user’s lineup. On the other hand, if the user previously has had a trust value
of 1 and received a decrease in its trust value, it means that the user has shown
signs of deterioration, reporting incorrect lineups. But since this user has such a
high trust value, the participant still came to the conclusion to approving this users
lineup based on the trust value of 0.9.

The next trust value that was tested was 0.2, by showing Figure B.9, as shown in
Appendix B. The same reasoning was made by participant D as for the previous
trust value. This time however, the participant would discard the users lineup due
to that the value is so low and it spontaneously feels too low to approve, as the
participant motivates the decision.

When going further, to test the next trust value, the most interesting part of this
test session began. The next trust value that was to be tested, was 0.5. Figure B.6
in Appendix B shows the screen-shot displayed to the participant. The participant
used the same reasoning as previously and came to the conclusion that this user’s
lineup most likely would be rejected. In conjunction to this, the participant had a
wonderment, asking if this would be the process for each and every value existing,
which was the case. The participant then said that, with the information available
and by only being able to make a decision based on the trust value, the participant

68



9. Results

would approve all lineups where the user has a trust value of 0.8 or above, since
it feels like a safe and good value. Whilst incoming lineups, from users having a
trust value of 0.4 or below would be rejected by this participant. From this, a great
discussion arose regarding the trust value and its usage. The participant felt that it
was hard to make a decision only based on the trust value, since a user who has a
low trust value might have proven to be consistent lately, having the latest reported
lineups being correct, and thus showing indications of improvement. For such a case,
having a user with low trust value, the participant would reject the users lineup due
to the low value. Whilst if there would be another value in conjunction with the
trust value, providing an indication of whether or not the user is improving, the par-
ticipant would most likely approve the users lineup, having a low trust value, but
with an indication of consistency and improvement. The same goes for the other
way around.

As for the second participant that took part in the this validation session based on
users trust values, referred to as Participant E, was a bit more strict and reserved
when approving or discarding lineups only based on the trust value. During the val-
idation session, when showing the different screen-shots of the administrative user
interface with users trust values, the only values that were shown until the partici-
pant made conclusions, was Figures B.10, B.9, B.6, B.1 and B.8, in the order they
are presented. The participant mentioned that for all users having a trust value
above 0.9, an automated decision of approving the lineup would be in place, since it
most likely means that the user has reported many good lineups. But for all values
below, the participant did not feel comfortable to make any concrete decision. For
the low values, such as 0 and 0.2, the participant would discard the lineups, since
that would either mean that the user only has reported very few good lineups, or
that the user has reported many lineups, of which many of them have been incor-
rect. The participant would also not approve a lineup if a user has a trust value
of 0.5, since it sounds very low, according to the participant. When continuing the
discussions with the participant about the reasoning behind these decisions, this
participant also mentioned that another value would be valuable next to the trust
value, such as number of reported lineups, or that more values are involved in the
algorithm behind the calculation of the trust value. The participant mentioned that,
if a user’s last five lineups have been correct, the participant would most likely ap-
prove that user’s reported lineup. For such users, the participant felt that it would
be good to, after five correct lineups in a row, give the users a higher increase in the
trust value than only 0.1, since those users have proven to be consistent by providing
correct and qualitative lineups.

The third participant that took part in this validation session, referred to as Par-
ticipant F, had a completely different mindset than the previous two participants
in this validation session. What is worth mentioning is that this participant has
previous experience and knowledge about trust values and trust management sys-
tems. The participant felt in general that the trust value itself is not enough data to
make any decision regarding a users lineup. The participant would, in conjunction
to the trust value, like to in some manner compare the lineup for the same team,
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from different users, in order to be able to validate if the reported lineup actually
is correct. Because, if five users provide the same lineup, it is more likely that it is
correct, than if only one user provides the lineup. Also, by only looking at the trust
value for making an automated decision, the entire trust is put in the user only.
And even though a user might have proven to be trustworthy based on previous
performances, that does not necessarily have to mean that the next reported lineup
by this user will be correct. This all comes down to the fact that this participant
would not approve a users reported lineup based on the trust value only, no matter
what the value is.

9.3 Iteration 2
For this iteration, another metric was added to the trust management system, which
was the quality of each reported lineup. This means that the function providing each
users’ trust value, is now based on their corresponding history of reported lineups
and the quality of each lineup. The quality of a lineup is viewed as the number
of adjustments required to be made before the lineup can be approved in the ad-
ministrative user interface. The number of adjustments acceptable so far in Forza
Reporter, have been a maximum of three player positions or one incorrect player.
This means that lineups sent to Forza Reporter, where a maximum of three players
positions have been wrong or one player has been incorrect, have first been modified
in the administrative user interface, and then approved and displayed in Forza Foot-
ball. This means that there are five different qualities of lineups: correct, correct
with one mistake, correct with two mistakes, correct with three mistakes and incor-
rect. For the four first cases, it means that the user’s trust value now also should
depend on the quality of the lineup. A completely correct lineup should still result
in an increase of 0.1 to the trust value. As for the other lineups, the increase in
the trust value should depend on the number of adjustments required prior to its
approval.

As for the case of an incorrect player in the lineup, there have been changes made to
Forza Reporter, since the brainstorming session was conducted with a co-worker at
Forza Football AB. One of the features added since, was giving users the possibility
of adding players that might be missing in a squad, or even adding an entire squad,
in conjunction with reporting the lineup. As mentioned in Section 9.1, users had
no option before when one player was missing in a squad, and were thus forced to
put an incorrect player in order to be able to report any lineup for that particular
team. In some cases, users would write directly to the organization, letting them
know the mistake, or simply hope that the organization spot it themselves. Prior
to this feature being added, this kind of mistake was in essence not a conscious one
by the user, since they did not have any other option, which was the reason for why
the discussion in the brainstorming session led to that these users should receive the
same increase in their trust value as a user reporting a completely correct lineup.
But since the addition of this feature, if a player is incorrect, the mistake is larger
from the users side, meaning that the increase in the user’s trust value should not
be the same as for a user reporting a completely correct lineup.
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The open-ended interview that was conducted, as presented in Section 8.4.1, pro-
vided insights in which order the different adjustments are ranked, as for their
severity. The one considered to have the largest severity is the case of an incorrect
player, meaning that this one should give the lowest increase to a users trust value.
The reasons are given in the paragraph above. Besides this one, the adjustments
acceptable are a maximum of three player positions. The more positions that are
incorrect, the lower the increase to a users trust value should be. This additional
metric, the quality of a lineup, was added to the function created in the first it-
eration. The function now takes, for each user, all reported lineups from the start
until the last reported lineup by that user, and for each lineup checks whether it was
correct or incorrect. For the former case, there are four possible outcomes: correct,
which still gives an increase of 0.1 to the trust value, correct with one adjustment
(which is one player being incorrect), giving 0.02 as an increase to the trust value,
correct with two adjustments, giving an increase of 0.07 to the trust value, and
correct with three adjustments, giving an increase of 0.04 to the trust value. For
an incorrect lineup, the trust value is still decreased by 0.2. After scanning through
all reported lineups for a user, the function outputs the sum, which provides the
user’s current trust value. This new metric that was added to the calculation of
the trust value had to be evaluated. This was done in the same manner as in the
first iteration, having participants make decisions about users lineups based on two
criteria: users’ trust values and users’ histories of reported lineups. The results are
presented in the following two sections.

9.3.1 Validation session based on users history of reported
lineups

In Section 8.4.2, it was mentioned that the test session began in the same manner
as previously had been described in Section 8.3.2. The difference in this test session
was however that the participants got to see the users history of reported lineups
together with a new value - the quality of each lineup. The results from this test
session are presented in Table 9.2. Note that the results of the examples shown
of a users history of reported lineups, corresponding to a certain trust value, are
presented in an increased order of trust values, and not in the order in which they
were shown to the participants in the test sessions. The first column refers to each
history, corresponding to a certain trust value, that was used for the test session.
The other two columns show the two possible decisions that the participant could
make, which was to either approve or discard a users lineup based on the history.
For each participant, the decision and the reason for the decision are presented in
the table.
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The history of a user as
displayed in Appendix

A, figure:
Approve Discard

A.13
(Corresponding to a
trust value of 0.06)

Participant A: Many
discarded lineups and
seems to have many

adjustments on approved
lineups.

- - - - - - - - - - - - -
Participant B: Too few
data points and almost
half of them have been

discarded.
- - - - - - - - - - - - -
Participant C: No

totally correct lineup.

A.14
(Corresponding to a
trust value of 0.17)

Participant A:
Approve, based on the
last two being approved

Participant B, C: Only
two approved lineups,
with one and three

adjustments respectively.
Cannot be trusted.

A.15
(Corresponding to a
trust value of 0.27)

Participant A: The
user has more approved
than discarded lineups.
And two adjustments are

not that bad.
- - - - - - - - - - - - -

Participant B: Similar
reasoning as A.

Participant C: Too few
data points to

automatically approve.

A.16
(Corresponding to a
trust value of 0.34)

Participant A: Good
recent track record.
Only one adjustment

required for two lineups.
- - - - - - - - - - - - -
Participant B: Very

much data with
improvement by the

user.

Participant C: The
user shows an

improvement, but would
still not automatically

approve.

Table 9.2: Results from second validation session, based on users histories.
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Continuation of table 9.2

A.17
(Corresponding to a
trust value of 0.44)

Participant B: Users
can make mistakes. The

last five have been
approved. User shows
good improvement.

Participant A: User is
not consistent. If you
doubt, kick it out.
- - - - - - - - - - - - -
Participant C: Too

many discarded lineups,
where the first 7 are
incorrect. Would not

automatically approve.

A.18
(Corresponding to a
trust value of 0.54)

Participant A:
Approved based on good
track record, even with

adjustments.

Participant B: Hard to
make a decision, only
five lineups. The user
used the app at two

moments. Would rather
discard than approve,
due to few data points.
Cannot trust the user

enough.
- - - - - - - - - - - - -
Participant C: Only
approved lineups but

would not automatically
approve the next lineup.
If the user would only

provide approved lineups
in the future, giving

more data points, would
automatically approve

the next lineup.

A.19
(Corresponding to a
trust value of 0.66)

Participant A: Gives
the user the benefit of
the doubt due to good
track of approved, and

the last four are
approved and did not
need any adjustments.
- - - - - - - - - - - - -

Participant B: A user
who did not get the

concept in the beginning
but approved.

Participant C: Starts
with a lot of discards,
then provides some

approved lineups with
adjustments and then
some discards again.

Does not quite seem to
understand the concept
or makes mistakes based

on something else.
Would not automatically

approve.
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Continuation of table 9.2

A.20
(Corresponding to a
trust value of 0.71)

Participant A: Things
change prior to the start

of a match, such as
player positions. When
clubs release the lineups
they release it as a list at
times, and some users
still add the formation
because it is cooler,
based on previous

lineups from the same
team.

- - - - - - - - - - - - -
Participant B: A user
who knows how to send
in lineups even though
there is one lineup with
three adjustments.

Participant C: The
user seems to have

understood the purpose
in the end, but not
entirely. Shows
indications of

improvements, but not
enough for getting a
lineup automatically

approved.

A.21
(Corresponding to a
trust value of 0.86)

Participant A:
Approve the lineup
despite adjustment,
based on good recent

track record with 11/12
correct lineups.

- - - - - - - - - - - - -
Participant B: Very

many data points. Only
two lineups with
adjustments.

Participant C: Would
be good to know why the
lineups were discarded,
because it affects the
decision. If it for

example was discarded
based on shirt numbers
being incorrect, the

decision would be more
positive. But based on
the situation, would not
approve automatically.

A.22
(Corresponding to a
trust value of 0.94)

Participant A:
Approve based on that

the user has more
approved lineups and
only one discarded.

Three adjustments are
probably only a mistake
since the user has been

consistent before.
- - - - - - - - - - - - -

Participant B: Similar
reasoning as A.

Participant C: Would
not approve it

automatically, based on
that the user has two
incorrect lineups out of
12 lineups in total.
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9.3.2 Validation session based on users trust values

Just as for the previous test sessions, this one was conducted with three different
co-workers participating in one session each. As mentioned in Section 8.4.2, the test
session started off, after giving each participant information about the test session,
with showing a screen-shot of the administrative user interface with a user who has
reported a lineup with a trust value of 0.71, as shown in Appendix B Figure B.19.
The results from this test session are presented in Table 9.3. Note that the results
are presented in an increased order of trust values, and not in the order in which
they were shown to the participants in the test sessions. The first column refers to
each trust value, that was used for the test session. The other two columns show the
two possible decisions that the participant could make, which was to either approve
or discard a users lineup based on the trust value. For each participant, the decision
and the reason for the decision are presented in the table.

The trust value of a user
as displayed in Appendix

B, figure:

Approve Discard

B.12
(Trust value: 0.06)

Participant D: Reject
due to that the lineups
reported by the user
have most likely been

wrong from the
beginning.

- - - - - - - - - - - - -
Participant E: Value is

too low.

B.13
(Trust value: 0.17)

Participant D: If only
two lineups have been
reported, it means
progress, and it is

therefore likely that the
lineup is correct, but the
participant would not

approve it automatically.

Participant E: Most
likely few reported

lineups, way too few to
approve the user’s lineup
based on the trust value.

Table 9.3: Results from second validation session, based on users trust values.
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Continuation of table 9.3

B.14
(Trust value: 0.27)

Participant D: The
user probable has

reported many lineups,
but with many mistakes
probably - unlikely to

approve it.
- - - - - - - - - - - - -

Participant E: Too few
lineups, and too low

trust value to approve.

B.15
(Trust value: 0.34)

Participant D: Would
not discard it.

Participant D: But
would also not approve

it.
- - - - - - - - - - - - -

Participant E: Would
not approve it, value still

too low.

B.16
(Trust value: 0.44)

Participant D: Very
unlikely to approve it,

but would not
automatically rejecting

it.
- - - - - - - - - - - - -

Participant E: Would
not approve it, value too

low.

B.17
(Trust value: 0.54)

Participant D: Likely
to approve, but not
automatically.

Participant E: Would
not approve it, value too

low.

B.18
(Trust value: 0.66)

Participant D: Likely
to approve, but not
automatically.

Participant E: Would
not approve it, value too

low.

B.19
(Trust value: 0.71)

Participant D: Would
put the lineup as likely,
but not automatically

approve it.

Participant E: Would
not approve it, value still

too low.
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Continuation of table 9.3

B.20
(Trust value: 0.86)

Participant D:
Spontaneous reaction is
to automatically approve
the lineup, due to that
the trust value feels high

and safe enough.
- - - - - - - - - - - - -

Participant E: Was a
bit uncertain, but value
feels high enough to
approve the lineup.

B.21
(Trust value: 0.94)

Participant D, E:
Would automatically

approve the users lineup.

As for the third participant in this validation session, referred to as Participant F,
the same reasoning was used as during the validation session conducted for the first
iteration. The participant still felt that the trust value itself is not enough data to
make any decision regarding a users lineup. The participant would, in conjunction
to the trust value, like to in some manner compare the lineup for the same team,
from different users, in order to be able to validate if the reported lineup actually is
correct. By only looking at the trust value for making an automated decision, the
entire trust is put in the user only. And even though a user might have proven to
be trustworthy based on previous performances, that does not necessarily have to
mean that the next reported lineup by this user is correct. This all comes down to
the fact that this participant would not approve a users reported lineup based on
the trust value only, no matter what the value is.

9.4 Iteration 3

As oppose to the two previous iterations, which were conducted in such an order
that a metric first was added to the trust management system, implemented and
then evaluated through validation sessions, this iteration was conducted by adding
various metrics next to the trust value in order to evaluate how this may influence the
participants’ decisions. Since the results so far have indicated that the participants
are not willing to completely rely on the trust value only, there was a need for
evaluating the trust value along with other data available of all users, in order to
evaluate if the trust value becomes significant enough for automated decisions first
when another data point is added, or if the trust value is insignificant for the purpose
of this study. Therefore, the values that were evaluated alongside the trust value
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was: users approval rate, users’ consistency, users number of reported lineups and
users’ approval rate together with the number of reported lineups. In order to be
able to make conclusions regarding whether or not the trust value is insignificant
for the purpose of this study, a validation session was also conducted using users’
approval rate and number of reported lineups, only. Meaning that the trust value
was excluded in this validation session. Note that all data that has been used
in this iteration, is real data taken from existing users in Forza Reporter. The
participants that took part in these validation sessions are the same that took part
in the validation sessions for the two previous iterations, meaning that there were
six participants in total for this iteration. In the following subsections, the results
from each validation session is presented.

9.4.1 Evaluating the trust value together with users ap-
proval rate

The first metric that was evaluated alongside the trust value, was users’ approval
rate. The approval rate is a value that takes a user’s all reported lineups, from the
beginning until the last reported lineup, and indicates how many of all reported
lineups have been approved, measured in percent. The results from this validation
session is presented in Table 9.4.

The trust value
of a user as
displayed in
Appendix C,

figure:

Approve Review lineup Discard

C.1
Trust value: 0
Approval rate:

64.29%

Participant B:
Would most likely
review the lineup.
If another lineups
exists, this one

would be rejected.

- - - - - - - - - - -
Participant C:
Manual review,

based on approval
rate.

Participant A:
Rather high

approval rate, but
gets worse by
time, meaning
that the last

lineups have been
rejected.

- - - - - - - - - - -
Participant D,

E: Similar
reasoning as A.

Table 9.4: Results from third validation session, based on users trust values and
approval rate.
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Continuation of table 9.4

C.2
Trust value: 0.1
Approval rate:

66.67%

Participant B:
Most likely two
discards and one
approved. For
those with low

trust value, if it is
the only reported
lineup, review it,
otherwise discard

it.
- - - - - - - - - - -
Participant C,
E: Would not
auto approve,

feels like too few
lineups. Would

send it to review.

Participant A:
Based on the low
trust value. And
the approval rate

is not that
convincing.

- - - - - - - - - - -
Participant D:
Trust value is too

low.

C.3
Trust value: 0.2
Approval rate:

75%

Participant A:
Good value of

approval rate, but
very low trust

value.
- - - - - - - - - - -
Participant C,
D: Would neither
auto approve or
reject the lineup.

Send it for
manual review.

Participant B:
Hard to tell but
potentially too
few data points,
too low trust
value, discard.

- - - - - - - - - - -
Participant E:
The user has most
likely only had 3
approved and one
discarded. Feels
like too few data

points.
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Continuation of table 9.4

C.4
Trust value: 0.3
Approval rate:

100%

Participant A:
Send for review, a
bit suspicious due
to low trust value.
- - - - - - - - - - -
Participant B:
Two approved
lineups, would

most likely review
it. But if it is the
only lineup, auto

approve it.
- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant D:
Due to too few
data points, send

for review.
- - - - - - - - - - -
Participant E:
Due to the high
approval rate,

would review the
users lineups until
the user at least
reaches 0.5 in
trust value,

having the same
approval rate.
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Continuation of table 9.4

C.5
Trust value: 0.4
Approval rate:

23.53%

Participant B:
Bad approval rate
but trust value is
in around the

middle.
- - - - - - - - - - -
Participant C:
Send to manual

review.

Participant A:
Not good enough
trust value and

low approval rate.
- - - - - - - - - - -
Participant D:
The user might be
improving. Would
like to see the

users trend. Is the
user improving or
not in the last
lineups? But

most likely reject
due to low

approval rate.
- - - - - - - - - - -
Participant E:
Feels like too few
reported lineups,

with a low
approval rate.

Would most likely
reject

immediately.

C.6
Trust value: 0.5
Approval rate:

80%

Participant A,
B: Bases decision

on the high
approval rate.

- - - - - - - - - - -
Participant C,
D, E: Would
neither auto

approve or reject
the lineup. Send
lineup for manual

review.
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Continuation of table 9.4

C.7
Trust value: 0.6
Approval rate:

87.50%

Participant A:
Bases on good
enough values.

- - - - - - - - - - - -
Participant B:
If 0.6 in trust

value and 75% in
approval rate,
would sent to

review. But due
to the high

approval rate in
this case, approve.
But depends a bit
on if there are
other lineups.

Participant C,
D, E: Would
neither auto

approve or reject
the lineup. Send
it to manual
review.

C.8
Trust value: 0.7
Approval rate:

88.89%

Participant A,
B: High enough
trust value and
approval rate.

Participant C,
D: Would neither
auto approve or
reject the lineup.
Send it to manual

review.
- - - - - - - - - - - -
Participant E:
Depends on what

the last five
lineups have been
like. But based in
this data only,

would most likely
send it to review.
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Continuation of table 9.4

C.9
Trust value: 0.8
Approval rate:

50%

Participant A:
Only based on the
trust value. Gives

the user the
benefit of the

doubt.

Participant B:
A user who has

proven to be good
lately, but half

have been
discarded.

- - - - - - - - - - - -
Participant C,
D: Would neither
auto approve or
reject the lineup.
Send it to manual

review.
- - - - - - - - - - - -
Participant E:

Review the
lineup, in best
case, since half

have been
incorrect.

C.10
Trust value: 0.9
Approval rate:

100%

Participant A,
B, E: Feels given
to approve due to
good track record
with 8 correct in

a row.
- - - - - - - - - - -
Participant D:
Would definitely

approve the
lineup.

Participant C:
Send for manual

review.
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Continuation of table 9.4

C.11
Trust value: 1.0
Approval rate:

88.98%

Participant A,
B: Based on

really high trust
value and a good
approval rate.
- - - - - - - - - - -
Participant D:
Improvements

lately with a good
track record.

- - - - - - - - - - -
Participant E:
Would most likely
approve it, but
depends a bit on
if the user has
improved in the
last lineups or if
they have been

rejected.

Participant C:
Send for manual

review.

As for Participant F, who in the previous iterations could not make a decision
regarding a user’s lineup only based on the trust value, but rather wanted to compare
the lineup for the same team between different users, still has the same mindset.
The participant mentioned in this validation session that it is definitely easier to
make a decision with the added metric, than only with the trust value. Despite this,
the participant would still like to compare the lineups between different users as a
precaution, since even though a user previously has proven to have a good track
record, providing good and correct lineups, it does not mean that the next lineup
from that user will be a correct one. It is not that important that the formations
are the same, but at least that all players are the same.
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9.4.2 Evaluating the trust value together with users ap-
proval rate and number of reported lineups

The second validation session was conducted by evaluating the trust value together
with users’ approval rate and number of reported lineups. The approval rate is, just
like before, a value that takes a users all reported lineups, from the beginning until
the last reported lineup, and indicates how many of all reported lineups have been
approved. The number of reported lineups is value that represents a users total
number of reported lineups, from the beginning to the end. The results from this
validation is presented in table 9.5.

The trust value
of a user as
displayed in
Appendix C,

figure:

Approve Review lineup Discard

C.12
Trust value: 0
Approval rate:

64.29%
#reported
lineups: 14

Participant A:
Send for review,
based on decent
approval rate.

But the low trust
value is a bit
concerning.

- - - - - - - - - - -
Participant C:
Send for manual

review.

Participant B:
Reject, but review
this user’s lineup
sometime to give
it a chance, since
it might report a

good lineup
sometime.

- - - - - - - - - - -
Participant D,
E: Not high

enough approval
rate and 0 in

trust value = too
bad values to be

approved.

Table 9.5: Results from third validation session, based on users trust values, ap-
proval rate and number of reported lineups.
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Continuation of table 9.5

C.13
Trust value: 0.1
Approval rate:

66.67%
#reported
lineups: 6

Participant A,
B: A bit

concerning about
the low trust

value and too few
lineups. But the
approval is above

50%.
- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant D:
Would review the
lineup, but most
likely auto reject

it.

Participant E:
Too few data
points and low
trust value.

C.14
Trust value: 0.2
Approval rate:

75%
#reported
lineups: 4

Participant A,
B: Too few

number of lineups
reported and low
trust value. But
gives the user the
benefit of the
doubt based on
approval rate.
- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant D,
E: Would neither
auto approve or
reject the lineups.
Would send it for
manual review.
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Continuation of table 9.5

C.15
Trust value: 0.3
Approval rate:

100%
#reported
lineups: 2

Participant A,
B: Too few
number of

lineups. Gives the
user the benefit of
the doubt based
on not providing
any incorrect
lineups.

- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant D:
Too few data
points. Will
probably be

correct, so would
put it as likely

but still review it.
- - - - - - - - - - -
Participant E:
Review based on
only two reported
lineups (where
both have been

correct).

C.16
Trust value: 0.4
Approval rate:

23.53%
#reported
lineups: 34

Participant C:
Send to manual

review.

Participant A,
B, D, E: Many
reported lineups,
very low approval

rate = reject
immediately.
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Continuation of table 9.5

C.17
Trust value: 0.5
Approval rate:

80%
#reported
lineups: 10

Participant A:
Based on the

approval rate of
80% and decent
trust value.

Participant B:
Would like to say
approve, but due
to the trust value,
send for review. If

it would have
been 20 lineups
with the same
numbers, would
say approve.

- - - - - - - - - - -
Participant D:
Looks mainly at
the trust value,
seems like the
user is getting

worse. Would not
auto approve.
- - - - - - - - - - -
Participant C,

E: Send to
manual review.

C.18
Trust value: 0.6
Approval rate:

87.50%
#reported
lineups: 8

Participant A:
High approval

rate, good enough
number of

lineups. And the
trust value is

decent.

Participant B,
C, E: Send to
manual review.
- - - - - - - - - - -
Participant D:
Send the lineup to
review or auto
approve. Feels
rather positive.
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Continuation of table 9.5

C.19
Trust value: 0.7
Approval rate:

88.89%
#reported
lineups: 9

Participant A:
Based on high
approval rate,

sufficient number
of lineups. Good

trust value.
- - - - - - - - - - -
Participant D:
Seems good,

would most likely
auto approve.

Participant B:
Good to review
this one, due to 9
lineups only. Too
few data points.
- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant E:
Depends on the
trend (the last
five reported
lineups), but

would send the
lineup for review
based on the info.

C.20
Trust value: 0.8
Approval rate:

50%
#reported
lineups: 18

Participant A:
Inconsistent user,
would send it for

review.
- - - - - - - - - - -
Participant B:
Means that the
user was worse in
the beginning,

but has improved
lately. Review the

lineup.
- - - - - - - - - - -
Participant C:
Send to manual

review.

Participant D:
Under 70% in

approval rate feels
careless. Would
most likely reject.
- - - - - - - - - - -
Participant E:
Reject, since 50%
of the lineups are

incorrect.

89



9. Results

Continuation of table 9.5

C.21
Trust value: 0.9
Approval rate:

100%
#reported
lineups: 8

Participant A,
B, D, E:
Definitely

approve, since all
lineups have been
approved and

correct.

Participant C:
Send to manual

review.

C.22
Trust value: 1.0
Approval rate:

88.98%
#reported
lineups: 127

Participant A,
B, D: This is
good, approve
immediately.

- - - - - - - - - - -
Participant E:
The user makes
some errors, but
would approve the
lineup, based on a
high trust value.

Participant C:
Send to manual

review.

Participant F still has the same reasoning as before, meaning that the participant
could not make any decisions about users’ lineups based on the trust value, or with
the help of the other metrics. The participant still wants to compare users’ lineups
with each other, in order to see if more users have reported the exact same players
for the team, as a precaution. This is in particular of importance for higher leagues.

9.4.3 Evaluating the trust value together with the trend of
the five last reported lineups

The third validation session was conducted by evaluating the trust value together
with the trend of the last five reported lineups. This metric is a value that shows
how many of the users five last reported lineups have been approved. Note that this
metric does not tell the order of the five last lineups. Meaning that if a user has
gotten 3 lineups approved and 2 discarded out of the five last reported ones, this
metric will not give any indication of, if the discarded ones were the last ones or if
the approved ones were so. The results from this validation is presented in Table 9.6.
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The trust value
of a user as
displayed in
Appendix C,

figure:

Approve Review lineup Discard

C.23
Trust value: 0
#approved

lineups out of five
last reported: 3

Participant A:
Review, too risky

to approve.
- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant D:
Under 70%, so

send it to review.
If no one can

review it, reject.
- - - - - - - - - - -
Participant E:
Looks mostly at
the metric of five
last reported
lineups.

Participant B:
Interesting since
the user has 0 in
trust value, but
3/5 last lineups

have been
approved. Would

say discard.

C.24
Trust value: 0.1

#approved
lineups out of five
last reported: 3

Participant A:
Bases the decision
more on the last
reported lineups
than the trust

value.

Participant B:
Review, since user

shows
improvements.
- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant E:
Review since the

last 4/5 are
correct lineups,
despite low trust

value.

Participant D:
Too small trust

value.

Table 9.6: Results from third validation session, based on users trust values and
number of approved lineups out of the five last reported ones.
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Continuation of table 9.6

C.25
Trust value: 0.2

#approved
lineups out of five
last reported: 3

Participant A:
Just based on

having 3/5 correct
lineups lately.

Participant B,
D: Review, based
on the “trend”

(five last reported
lineups).

- - - - - - - - - - -
Participant C:
Send to manual

review.

Participant D:
Based on trust
value, reject.

- - - - - - - - - - -
Participant E:
Reject, due to
that 2/5 have
been incorrect
and the trust
value is low.

C.26
Trust value: 0.3

#approved
lineups out of five
last reported: 4

Participant A:
Between review
and just being
approved. Torn
between the last
reported lineups.
- - - - - - - - - - -
Participant B,

C: Send to
manual review.
- - - - - - - - - - -
Participant D:
More generous
with low trust
values when

seeing the trend.
Send lineup to

review.
- - - - - - - - - - -
Participant E:
Send to review.
User might be
improving.
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Continuation of table 9.6

C.27
Trust value: 0.4

#approved
lineups out of five
last reported: 3

Participant A:
Not 100% sure
due to the low
trust value and
3/5 of the last

have been correct.
- - - - - - - - - - -
Participant B,
C, D: Send to
manual review.
- - - - - - - - - - -
Participant E:
Send for review,
since the last 3/5

are correct
lineups. Even

though the trust
value is low.

C.28
Trust value: 0.5

#approved
lineups out of five
last reported: 5

Participant A:
Based on 5/5
correct lineups
lately. Users
seems rather
consistent.

Participant B,
C: Send to

manual review.
- - - - - - - - - - -
Participant D,
E: Would not
auto approve,

feels like too few
lineups. Send to

review.

C.29
Trust value: 0.6

#approved
lineups out of five
last reported: 5

Participant A,
E: Approve since
5/5 are approved.

Participant B,
C, D: Send to
manual review.
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Continuation of table 9.6

C.30
Trust value: 0.7

#approved
lineups out of five
last reported: 5

Participant A,
B: User seems
consistent.

- - - - - - - - - - -
Participant D:
Would most likely
approve, due to

good track record.
Hard to decide
without total

number of reports
though.

- - - - - - - - - - -
Participant E:
Approve, due to
improvements.
Five last lineups
are approved.

Participant C:
Send to manual

review.

C.31
Trust value: 0.8

#approved
lineups out of five
last reported: 4

Participant A,
B: Approve
immediately.

- - - - - - - - - - -
Participant D:
Feels that even if
it is the last one
that has been

rejected but all of
the others have
been approved, it
is a good track

record.

Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant E:
Review, since 5/5
approved lineups
would be auto
approve for the
next reported

lineup, while 3/5
or 4/5 would be
sent to review.
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Continuation of table 9.6

C.32
Trust value: 0.9

#approved
lineups out of five
last reported: 5

Participant A:
Based on good

values.
- - - - - - - - - - -
Participant B:
If we can go in
afterwards and

decrease the trust
value if the lineup
would turn out to

be incorrect.
Hard to tell by
only these two

values.
- - - - - - - - - - -
Participant D,
E: Approve

immediately, due
to good track

record.

Participant C:
Send to manual

review.

C.33
Trust value: 1.0

#approved
lineups out of five
last reported: 4

Participant A:
Really high trust

value and
approval rate.

- - - - - - - - - - -
Participant B,
D: Improvements
lately, good track
record. Would
approve the
lineup.

Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant E:
Would not auto
approve if one

lineup is incorrect
out of the five last
reported lineups.
Send to review.

Participant F has not changed the reasoning throughout the validation sessions,
meaning that the participant still wants to compare users’ lineups with each other,
in order to see if more users have reported the exact same players for the team, as a
precaution. The trust value is still valuable, but not enough as a basis for decision
making regarding users’ lineups, since a user who has proven to be trustworthy
before, does not necessarily provide correct lineups in the future. So, according to
this participant, it is required to make comparisons between the lineups and players
as well.
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9.4.4 Evaluating users approval rate together with the num-
ber of reported lineups

For the fourth, and final, validation session that was conducted in this third iter-
ation, the trust value was removed. Instead, this validation session’s purpose was
to evaluate users’ approval rates together with the number of reported lineups, in
order to be able to make conclusions regarding the significance of the trust value.
Both of the metrics have the same meaning as in the previous validation sessions
conducted prior to this one. The results from this validation is presented in Table 9.7.

The metrics as
displayed in
Appendix C,

figure:
Approve Review lineup Discard

C.34
#reported
lineups: 14

Approval rate:
64.29%

Participant A:
Approval rate is
not that great.

Decent number of
lineups.

- - - - - - - - - - -
Participant B:
Apparently, a

user who seems to
like to throw in
incorrect players
at times. But
send to manual

review.
- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant D:

Under 70%
approval rate. If
no one can review

it, reject it.

Participant E:
Rather bad
values.

Table 9.7: Results from third validation session, based on users approval rate and
number of reported lineups.
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Continuation of table 9.7

C.35
#reported
lineups: 6

Approval rate:
66.67%

Participant A:
The values are
just above

average, with an
approval rate of
almost 50/50.

- - - - - - - - - - -
Participant B:
Would however
discard it in case
of other existing

options.
- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant D,
E: Not that good
values, but not
horrible. Review

the lineup.

C.36
Approval rate:

75%
#reported
lineups: 4

Participant A:
The values are

decent.

Participant B,
C, E: Send to
manual review.
- - - - - - - - - - -
Participant D:
One incorrect

lineup. But is it
in the beginning
or end? Would
send the lineup

for review.
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Continuation of table 9.7

C.37
Approval rate:

100%
#reported
lineups: 2

Participant A:
Suspicious, but
would approve
based on good
start. The first

lineups have been
correct, so will
take the risk.

- - - - - - - - - - -
Participant B:
Too few data

points, but user
provides only
correct lineups.
Would approve it
in order to make
the system be

fast. Rather give
the benefit of the
doubt, since we

might find
superusers.

Participant C,
E: Send to

manual review.
- - - - - - - - - - -
Participant D:
It looks promising

and is likely
correct. But

would still send
for review.

C.38
Approval rate:

23.53%
#reported
lineups: 34

Participant C:
Send to manual

review.

Participant A:
A lot of lineups
but approval rate

is bad.
- - - - - - - - - - -
Participant B,

E: Reject
immediately

- - - - - - - - - - -
Participant D:

Reject
immediately.
Would like to
know if the last
lineups are the

correct or
discarded ones.
Easier to make a
decision then.
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Continuation of table 9.7

C.39
Approval rate:

80%
#reported
lineups: 10

Participant A:
High approval
rate and good
number of
lineups.

- - - - - - - - - - -
Participant D:

Most likely
correct, since

8/10 lineups are
approved.

Participant B,
C, E: Send to
manual review.

C.40
Approval rate:

87.50%
#reported
lineups: 8

Participant A:
Auto approve.
High approval
rate and decent

number of
lineups.

Participant B,
C, E: Send for
manual review.
- - - - - - - - - - -
Participant D:
Feels that it is

only one incorrect
out of 8 lineups,
which is ok. Send
for review, but
most likely
approve.

C.41
Approval rate:

88.89%
#reported
lineups: 9

Participant A:
Auto approve,
good approval
rate and decent

number of
lineups.

- - - - - - - - - - -
Participant D:
Approval rate is
above 70%.

- - - - - - - - - - -
Participant E:
Approve, but not
that obvious.

Participant B:
Too few lineups
for auto approve.
- - - - - - - - - - -
Participant C:
Send to manual

review.
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Continuation of table 9.7

C.42
Approval rate:

50%
#reported
lineups: 18

Participant A:
High enough

reported lineups,
but user is
inconsistent.

- - - - - - - - - - -
Participant B:
Closer to approve
than discard, but
send for review.
- - - - - - - - - - -
Participant C:
Send to manual

review.
- - - - - - - - - - -
Participant D:
Feels like a messy
person, review it.

Participant E:
Reject, due to
that 50% of the
lineups have been

incorrect.

C.43
Approval rate:

100%
#reported
lineups: 8

Participant A:
User has good

values.
- - - - - - - - - - -
Participant B:
Few data points,
approve until

noticing that the
user makes a
mistake.

- - - - - - - - - - -
Participant D:

Definitely
approve, but

would like to see
the users trend.
- - - - - - - - - - -
Participant E:
Approve, based
on good track

record.

Participant C:
Send to manual

review.
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Continuation of table 9.7

C.44
Approval rate:

88.98%
#reported
lineups: 127

Participant A:
Good number of

lineups and
decent approval

rate.
- - - - - - - - - - -
Participant B,
D, E : Would

auto approve it.
- - - - - - - - - - -
Participant C:
Too good values
to not approve.

Participant F, still feels that, even though it definitely is easier to make a decision
with the added metrics rather than only using the trust value, the lineups between
different users should be compared as a precaution, since even though a user previ-
ously has proven to have a good track record, providing good and correct lineups,
it does not mean that the next lineup from that user will be a correct one. It is
not that important that the formations are the same, but at least that all players
are the same. Even though the participant values the comparison between lineups
the highest, the participant would still like to use the trust value, but more as a
threshold. For example, for a game in one of the highest leagues, a trust value of
1.0 is required. If comparing three users lineups, and the sum of their trust values
is larger than the threshold, meaning 1.0, the lineup can be approved, choosing the
user who reported the lineup first, providing them all an increase to their trust value.

9.5 Iteration 4
In the all of the iterations prior to this one, the trust management system has been
in focus. Applying the knowledge base that was gathered in the beginning of this
study, in order to design and evaluate the trust management system, in particular
how to assign and use the trust value in crowdsourced information retrieval. In this
iteration, the focus has been turned towards the process of feedback. This last itera-
tion has had the purpose to evaluate what is good feedback to users participating in
a crowdsourcing project and how significant the trust value is for the users, meaning
whether or not the trust value should be known by the users or if other feedback
is of greater importance to them. In order to evaluate this, the participants in the
validation sessions in this iteration have been shown two different kinds of drafts of
user profiles; on containing the trust value and one with a gamified element. The
participants were first shown the former draft, and were asked the questions about
the trust value as presented in Appendix D, Section D.1. They were thereafter
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shown the latter draft, with the gamified element, and were asked the questions
about the gamified element as presented in Appendix D, Section D.2. The interview
conducted in conjunction to showing the participants the two drafts was open-ended,
meaning that the participants were allowed to answer the questions as thoroughly
and extensive as they wanted, opening up for further discussions. The results from
these validations sessions, regarding what kind of feedback users should receive in a
context similar to the one of Forza Reporter, is presented below.

9.5.1 Evaluation of whether or not feedback to users should
include the trust value

The validation sessions conducted in this iteration started off by showing each par-
ticipant Figure D.1 and conducting an open-ended interview, asking the questions
about the trust value presented in Appendix D.2. In this section, the results retrieved
from this open-ended interview are presented. The results from each question will
be presented in their own table.

Would you as a user understand what that number means? If no, what
further information would you like? Or is this not significant to you as a
user?

Participant A:

It is not significant to a user. It looks like a low value with-
out any further information. If the trust value would to be
included, some sort of information box should be included,
explaining what it means. The explanation could however
be too complex for a normal user, and could thus discourage
users.

Participant B:

I do not think the trust value should be visible to the user.
It is something internal for the system to function. If a user
sees that they have a low trust value it might have a nega-
tive effect on their dedication. However, showing something
more arbitrary like reputation, level or achievements would
be valuable for the user I think.

Table 9.8: Results from the fourth validation session.
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Continuation of table 9.8

Participant C:

The value is significant. When pressing on the element,
the user should get more information about what the val-
ues means etc. It could however scare users if they get to see
that they have low trust value. It could result in them stop-
ping sending in lineups since they get the negative feedback.
And we do not want to get stuck in a negative feedback loop.
The feedback should be either positive or neutral. If the trust
value is bad, do not say anything.

Participant D:

Would not understand what the value means, but would as-
sume that it has something to do with the number of correct
lineups provided by the user. Would rather like to see a value
such as “Correct lineups” or “Correct lineup fraction”, which
is something a user immediately understands how to improve.

Participant E:

Would not understand the value by itself, as a user. It does
not feel significant at all for the user. The feedback should
rather be more something along the lines of letting the user
know if it is trusted/not trusted. When pressing that element,
more information should be provided about why the user is
trusted/not trusted. It should furthermore also show how
many lineups the user has reported and how many more are
required to become trusted, if the user previously was not
trusted.

Participant F:

Would guess what it means, but 0.4 does not mean anything
to me. It sounds really low? I would like to know if I’m
trusted or not. Perhaps I would prefer a rating (between 0-
10, or between one and five starts).

Do you think that the user should receive some kind of feedback regard-
ing its performances? If so, what kind of feedback do you think is of
significance?

Participant A:
The feedback should be informative in such a way that it gives
the user an indication of why a lineup has been rejected, and
why a correct lineup has not been published.

Table 9.9: Results from the fourth validation session.

103



9. Results

Continuation of table 9.9

Participant B:

I think direct and quick feedback is great for showing the user
that they have done something good. “Thank you for the
lineup!”. Regarding performance feedback, I think it is im-
portant to make the user feel like they are contributing and
focus on the positive aspects of the report, something like
“Thanks to you, 53000 users knew that Ronaldo would start
as a striker last weekend”. Improvement feedback might be
important as well, maybe focus on helping the user under-
stand rather than punishing them. “Woops, you reported an
injured player. Do you know you can see injury status on X’s
website?”.

Participant C:
For each lineup, feedback should be provided regarding
whether or not the lineup was correct, and the the reason
for it.

Participant D: Yes, this is of great importance.

Participant E:

For each lineup, feedback should be provided. The feedback
should include information about if the lineup was correct or
incorrect and the reason for it. This especially for the cases
when the lineup is correct, but not fast enough to be selected,
and when the lineup is incorrect. This gives the user room for
improving.

Participant F:

Yes, maybe something related to each reported lineup and
also a general feedback like the rating. I think lots of people
love making their "number" go up. Significant feedback would
be whether the lineup was used, if it was correct and if not,
what was wrong

For each rejected lineup, should the feedback include the new trust value,
the reason for it being lowered, and an explanation for what the user has
to do in order to reach a higher trust value again, or only the reason for
rejection?

Participant A,
Participant E:

Only the reason for rejection should be included in the feed-
back, along with what the user can do in order to improve.
Does not think that the trust value is something that the user
needs to see.

Table 9.10: Results from the fourth validation session.
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Continuation of table 9.10

Participant B:

I think the reason is enough. You might want to say something
different depending on the severity of the error. Maybe they
added 11 custom player names completely wrong, then we
should try to be specific about this and explain what is wrong
and how they can do better next time.

Participant C:

In this case, only the reason for rejection should be included.
The trust value does not add any particular value to the user,
since the user should not be aware of the negative conse-
quences.

Participant D,
F: Only the reason for rejection is relevant for the user.

For each correct lineup, should the feedback include the new trust value
and an explanation about what that new value means, or only the reason
for the lineup being correct/published?

Participant A:

The trust value should not be included since it is not of sig-
nificance for the user. In this case, it is only enough letting
the user know if the lineup was correct/published, and why
the a correct lineup potentially was not published.

Participant B:
I think the trust value should be hidden but make it abstract
into achievements and levels. And reasons are always good if
possible.

Participant C:
Include all information in the feedback to the user. Since
the situation is positive, give the user as much feedback as
possible.

Participant D: Only the reason for the lineup being correct is relevant for the
user.

Participant E:

Potentially if the user is not trusted, provide feedback about
what needs to be done to become trusted. Otherwise, only
the reason for rejection should be included in the feedback.
The trust value is not something that the user needs to see.

Participant F: Maybe the change in the value rather than the new value? or
both. Also an explanation what the value means.

Table 9.11: Results from the fourth validation session.
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Do you think that the trust value should be displayed to the user?
Why/why not?

Participant A:
No, since the value could be interpreted as low when not hav-
ing the entire background of it, potentially leading to discour-
agement of users.

Participant B:

I think not. The value does not say much to the user. It is
very hard to relate as a user I think. Also, I think the trust
value will be tweaked a lot during development and this might
be super confusing for the user.

Participant C:

Yes, if the value is positive. If the value is negative, nothing
should be shown to the user, besides the history of lineups
and the reasons for them being rejected. But if the trust value
is positive, the trust value is significant to show to the users,
providing them feedback and incentives, by letting them know
that they are on a good path.

Participant D:

No, not if it is not 100% clear what it means and how to affect
it. The value could potentially be displayed to the user if
there is some information about how it works exactly and that
when you reach a certain value your lineups get automatically
approved. It becomes a reason for fighting for something.

Participant E:

No, since the user will not understand the value. Further
information could of course be provided, but the value still
becomes insignificant to the user. The most important is if
you are trusted or not, and what is required for a user to
become trusted.

Participant F: Yes, seeing the value imparts importance to the value. It
ideally makes the user want to increase their trust.

Table 9.12: Results from the fourth validation session.

9.5.2 Evaluation of whether or not feedback to users should
include gamification

Following the evaluation of whether or not feedback should include the trust value,
was validation sessions for evaluating whether the feedback to users should include
gamification along with the trust value, or if it completely should replace the trust
value. These validation sessions started off by showing the participants Figure D.2
along with conducting an open-ended interview, asking the questions about the gam-
ification element presented in Appendix D.2. In this section, the results retrieved
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from this open-ended interview is presented. The results from each question will be
presented in their own table.

Should the trust value be gamified? Meaning, if a user for example has a
trust value of 0.1, the user is a water-boy. Or if the user has 1.0 in trust
value, the user is a manager?

Participant A:

Definitely! This feels like something that could encourage
users. It is however important that there is an explana-
tion along with gamified value, letting the user know what
it means.

Participant B:

Yes! And I think the level does have to connect to a specific
trust value, it can also be dependant on the distribution of
all users. So if top 10 trust values in the world are ‘Grand
master‘ instead of everyone with a trust value bigger than x.

Participant C:

Not a fan of the gamification. The product is serious, so
no gamification should be integrated. Preferred would be
achievements, meaning letting the user know how many line-
ups have been reported, approved, rejected, the reasons for it
etc.

Participant D: Definitely! Especially if the user is able to collect
badges/medallions for its achievements.

Participant E:

Better to include gamification than showing the trust value.
If we need something more than only the trusted/not trusted
element, (which was mentioned in by the participant in ta-
ble 9.8), this would be good. The gamified value could also
replace the trusted/not trusted element, as long as the user
gets to know at what level it has become trusted.

Participant F: I think it makes users want to report more and better. It
would be one of the main drivers for users to report

Table 9.13: Results from the fourth validation session.
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Should the trust value be displayed together with its gamification to the
user? Or only the gamified value?

Participant A: Trust value should never be shown. It is enough with the
gamified value, only.

Participant B: I think the trust value should be hidden for reasons mentioned
in previous questions.

Participant C: No gamification. Only trust value for those that are good.

Participant D:

Only the gamified value. No purpose in displaying both since
they are more or less the same, just portrayed in different
ways. The gamified value becomes more clear and fun for the
user.

Participant E: The trust value should never be shown.

Participant F: Not sure. I guess the value will change more often (it is more
granular) and feedback/change is important, so both.

Table 9.14: Results from the fourth validation session.

Should the gamified value be reflected from the trust value or from a
different value? For example, the number of reported lineups? The
number of approved lineups in a row? Or any other value that you can
think of?

Participant A: It can be based on the trust value, as long as the explanation
of its meaning is there.

Participant B:
I see it like: Many factors affect the trust value (number of
reports, percentage of approval, etc.) -> Trust Value and then
we base the levels on this trust value.

Participant C: Does not want to include any gamification.

Participant D:

Yes, it can be reflected directly from the trust value. Would
be fun if the users could collect some kind of badges for each
5 correct lineups in a row, 10 correct lineups in a row and so
on.

Table 9.15: Results from the fourth validation session.
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Continuation of table 9.15

Participant E:

The problem with if the gamified value is directly reflected
from the trust value, it will be hard to get in enough levels.
Would this be better to have the trusted and not trusted
element and base the gamification levels on the number of
approved/published lineups.

Participant F: Definitely mostly from the trust value, but a combination
might make sense.

Should the user receive feedback about what each gamified value means
and what could that feedback be?

Participant A: Yes, if you report a certain amount of correct lineups and
reach a certain level, give the user feedback about that.

Participant B:
Yes, I think there could be a short description, hinting on what
to think about in order to go to the next level, to incentive
better lineups.

Participant C: Does not want to include any gamification.

Participant D:

Yes! Would be nice with a “ladder”, showing the user all
gamified values that exist and what the user needs to do in
order to reach each value. Because then the users will know
at all times what they are fighting for.

Participant E:

Yes, the user should receive that kind of feedback. When
pressing on the gamified element, show a ladder of all possible
gamified values that the user can reach, what the user needs
to do to reach another value and why the user is on the current
level.

Participant F: No, it is fine if the value ("Waterboy" etc I am guessing) is a
little vague.

Table 9.16: Results from the fourth validation session.
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Should the user receive feedback about all the gamified values that exist
and what the user needs to do in order to reach the next value in the
hierarchy? If not, do you have another suggestion?

Participant A:
The user should receive information about all the values, in
order to know what needs to be done in order to reach the
next value.

Participant B:
I think you can say the next level maybe, but not all of them.
I think the mystery of finding out what the next level is, is a
great way to spark enthusiasm.

Participant C: Does not want to include any gamification.

Participant D:

Yes! Would be nice with a “ladder”, showing the user all
gamified values that exist and what the user needs to do in
order to reach each value. Because then the users will know
at all times what they are fighting for.

Participant E: Show all levels or potentially only the next one and what is
required to reach it.

Participant F:

It could go either way, but I think I prefer an unknown but
guessable progression. Also, if your friends are "playing" you
will see what their rank is and want to improve to reach the
same rank as them. So there could be an indication about
what the next rank is.

Table 9.17: Results from the fourth validation session.

Is there any feedback that you are missing? That you think would be of
value to include?

Participant A:
Not in particular. The gamification element along with an
explanation and feedback about the users’ performances is
enough.

Participant B:

I think the bottom line is positive reinforcement, make people
feel like they are a part of something bigger and be quick
and direct when the users do good things, like reporting their
first lineup etc. Rather be over-positive in the start of a user
journey, than not giving enough.

Table 9.18: Results from the fourth validation session.
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Continuation of table 9.18

Participant C:

It is hard to know what motivates the users, and thus a bit
hard to tell what kind of feedback is good feedback. But what
is crucial is to find more users that want to report at least a
couple of lineups continuously, rather than one user that does
everything.

Participant D:
Not anything in particular. The gamification element along
with an explanation, a ladder of achievements ahead and feed-
back about the users’ performances is enough.

Participant E:

Would be nice to make some sort of ranking for users for each
team. For example, “you are the number one reporter for FC
Bayern München”.

Another good feedback to users would be to add a ranking
list of teams, so that users can go in and see which the top
five reporters for each team are.

If each gamification level requires for example 10 correct line-
ups, and if a user reports a lineup that gets rejected, the user
should either go down to the level below or to the very bot-
tom. Since a rejected lineup should be punished more than a
correct one is awarded.

Participant F:

It would be good to include feedback about how quick I and
how much quicker the quickest reporter was.

It would also be good to provide feedback about how the user
must improve to be the best.

Another good feedback could be to let the user know how
many people saw their reported lineup.
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Discussion

The purpose of this study has been to explore possible ways to determine whether
or not information retrieved through crowdsourcing from entities external to an or-
ganization is trustworthy. This explorations set the basis for further evaluations of
how the trust can be assigned and then used for making automated decisions. In
order to evaluate this, a trust management system has been developed during four
iterations that were presented in the previous chapter. The system was developed
for the Forza Reporter application, with the purpose of assigning trust values to
users based on previous performances, in order to distinguish the trustworthy users
from those who are not. The results from this study aim at answering the research
questions which this study has revolved around. The organization Forza Football
has a desire to in the future use these results in order to automate the decision of
whether or not their users’ reported lineups should be accepted.

This study has revolved around three main research questions, which previously
have been presented in Section 1.1.

• RQ1: Does using the trust value of a user to evaluate the trustworthiness of
the information provided from that user yield similar results as a man-
ual evaluation?

• RQ2: How should the trust value be used once assigned to the user?
• RQ3: How should the user receive feedback regarding what should be done to

reach a certain trust value?

In the coming sections, the results from the four iterations conducted in this study
will be discussed in order to answer these three research questions.

10.1 The significance of the trust value
In this part of the chapter, the results from the two first iterations will be used as
a basis for answering RQ1: Does using the trust value of a user to evaluate the
trustworthiness of the information provided from that user yield similar results as
a manual evaluation?. These iterations had the purpose of evaluating if using the
trust value gives the same outcome as a manual evaluation would do. As has been
mentioned in the literature study conducted prior to this stage, the trust value is an
indication of users trustworthiness based on their previous performances. The trust
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value can be both calculated and used in different ways. As presented in Section 3.2,
there are four specializations of trust management systems; direct trust evaluation,
reputation-based trust evaluation, socio-cognitive trust evaluation and organization
trust evaluation [25]. The trust value can for example be given by other entities,
where reputation is used in order to get an average trust value based on all of the
other entities ratings, as described in 3.2.2. TripAdvisor and eBay are examples
of organization adapting this kind of trust management system. This is something
that could be of relevance for Forza Football in the future, when user profiles are
added along with leader boards. Then, users could rate each others reported line-
ups, leading to that the overall rating of that particular user becomes its average
trust value. As for the current situation, however, the direct trust evaluation model
was the only one of relevance. Authors such as Wang and Singh [23], quantified
the presence of the uncertainty in trust evaluation, and created an algorithm based
on that, as presented in Section 3.2.1. The function calculates the uncertainty in a
set of trust evidence, which are based on the distribution of positive and negative
outcomes. The method provides a certainty value within a range [0, 1], which is
based in statistical inference. The value 0 represents the highest value of uncer-
tainty on the scale, while 1 indicates the opposite. In this study on the other hand,
the trust value is based on users previous performances, increasing and decreasing
the trust value with a set value, depending on if the lineup was correct or discarded,
respectively. As mentioned, the trust value can be calculated in different manners,
but it all depends on the context.

When evaluating the trust value in this study, three participants were asked to make
a decision regarding users lineups only based on their trust value, while three com-
pletely different participants were asked to make a decision regarding users lineups
based on their history of reported lineups. In the latter group, for the first itera-
tion, both participant A and B would approve those users lineups whose history of
reported lineups corresponded to a trust value of 0.4 or higher. In the second itera-
tion, participant A would approve all users lineups, based on their histories, except
for those whose history corresponded to a trust value of 0.06 and 0.44, while partic-
ipant B would not approve the lineup for histories whose trust value corresponded
to 0.06, 0.17 and 0.54. As for the third participant, C, who was more reluctant, who
only gave one user a pass in the first iteration, approving the users lineup based on
its history. This user’s history of reported lineups corresponded to a trust value of
0.9, which was not known to the participant at that stage. For the other users, the
participant either felt that the users rejection rates were too large or that the users
had reported too few lineups in order to make a decision. In the second iteration,
the participant would not approve any of the users’ lineups, either due to too few
data points, not knowing the reason for lineups being rejected or due to too few
approved lineups out of the totally reported ones. This participant is rather on the
safe side, than approving a users lineup despite the high trust value. The reason for
the gap being so large between these participants could have something to do with
their backgrounds and the various work that they do at Forza Football.

In the group making decisions based on the trust value, two of the participants, D
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and E, did not have any prior knowledge or experience with the trust value, whilst
participant F has previous experience from trust values, trust management systems
and crowdsourced information retrieval. This participant was completely reluctant,
in both iterations, against making decisions regarding users lineups only based on
their trust value, since the trust value alone is not enough data in order to make
a decision. This due to that, according to the participant, the trust value gives
an indication regarding how trustworthy the user has proven to be previously, but
it does not necessarily mean that the user will be as trustworthy when providing
lineups in the future. This participant would thus not completely rely on the trust
value for making a decision. As for the other two participants, their reasoning was
more or less similar to each other. Both these participants in general felt that if
they would have another value alongside the trust value, the decision making would
be easier. Participant D would for example like to have another value that indicates
if the user is improving or not, in its latest lineups. This way, if a user has a low
trust value, but shows improvements in the recent lineups, the participant would
most likely approve the users lineup. On the other hand, if only the low trust value
is available, the participant would not approve the user’s lineup, taking the risk of
potentially displaying an incorrect lineup in the application. As for participant E,
the most valuable metric that this participant would like as an addition alongside
the trust value, would either be an indication of the users performances in the last
five reported lineups or the total number of reported lineups.

When comparing these two groups, it is apparent that the participants making de-
cisions based on users histories, were more determined and more secure in making
their decisions. Whilst the group making decisions based on the trust value strug-
gled with actually even making a decision, and explicitly expressed that they at
least wanted another value alongside the trust value, which in some manner could
indicate whether or not the user is improving in its latest lineups. One of these
participants even wanted to take it a step further, by also comparing users’ lineups
with each other, as a precaution. The participants making decisions based on users
histories, would approve lineups from users whose histories correspond to a very
low trust value, whilst the other group would not do so. This therefore indicates
that, even though the trust value may be of significance, the trust value alone is not
enough in order to decide if an incoming lineup from a user can be approved and
displayed in Forza Football. Even though it previously has been proven that the
trust value alone can be used as a replacement for manual evaluation, for evaluating
the trustworthiness of the information provided by users, it may not be applicable
for all contexts. In the context of Forza Football, where the quality of the infor-
mation is highly values, the trust value alone does not become trustworthy enough
from the organizations perspective. To rely completely on one value, which indicates
users performances in the past, but no indication of what the quality of the lineups
in the future will be. Thus, the answer to RQ1 is: No, the usage of the trust
value of a user to evaluate the trustworthiness of the information pro-
vided from that user does not yield similar results as a manual evaluation.

In the context of Forza Football, the fact that the trust value alone has been proven
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to not yield similar results as a manual review, indicates that either more values
are required alongside the trust value or that the trust value completely needs to
be replaced with something else, in order to yield similar results as a manual re-
view. As it was mentioned in the beginning of this section, the trust value can be
calculated in different manners, but it all depends on the context. This also means
that the usage of the trust value becomes context-dependent. In Section 3.1, it
was mentioned that trust may have a different meaning depending on the persons
involved and the context. Therefore, the fact that the trust value proved not to be
of the expected significance in the context of Forza Football, does not necessarily
mean that it will not be of significance for others. By not yielding similar results
from the evaluations of the trust value as the manual reviews, could either depend
on the persons involved in the validation sessions, or the context, which is the most
important aspect in this case. Therefore, the conclusions that can be drawn, is that
the approach used for this study is adaptive in contexts similar to Forza Football.
It could most certainly be adaptive for other context as well, but for which, it is not
safe to say.

The results from these two first iterations, led to that the necessity of a third iteration
arose. In this third iteration, the trust value was evaluated alongside other metrics,
in order to evaluate how to use the trust value and what decisions can be made of
it, which will be the topic of discussion in the next section.

10.2 The usage of the trust value
In the literature, algorithms were found for different kinds of trust management sys-
tems, such as the Eigentrust algorithm [27], the Beta Reputation System [28], Wang
and Singhs evaluation model [23], the socio-cognitive evaluation model proposed
by Falcone and Castelfranchi [30] and the organizational trust evaluation approach
proposed by Kollingbaum and Norman [31], but there is not that much literature
about how organizations adopt trust management systems, and in particular, how
they use the trust management system. TripAdvisor and eBay are two well-known
organizations, which adopt the reputation-based evaluation model, providing some
information about how their rating systems are designed. Even though both of the
organization provide information about how their rating systems are designed and
used, there is still a lack in the literature about how the internal processes work.
Meaning that the actual use of the above mentioned algorithms, or trust manage-
ment systems in general, is not something discussed widely. Further organizations
that have been studied, known for adapting crowdsourced information retrieval, and
some even known for using trust management systems, do not provide any informa-
tion about how they manage it. Organizations that were contacted for interviews
about their crowdsoured information retrieval projects, and in particular, how they
adopt their crowdsourcing and trust management systems, did not show any desire
to participate. This could be due to that organizations do not want to give out
their secrets, to let other organizations know how they have solved their issues with
crowdsourced information retrieval, and how some of them have integrated trust
management systems and the use of trust values. This topic of discussion for this
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section will this be to answerRQ2: How should the trust value be used once assigned
to the user?.

In order to get a better understanding of how the participants in this study would
like to use the trust value, the trust value was evaluated alongside additional met-
rics, which were presented in Section 8.5. Throughout all validation sessions in this
iteration, participant C and F were still rather reluctant towards the trust value
and could not make any decisions regarding users’ lineups based on the trust value
only. Participant F felt that, even though it definitely was easier to make a decision
with the added metrics rather than only using the trust value, the lineups between
different users should still be compared as a precaution, since even though a user
previously has proven to have a good track record, providing good and correct line-
ups, it does not necessarily mean that the next lineup provided by that user will be a
correct one. In the comparison between users’ lineups, it is not that important that
the formations are the same, but at least that all players are the same. Even though
participant F values the comparison between lineups the highest, the participant
would still like to use the trust value, but more as a threshold. For example, for a
game in one of the highest leagues, a trust value of 1.0 is required. If comparing
three users lineups, and the sum of their trust values is larger than the threshold,
meaning 1.0, the lineup can be approved, choosing the user who reported the lineup
first, but providing them all an increase to their trust value.

This participant has been reluctant towards the trust value throughout all itera-
tions, and has had reasonings that deviate from the rest of the participants. One of
the potential reasons could be that this participant is the only one who has previ-
ous experiences with trust management systems. Since this participant has worked
with trust management systems in a particular way, where the automated decision
making has not been based on the trust value directly, it becomes a difficult task
at hand for the participant to reason in a different way. The participant has for
several years worked with a systems that sets a threshold for which users’ sum of
trust values needs to exceed, and comparisons between users’ data before making a
decision, is the basis of the system. When working with a higher level of security,
where users data is compared for making an automated decision rather than the
trust value directly, the likelihood of the participant changing its mindset, to use
the trust value directly, becomes relatively low.

Participant C on the other hand would never base a decision regarding a lineup on
metrics that provide indications of users previous performances, especially not for
higher leagues. One exception was however made in the fourth validation session in
this iteration, where the participant would automatically approve that users lineup
whose approval rate was 88.98% and the number of reported lineups was 127. This
user had a trust value of 1.0, which was not known to the participant during this
validation session. The participant further mentioned that, in order to even consider
the function of automatically approved lineups, the participant would like the user
to have at least 15 reported lineups, 1.0 in trust value and 100% in approval rate,
meaning that the participant could consider automatically approved lineups above
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a certain threshold. If a user would have 0 in trust value and an approval rate under
10%, the participant would automatically reject the lineup. The participant would
however not even like to have the auto reject function at all, since a user who might
be improving, gets rejected all the time due to a low trust value, or based on other
metrics, and thus never gets the chance to improve. For all other lineups, the partic-
ipant would send them to manual review, since the participant only trusts a human
in making a review of the current lineup and basing a decision based on its quality,
rather than using a value indicating users previous performances. This is rather im-
portant, since it provides an indication that this participant would require manual
reviews for the majority of the incoming lineups, and is thus reluctant towards an
automated process based on the trust value, or even other potential metrics.

Continuing, the participant felt that the best values for making a decision regarding
users lineups, were the trust value and number of approved lineups out of the five,
last reported ones. Despite this, the participant furthermore explicitly expressed
that the risks are too large in basing a decision about a lineup on such a value,
without reviewing the actual lineup. And the risk of potentially displaying an in-
correct lineup, is not worth taking. As was presented in Chapter 3, one of the most
important aspects of trust is that it involves risks. Taking risks means diving into
the unknown. When interacting with other entities, these risks arise, since we need
to completely rely on an uncontrollable situation, without any certainty of the final
outcome [9], [18], [19]. For the case of Forza Football, this will at times be required,
to dive into the unknown despite the risks, and despite the fact that some may be
reluctant towards it. Because one of the current issues in Forza Football is the lack
of data, especially for the lower leagues, which is the reason for the need of Forza
Reporter and the crowds’ knowledge. And for these lower leagues, there is some-
times no way of confirming if the lineup actually is the official one, in comparison
to the higher leagues where there are official sources that the lineups can be com-
pared to. For such scenarios, the trust value, or at least some value indicating users
performances in the past, becomes crucial.

As for the remaining participants, when comparing the different validation sessions
to each other, and comparing the participants’ decisions based on the different met-
rics, it is evident that the participants have been rather consistent in some cases,
providing the same decisions, based on different metrics. Whilst there are some
evident cases where the participants’ decisions have completely differed, depending
on what kind of information has been available to them. One interesting example is
trust value 0.1, looking at the decisions made by participant A throughout the four
validation sessions. The participant would automatically discard that users lineup
based on the trust value and approval rate, send the lineup for review based on the
trust value, approval rate and number of reported lineups, automatically approve
the lineup based on the trust value and the trend of the five last reported lineups,
and send the lineup for review based on the approval rate and number of reported
lineups only, which conforms to the decision made by the participant in the second
validation session. This provides an indication that, the more data that is available
for making a decisions, the easier the decision is to make. When the participant was
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asked the two questions mentioned in 8.5, which were: “Which of the metrics made
the decision the easiest?” and “Do you think that this metric is enough for making
a decision regarding a lineup, or would you still like to have the trust value?”, the
participant felt that the most valuable metrics for making a decision regarding a
lineup was: the trust value, number of reported lineups and approval rate, together.
The participant felt that the trust value puts another dimension into it and gives
more factors for making a decision, and would thus still include the trust value. The
participant would also like to, as a precaution, compare the lineups between users,
especially for higher leagues. This due to that, if several users have reported the
same starting eleven for the same team, it is more likely that the lineup is official
and correct, rather than if only one user has reported the lineup.

Participant B was more consistent in its decisions, in comparison to participant A,
managing to in some cases make the same decision, no matter which additional
metric was used. There are some scenarios where the participant made completely
different decisions based on the different metrics, as presented in the tables in Chap-
ter 9.4. This participant felt that the metrics that were most valuable for making a
decision regarding users lineups was the trust value together with the approval rate.
The participant further expressed that the trust value is of significance since it is a
value that changes with the same values all the time, providing indications of how
the user has performed in the past, and lately.

Participant D was also rather consistent, but had some values for which different de-
cisions were made. In some cases the participant wanted to send to lineup to review
due to uncertainty, which could depend on that the metrics available were not good
enough information for making a decision, or that the participant was lacking some
kind of metric alongside the others, for facilitating the decision making. For the de-
cisions made from this participant depending on the different metrics, it is referred
to the tables in Chapter 9.4. As for which of these metrics was considered to be the
most valuable one in the decision making, participant D felt that the approval rate
was the most interesting one. This participant expressed however, that it would be
valuable to view the trend of the user, and suggested having a visual “trust value”
represented in a matrix. This matrix would show the user’s all reported lineups as
green and red dots, where the green dots represent correct reported lineups and the
red one represents discarded lineups. This would give the possibility to see the users
overall trend, if the user improving or not.

Participant E was quite similar to participant D, being rather consistent through-
out the various validation sessions, making similar decisions despite various metrics.
There were some scenarios however where the participant did make different deci-
sions, just like the other participants. All of these results are presented in Chapter
9.4. The value of largest significance or this participant was the metric of number
of approved lineups out of the five last reported ones. This participant would like to
see the trend of the user, either the last 5, 7 or 10 reported lineups. This means that
the participant would like to see how many of the last 5, 7 or 10 lineups have been
approved. The participant is not quite sure of how many would be most suitable,
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but would like to see at least the five last reported ones. The participant would
like to base the trust value on the last number of reported lineups instead, since it
gives an indication of the user’s improvements. If basing it on the five last reported
lineups, the user is required to get 5/5 lineups approved in order for the process to
be automated. For 4/5 or 3/5 correct lineups, the user’s lineup should be sent for
manual review. And anything below this should be discarded. Since it is required to
have 5/5 correct lineups in a row in order to get the lineup automatically approved,
it was discussed that if one incorrect lineup should lead to the user having 0 in trust
value, having to start completely over. And if the user once again reports five in a
row, the user has reached 1.0 in trust value, meaning that the lineup can once again
be automatically approved. This means that in this particular scenario, when 5/5
correct lineups in a row are required, the trust value would increase with 0.2 for
each correct lineup.

Even though the participants’ reasoning has differed, it is evident that at least the
majority of them find the trust value to be usable in some manner. Some of them
have expressed that the latest lineups are of greatest significance, and that the trust
value thus should be restricted for a certain time period or to a certain number
of lineups. One of the participants expressed the need for a matrix, providing a
visualization of the trust value, giving an immediate indication at a single glance
regarding the users trend, meaning how the user has performed overall. Some of
the participants also expressed the need for comparing users’ lineups to each other,
since the likelihood that a lineup is correct becomes larger when several users have
reported the exact same lineup, or at least the same players in the starting eleven.
One of these participants further gave the suggestion of using the trust value as a
threshold when comparing users lineup. If the users’ trust values exceed the thresh-
old, and if the comparison between their lineups provides the same results, the first
correctly reported lineup can be approved and displayed in Forza Football. All of
the users should of course get an increase in their trust value, since all of them
have reported the correct lineup. But the user who reported the lineup first, should
receive a slightly larger increase in its trust value in comparison to the rest. The
participants might have given various suggestions to how the trust value can be
used, but have provided similar patterns, from which conclusions can be drawn. For
larger and more popular leagues, the quality of the data becomes of even greater
importance, meaning that for these leagues, the comparison between users’ lineups
becomes crucial, using a threshold for which the users’ trust value needs to exceed
in order for the lineup to be automatically approved. Since many of the participants
expressed that they value the latest lineups more, rather than those that were re-
ported several months ago, the trust value should be based on the latest lineups, and
not on all lineups reported throughout the application’s existence. What the exact
number of lineups should be, may it be the last 5, 7, 10 or 20 lineups, is something
that needs to be evaluated in the environment of Forza Reporter.

Thus, the answer to RQ2, How should the trust value be used once assigned
to the user?, is: for the cases where quality is of greatest significance and incorrect
data displayed to the entire crowd is of highest severity, the comparison between
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users’ data becomes crucial. In those cases, a threshold can be set for which users’
trust values needs to exceed in order to get their data approved. This means, that
for those cases where the data is extra sensitive and when it is crucial to be 100%
sure that the data being displayed is completely accurate, larger cautiousness is
required, meaning that relying on the trust value only, for making automated de-
cisions, becomes insufficient. For lower quality controls, where the data coverage
might not be as high, the trust value alone is significant enough for being used as a
basis for automated decisions making.

What this in essence means for Forza Football is that, for higher leagues where the
quality is of greatest significance, users reported lineups need to be compared to
each other for the sake of cautiousness. For those cases, a threshold will be set for
each league, for which users’ trust values need to exceed in order to get their lineup
approved, given that the comparison between their lineups provides the same results.
For lower leagues however, where the data coverage is far from as large as for the
higher leagues and where there is no way for Forza Football to determine whether or
not a given lineup actually is official, as oppose to the larger leagues where official
sources are used, the trust value can be used directly. Meaning that the trust value
of a user can be used for making automated decisions in lower leagues. The trust
value will be calculated in the same manner as in this study, but will be restricted
for a certain number of lineups or a given time period.

10.3 Feedback to users
As was presented in Section 1.1, one of the aims of this study has been to provide
practitioners with proper ways of providing feedback to their peers, in particular
to those in the same position as Forza Football. This since larger parts of existing
research provide guidance for how to give feedback to students, co-workers etc., but
not in particular how to provide feedback to users taking part in a crowdsourcing
application, that uses a trust management system, meaning should the trust value
be displayed to users or is the value insignificant to them? Or should the value be
gamified in some manner, adapting it more to the users and making it more under-
standable to them? Or should the feedback simple not include this at all? These
are examples of questions which existing literature does not answer. Therefore, the
section aims at using the results from the fourth iteration as a basis for answering
RQ3: How should the user receive feedback regarding what should be
done to reach a certain trust value?.

In the validation sessions regarding the feedback to users, the same six participants
were included, as in the previous iterations. Since the feedback is directed towards
the users of the application, it would have been appropriate to include some of the
users in the validation sessions as well. Since it is the users who themselves know
the best what motivates them to participate in reporting lineups, it is also they who
know the best what kind of feedback they would appreciate. The most suitable users
for this purpose, would be users of Forza Reporter, who continuously have reported
lineups to the organization Forza Football. Since these users might be spread out
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geographically, it would be a hard task at hand to meet with these users in order to
conduct these validation sessions. It could however have been possible to conduct it
via the web, even though it would have been preferred to do it in a physical meet-
ing. Furthermore, the time constraints of this study, provided limitations for which
participants could be included, made it impossible to include the users in the valida-
tions sessions. However, during this study there has been a parallel ongoing research
internally at Forza Football, where users of Forza Reporter have been contacted in
order to receive a better understanding of what motivates them to report continuous
lineups, which has provided some insights into the motivations of users. Also, the
validation sessions conducted with co-workers at Forza Football, has provided fur-
ther insights into what kind of feedback should be provided to users, which also has
proven to be aligned with the results retrieved from the parallel research conducted
internally at Forza Football. Furthermore, the way that the validation sessions were
constructed in this iteration, was in order to evaluate whether or not the trust value
should be included in the feedback to users and what that feedback might consist of.
And since the trust value is used for internal processes, whose meaning the users do
not have any knowledge about, it is a decision that Forza Football needs to make,
of whether or not to display the trust value to users, which also is the reason for
conducting these validation sessions with co-workers at Forza Football. If however,
users would be included in the validation sessions in this iteration, the validation
sessions would have to be completed differently.

During the validation sessions conducted in the fourth iterations, the participants
were shown some drafts and an open-ended interview was also conducted. One of
the most important aspects of the evaluation in this iteration, was to evaluate of
whether or not the trust value is of significance to include in the feedback to users.
For Forza Football, the results imply that the trust value should not be displayed
to the user, since it is used for internal processes and thus becomes insignificant to
them. Instead, the user should receive feedback that is direct and quick, letting the
user know the reasons for a lineup being correct but not displayed in Forza Football
and the reason for rejection, giving the user room for improvement. The user should
certainly also receive feedback when the lineup is correct and fast enough to be
displayed in Forza Football. In order to motivate users to provide more and better
lineups, from the users perspective, it would be more interesting to receive some
kind of reputation through achievements, levels or similar. Even though the trust
value itself is not significant to show to the user, which most likely is the reason
for why other organizations in the same situation do not display it, other values
reflected from the trust value could be, such as a gamified value. The gamified
value becomes something representative for the trust value, but more adaptive to
the users’ language and thus more understandable. In the case of using a gamified
value, the user should receive feedback about what meaning the current value has,
what the next value is, and what the user needs to do in order to reach it, in order
to motivate the users.

The general findings retrieved from the results in this study, gives the following an-
swer to RQ3: How should the user receive feedback regarding what should be done
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to reach a certain trust value?: The user should receive feedback based on
values familiar to the user, derived from the trust value, and not the trust
value directly. The trust value is a value used for internal processes, and since
users neither understand it nor have any value of it, it is insignificant displaying it.
The most important feedback is the one with positive reinforcement, giving users
immediate and quick feedback. The feedback should include information about why
the data was approved or rejected. If also using a value derived from the trust value,
the feedback should include information about the current value, the next value and
what the user needs to do in order to reach it.

10.4 Threats to Validity
When conducting a qualitative research study, there is a need to evaluate to what
extent the research findings are believable and accurate, and what factors might
affect its validity [64]. There are numerous approaches available for this particular
purpose, but in order to find potential threats to validity in this study, Creswells’s
definition of internal, external and construct threats to validity has been used [64].
Internal threats to validity are procedures used in the study that might cause a
threat for the researcher to draw correct conclusions from the data retrieved from
the evaluations. External threat to validity is considered to arise when incorrect
generalized conclusions are drawn from the data retrieved from the evaluations in
the study.Construct validity concerns potential incorrect measurements used in a
study.

10.4.1 Threats to Internal Validity
One potential internal threat in this study could have arouse due to this study’s,
participants’ previous experiences and current work positions at Forza Football. A
total of six participants were a part of the evaluations taking place in this study,
among which two of them work as data specialist, three frontend developers and
one backend developer, with previous experiences in trust management systems and
trust values. Since the latter participant has worked with trust management systems
previously, particularly in a certain way, where the automated decision making has
not been based on the trust value directly, it becomes a difficult task at hand for
the participant to reason in a different way. The participant has for several years
worked with a systems that sets a threshold for which users’ sum of trust values
needs to exceed, and comparisons between users’ data before making a decision, is
the basis of the system. When working with a higher level of security, where users
data is compared for making an automated decision rather than the trust value di-
rectly, the likelihood of the participant changing its mindset, to use the trust value
directly, becomes relatively low. This participant was reluctant towards the trust
value throughout all of the evaluations, providing rather few data points for the
evaluations.
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Furthermore, one of the participants working as a data specialist considered the
quality and correctness of data to be of highest priority, and would thus never rely
on a certain value to be used for making automated decisions regarding users line-
ups. This participant was in other words also reluctant towards the trust value.

Using participants with different backgrounds, can be viewed from a two-sided per-
spective. On one hand, it can provide a wide data set, and thus covering more
aspects, providing different viewpoints to the problem at hand. On the other hand,
this can limit the ease of drawing generalized conclusions, due to the data collected
being so wide, consisting of completely different opinions. However, each individual
reasons in its own way. So to use participants with the same background and expe-
riences does not necessarily mean that the results in this study would become more
accurate and thus enable one to draw generalized conclusions.

10.4.2 Threats to External Validity
One potential external threat to validity could have arose in this study due the
number of participants used in the evaluations. The number of participants that
have taken part in the evaluations in this study has been a total of six participants.
Also, these participants have all been co-workers at Forza Football, and have thus
provided data points for the given context. This has enabled to draw conclusions
for the problem at hand in the context of Forza Football, but it is not safe to draw
too generalized conclusions from the data retrieved in the study. For the context of
Forza Football, the number of participants did not affect the results negatively in
any manner, since the participants were carefully chosen, selecting those participants
who normally make decisions regarding both Forza Reporter and Forza Football. A
further explanation is made in Section 8.3.1. But for drawing generalized conclusions
from such a small data set, might not be accurate.

10.4.3 Threats to Construct Validity
An aspect in this study that could be viewed as a construct threat to validity, is
how the trust value has been calculated. The trust value can be calculated in a
mathematical manner, using models and formulas, or the way it was done in this
study. The more accurate way, providing a better foundation for arguments, is using
mathematical models and calculations. However, for the purpose of this study, this
has not quite been necessary. One of the aims of this study has been to evaluate if
and how trust can be used in order to distinguish trustworthy users from those who
are not, in order to make automated decisions. And thus, the importance has not
in particular lied in how the trust value is calculated. For the purpose of this study,
and in order to conduct the study in a proper way, answering the research questions
that are the basis of this study, the way the trust value is calculated has not been
an affecting factor for the outcome of this study.
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The purpose of this study has been to explore possible ways to determine whether or
not information retrieved through crowdsourcing from entities external to an orga-
nization is trustworthy. To enable this, a trust management system was developed
with the purpose of assigning trust values to users based on previous performances,
in order to distinguish the trustworthy users from those who are not. The study was
a collaboration with the organization Forza Football AB who has a desire to use the
results from this study in order to automate the process of approval and rejection
of users’ lineups.

The scientific contribution of this study has been to provide other practitioners, such
as application developers adapting crowdsourcing, guidance in what various ways
users can be distinguished using trust, in particular by integrating trust manage-
ment systems into their current systems. The study has had the aim of providing
these practitioners with suggestions about how trust management systems can be
integrated into crowdsourcing applications and how the trust value can be used in
various ways in order to distinguish trustworthy users from those who are not.

The study has further had the aim of providing these practitioners with guidance
in what proper feedback in this context may be. The study has aimed to evaluate
if the trust value should be displayed to users or if it is insignificant to them. If
the value should be gamified in some manner, being more adapted to the users and
making it more understandable to them, or if it should not be included at all in the
feedback given to users.

This study has in particular had the aim at answering the following research ques-
tions:

• RQ1: Does using the trust value of a user to evaluate the trustworthiness of
the information provided from that user yield similar results as a man-
ual evaluation?

• RQ2: How should the trust value be used once assigned to the user?
• RQ3: How should the user receive feedback regarding what should be done to

reach a certain trust value?

One of the main findings in this study was that the usage of the trust value of a
user, to evaluate the trustworthiness of the information provided by that user, does
not yield similar results as a manual evaluation (RQ1). This, along with the liter-
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ature review conducted in this study, further provided the finding of that the trust
value is context-dependent. Thus, the fact that the trust value proved not to be
of the expected significance in the context of Forza Football, does not necessarily
mean that it will not be of significance for others. The conclusion that safely can
be drawn for the first research question, is that the approach used for this study is
adaptive in contexts similar to Forza Football.

Another finding in this study was how the trust value should be used once assigned
to the user (RQ2), in the given context. The evaluations conducted for answering
this research question, provided mixed opinions from the participants. Some wanted
to use the trust value directly, but in the case of it being restricted to the last re-
ported lineups or to a certain time period. Another participant wanted the trust
value to be visualized, showing all reported lineups by the user in a matrix, where
the correct lineups are represented by green dots and rejected lineups are represented
by red ones. By doing so, the participant’s performances could be viewed in a sin-
gle glance. The remaining participants did not want to rely on the trust value for
making an automated decision, but rather wanted to compare the lineups between
users in order to see if they have reported the same. These participants wanted to
set a threshold for all leagues, for which users trust values would be compared to. If
the comparison between the users’ lineups proved to yield same results, and if their
trust values exceeds the threshold, the lineup can be approved. This evidently shows
that the trust value has many applications and that it can be used in multiple ways.
These conclusions are in the context Forza Football, but the generalized conclusion
that can be drawn is that, when high quality controls are required, the comparison
between users data and setting a threshold for the lowest trust value required for
getting data approved, becomes applicable. Since the information displayed to other
users can be very sensitive, the importance of the data being accurate, increases the
importance of being cautious, meaning that automated decisions based on the trust
value only, is not trustworthy enough. For lower quality controls, where the data
coverage is lower, or where there is no way to compare users data, the trust value
can be used directly.

The final finding in this study was that the feedback to a user always should have a
positive reinforcement, providing users immediate feedback, letting them know why
their data has been approved or rejected. For the latter case, it is very important
to let the user know the reasons for the rejection so that they can improve until
next time. Another important finding in the evaluation of feedback to users was
that the trust value should not be included in the feedback to users at all (RQ3).
This is a value used for internal processes, and since the users neither understand
it nor have any value of it, there is no need in displaying it. Instead, values more
familiar to users, derived from the trust value, can be included in the feedback, such
as gamification. When using such a value, in order to motivate users, it is of great
importance to provide feedback both about what their current value means, but also
to provide feedback about what the next value is and what the user needs to do in
order to reach it.
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A
Material used in the validation

sessions based on users history of
reported lineups

The following material was used in the test session that took place in the first iter-
ation. Note that the examples of a users history of reported lineups, corresponding
to a certain trust value, is shown in an increased order of trust values, and not in
the order in which they were shown to the participants in the test sessions.

Figure A.1: An example of users that have reported lineups under a certain times-
pan.

I



A. Material used in the validation sessions based on users history of reported
lineups

Figure A.2: An example of a users history of reported lineups corresponding to a
trust value of 0.

Figure A.3: An example of a users history of reported lineups corresponding to a
trust value of 0.1.

Figure A.4: An example of a users history of reported lineups corresponding to a
trust value of 0.2.

II



A. Material used in the validation sessions based on users history of reported
lineups

Figure A.5: An example of a users history of reported lineups corresponding to a
trust value of 0.3.

III



A. Material used in the validation sessions based on users history of reported
lineups

Figure A.6: An example of a users history of reported lineups corresponding to a
trust value of 0.4.

Figure A.7: An example of a users history of reported lineups corresponding to a
trust value of 0.5.

Figure A.8: An example of a users history of reported lineups corresponding to a
trust value of 0.6.
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A. Material used in the validation sessions based on users history of reported
lineups

Figure A.9: An example of a users history of reported lineups corresponding to a
trust value of 0.7.

Figure A.10: An example of a users history of reported lineups corresponding to
a trust value of 0.8.
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A. Material used in the validation sessions based on users history of reported
lineups

Figure A.11: An example of a users history of reported lineups corresponding to
a trust value of 0.9.

Figure A.12: An example of a users history of reported lineups corresponding to
a trust value of 1.0.
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A. Material used in the validation sessions based on users history of reported
lineups

The following material was used in the test session that took place in the second
iteration. Note that the examples of a users history of reported lineups, correspond-
ing to a certain trust value, is shown in an increased order of trust values, and not
in the order in which they were shown to the participants in the test sessions.

Figure A.13: An example of a users history of reported lineups corresponding to
a trust value of 0.06.

Figure A.14: An example of a users history of reported lineups corresponding to
a trust value of 0.17.

Figure A.15: An example of a users history of reported lineups corresponding to
a trust value of 0.27.
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A. Material used in the validation sessions based on users history of reported
lineups

Figure A.16: An example of a users history of reported lineups corresponding to
a trust value of 0.34.

Figure A.17: An example of a users history of reported lineups corresponding to
a trust value of 0.44.

Figure A.18: An example of a users history of reported lineups corresponding to
a trust value of 0.54.
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A. Material used in the validation sessions based on users history of reported
lineups

Figure A.19: An example of a users history of reported lineups corresponding to
a trust value of 0.66.

Figure A.20: An example of a users history of reported lineups corresponding to
a trust value of 0.71.
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A. Material used in the validation sessions based on users history of reported
lineups

Figure A.21: An example of a users history of reported lineups corresponding to
a trust value of 0.86.

Figure A.22: An example of a users history of reported lineups corresponding to
a trust value of 0.94.
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B
Material used in the validation
sessions based on users trust

values

The following material was used in the test session that took place in the first
iteration. Note that the examples of users trust values, is shown in an increased
order, and not in the order in which they were shown to the participants in the test
sessions.

Figure B.1: An example of a user with trust value 0, displayed in admin.
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B. Material used in the validation sessions based on users trust values

Figure B.2: An example of a user with trust value 0.1, displayed in admin.

Figure B.3: An example of a user with trust value 0.2, displayed in admin.
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B. Material used in the validation sessions based on users trust values

Figure B.4: An example of a user with trust value 0.3, displayed in admin.

Figure B.5: An example of a user with trust value 0.4, displayed in admin.
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B. Material used in the validation sessions based on users trust values

Figure B.6: An example of a user with trust value 0.5, displayed in admin.

Figure B.7: An example of a user with trust value 0.6, displayed in admin.
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B. Material used in the validation sessions based on users trust values

Figure B.8: An example of a user with trust value 0.7, displayed in admin.

Figure B.9: An example of a user with trust value 0.8, displayed in admin.
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B. Material used in the validation sessions based on users trust values

Figure B.10: An example of a user with trust value 0.9, displayed in admin.

Figure B.11: An example of a user with trust value 1.0, displayed in admin.

XVI



B. Material used in the validation sessions based on users trust values

The following material was used in the test session that took place in the second
iteration. Note that the examples of users trust values, is shown in an increased
order, and not in the order in which they were shown to the participants in the test
sessions.

Figure B.12: An example of a user with trust value 0.06, displayed in admin.

Figure B.13: An example of a user with trust value 0.17, displayed in admin.
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B. Material used in the validation sessions based on users trust values

Figure B.14: An example of a user with trust value 0.27, displayed in admin.

Figure B.15: An example of a user with trust value 0.34, displayed in admin.
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B. Material used in the validation sessions based on users trust values

Figure B.16: An example of a user with trust value 0.44, displayed in admin.

Figure B.17: An example of a user with trust value 0.54, displayed in admin.
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B. Material used in the validation sessions based on users trust values

Figure B.18: An example of a user with trust value 0.66, displayed in admin.

Figure B.19: An example of a user with trust value 0.71, displayed in admin.

XX



B. Material used in the validation sessions based on users trust values

Figure B.20: An example of a user with trust value 0.86, displayed in admin.

Figure B.21: An example of a user with trust value 0.94, displayed in admin.
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B. Material used in the validation sessions based on users trust values

XXII



C
Material used in the validation
sessions for evaluating the trust
value together with other metrics

In this appendix, all material used in the third iteration is presented. The mate-
rial used in the first three validation sessions, where the trust value was evaluated
together with users approval rate, users approval rate together with the number of
reported lineups, and the number of approved lineups out of the five last reported
ones, is presented in their own sections, in the given order. The material used in
the final validation session, where the approval rate was evaluated together with
number of reported lineups, is presented in the last section.

C.1 Trust value together with users’ approval rate

Figure C.1: An example of a user with trust value: 0, approval rate: 64.29%

XXIII



C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.2: An example of a user with trust value: 0.1, approval rate: 66.67%

Figure C.3: An example of a user with trust value: 0.2, approval rate: 75%

XXIV



C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.4: An example of a user with trust value: 0.3, approval rate: 100%

Figure C.5: An example of a user with trust value: 0.4, approval rate: 23.53%
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.6: An example of a user with trust value: 0.5, approval rate: 80%

Figure C.7: An example of a user with trust value: 0.6, approval rate: 87.50%
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.8: An example of a user with trust value: 0.7, approval rate: 88.89%

Figure C.9: An example of a user with trust value: 0.8, approval rate: 50%
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.10: An example of a user with trust value: 0.9, approval rate: 100%

Figure C.11: An example of a user with trust value: 1.0, approval rate: 88.98%
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

C.2 Trust value together with users’ approval rate
and number of reported lineups.

Figure C.12: An example of a user with trust value: 0, approval rate: 64.29%,
#reported lineups: 14.

Figure C.13: An example of a user with trust value: 0.1, approval rate: 66.67%,
#reported lineups: 6.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.14: An example of a user with trust value: 0.2, approval rate: 75%,
#reported lineups: 4.

Figure C.15: An example of a user with trust value: 0.3, approval rate: 100%,
#reported lineups: 2.

XXX



C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.16: An example of a user with trust value: 0.4, approval rate: 23.53%,
#reported lineups: 34.

Figure C.17: An example of a user with trust value: 0.5, approval rate: 80%,
#reported lineups: 10.

XXXI



C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.18: An example of a user with trust value: 0.6, approval rate: 87.50%,
#reported lineups: 8.

Figure C.19: An example of a user with trust value: 0.7, approval rate: 88.89%,
#reported lineups: 9.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.20: An example of a user with trust value: 0.8, approval rate: 50%,
#reported lineups: 18.

Figure C.21: An example of a user with trust value: 0.9, approval rate: 100%,
#reported lineups: 8.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.22: An example of a user with trust value: 1.0, approval rate: 88.98%,
#reported lineups: 127.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

C.3 Trust value together with number of approved
lineups out of the last five.

Figure C.23: An example of a user with trust value: 0, #approved lineups out of
the last five: 3.

Figure C.24: An example of a user with trust value: 0.1, #approved lineups out
of the last five: 3.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.25: An example of a user with trust value: 0.2, #approved lineups out
of the last five: 3.

Figure C.26: An example of a user with trust value: 0.3, #approved lineups out
of the last five: 4.

XXXVI



C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.27: An example of a user with trust value: 0.4, #approved lineups out
of the last five: 3.

Figure C.28: An example of a user with trust value: 0.5, #approved lineups out
of the last five: 5.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.29: An example of a user with trust value: 0.6, #approved lineups out
of the last five: 5.

Figure C.30: An example of a user with trust value: 0.7, #approved lineups out
of the last five: 5.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.31: An example of a user with trust value: 0.8, #approved lineups out
of the last five: 4.

Figure C.32: An example of a user with trust value: 0.9, #approved lineups out
of the last five: 5.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.33: An example of a user with trust value: 1.0, #approved lineups out
of the last five: 4.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

C.4 Users’ approval rate together with number of
reported lineups.

Figure C.34: An example of a user with approval rate: 64.29%, #reported lineups:
14.

Figure C.35: An example of a user with approval rate: 66.67%, #reported lineups:
6.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.36: An example of a user with approval rate: 75%, #reported lineups:
4.

Figure C.37: An example of a user with approval rate: 100%, #reported lineups:
2.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.38: An example of a user with approval rate: 23.53%, #reported lineups:
34.

Figure C.39: An example of a user with approval rate: 80%, #reported lineups:
10.
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C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.40: An example of a user with approval rate: 87.50%, #reported lineups:
8.

Figure C.41: An example of a user with approval rate: 88.89%, #reported lineups:
9.

XLIV



C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.42: An example of a user with approval rate: 50%, #reported lineups:
18.

Figure C.43: An example of a user with approval rate: 100%, #reported lineups:
8.

XLV



C. Material used in the validation sessions for evaluating the trust value together
with other metrics

Figure C.44: An example of a user with approval rate: 88.98%, #reported lineups:
127.
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D
Material used in the validation

sessions for what feedback should
be provided to users.

In this appendix, all material used in the fourth iteration is presented. In the
forthcoming section, the drafts of user profiles that was used as a basis for asking
the participants questions is displayed. Thereafter follows a section including the
questions that were used in the open-ended interviews conducted in order to validate
what kind of feedback is more suitable to provide to users.

D.1 Drafts of user profiles
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D. Material used in the validation sessions for what feedback should be provided to
users.

Figure D.1: Draft of user profile with trust value.
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D. Material used in the validation sessions for what feedback should be provided to
users.

Figure D.2: Draft of user profile with a gamification element.
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D. Material used in the validation sessions for what feedback should be provided to
users.

D.2 Questions for open-ended interview
In this part if the appendix, the questions that were asked to the participants in
the open-ended interview conducted in conjunction to showing the drafts in D.1 are
presented.

Trust value
• Do you think that the trust value should be displayed to the user? Why/why

not?
• Would you as a user understand what that number means? If no, what further

information would you like? Or is this not significant to you as a user?
• Do you think that the user should receive some kind of feedback regarding its

performances? If so, what kind of feedback do you think is of significance?
• For each rejected lineup, should the feedback include the new trust value, the

reason for it being lowered, and an explanation for what the user has to do in
order to reach a higher trust value again, or only the reason for rejection?

• For each correct lineup, should the feedback include the new trust value and
an explanation about what that new value means, or only the reason for the
lineup being correct/approved?

Gamified element
• Should the trust value be gamified? Meaning, if a user for example has a trust

value of 0.1, the user is a water-boy. Or if the user has 1.0 in trust value, the
user is a coach?

• Should the trust value be displayed together with its gamification to the user?
Or only the gamified value?

• Should the gamified value be reflected from the trust value or from a different
value? For example, the number of reported lineups? The number of approved
lineups in a row? Or any other value that you can think of?

• Should the user receive feedback about what each gamified value means and
what could that feedback be?

• Should the user receive feedback about all the gamified values that exist and
what the user needs to do in order to reach the next value in the hierarchy?
If not, do you have another suggestions?

• Is there any feedback that you are missing? That you think would be of value
to include?
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