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sembled Machine Learning Algorithms
ANTON JOHANNESSON
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Department of Industrial and Materials Science
Chalmers University of Technology

Abstract
The manufacturing domain is currently shifting to a new era, Industry 4.0. The era
relies heavily on big data and digitalisation which puts large pressure on the devel-
opment of reliable tools to analyse the data. The recent advances in research within
machine learning allows for quick analysis of large amounts of data to shine light on
important information and patterns. Presently, machine learning in manufacturing
is mainly used for single station applications, but the technology is now mature
enough to be applied to the manufacturing domain in a more holistic, system-wide
manner.

The thesis aimed to evaluate how the throughput and bottlenecks could be pre-
dicted for an entire production line by applying machine learning, and how much
data was required for the training of such a model. The Internet of Things platform
ThingWorx, which has an integrated machine learning platform was the software
utilised to create a pattern recognition algorithm. This was done by using the order
sequence as input to a machine learning model which was trained on data from a
discrete event simulation.

This resulted in a successful machine learning model for predicting throughput,
while the bottleneck prediction could not reach satisfactory levels of accuracy. The
throughput prediction could reach 97.8% accuracy with data from one year of pro-
duction. The possibility of predicting if a specific production hour is going to produce
a desired amount of products can help production leaders in crucial decision-making
and proactive actions can be performed.

Keywords: Machine learning, bottleneck prediction, throughput prediction, big
data, ThingWorx, Industry 4.0, Internet of Things.
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1
Introduction

In this chapter the background of the project is presented, followed by the gap in the
research domain that this thesis will attempt to fill. Further, the project purpose
and aim is defined, and lastly the scope and delimitations are described.

1.1 Background
The domain of manufacturing is currently in an era of digitalisation (Zhou, 2013).
There is a lot of buzz regarding Industry 4.0 (Lasi et al., 2014), Internet of Thing
(Bi et al., 2014) and Big Data (Yin and Kaynak, 2015). These areas all strive to
monitor, save and distribute data from different parts of an enterprise to enable a
faster, more informed decision making process throughout a company. With the
new paradigm of mass customisation, even mass personalisation, the pressure on
the manufacturers to be flexible and fast is larger than ever. Short lead time and
time-to-market are key concepts for staying ahead of the curve and digitalisation is
the way to do it (Jeschke et al., 2016).

Coinciding with the great opportunities of Big Data are the large challenges (Yin
and Kaynak, 2015). The amount of data that is being collected can overwhelm the
personnel responsible for utilising it and the data can often remain unused (Tole,
2013). This results in investment costs of implementing the data collection as well
as costs for maintaining and storing it, without any added business value.

To solve the challenges of Big Data and take advantage of the opportunities, ma-
chine learning can be utilised. Machine learning is a very mature technology and
there are many domains where it has been adding value for decades (Konenenko,
2001). However, there is a lot of untapped potential in the manufacturing domain
when it comes to machine learning, since most of the focus has been on machine
level rather than system level. Manufacturing is a very complex domain where the
interdependence between different parts is very subtle and can be far too complex
for a human to analyse with many moving parts. Thus, this thesis aims to fill a
niche of the gap regarding utilisation of machine learning to analyse the manufac-
turing domain on a more holistic level, focusing on how the variant mix differs in
a short-term perspective and how this affects key performance indicators such as
throughput per hour and bottlenecks.

1



1. Introduction

1.2 Gap
Machine Learning is an area that currently is being researched heavily in several dif-
ferent domains. Ranging from customer experience (Yan et al., 2001) to autonomous
cars (Kuderer et al., 2015). No matter what area, machine learning is used to analyse
large amounts of data and improve decision making. This can speed up tasks that
require analysing skills and can, in some cases, achieve results that are far better
than the human mind is capable of (Ciresan et al., 2012).

When it comes to the manufacturing domain there has also been an interest in ma-
chine learning. The usage often leans toward predictive maintenance (Susto et al.,
2015), which aims to predict when a machine is close to a failure. This would
allow maintenance to be performed prior to the breakdown, but without the loss
from performing maintenance too often, which can be a drawback from preventative
maintenance. However, this is a fairly narrow niche within the area of manufactur-
ing since it is in most instances focusing on one machine at a time.

Although there has been a fair amount of research performed in regards to machine
learning on a system level within the field of manufacturing, the focus has often been
towards how breakdowns and quality parameters affect bottlenecks and throughput
(Cao et al., 2012). When breakdowns are included the time span of the prediction
is often fairly large, at the very least longer than the time between breakdowns.

With an increase in Assembly-To-Order (ATO) based production and deliveries by
a strict Just-In-Time (JIT) methodology, the variant mix can no longer be planned
and the variant distribution can vary heavily on a short-term basis. Considering
how balancing in a production system is often based on a specific distribution of
variants, the balance can be very poor for specific hours. With this in mind, it is now
interesting to evaluate how the throughput and bottlenecks of a production system
can be predicted with machine learning depending solely on the variant sequence
for the set time interval.

1.3 Problem statement
A demand for short lead times and a requirement for high flexibility are put on
Adient from their sole customer. Since the product orders includes several different
variants to produce, it puts a lot of pressure on the production system to perform
efficiently and without issues to provide quality products in time.

2



1. Introduction

The importance of making sure the production supervisors are able to find prob-
lems on the line quickly and have adequate information about the incoming order
sequence to counter future potential problems is therefore evident. This is to ensure
a reliable and stable production system with minimal delays and reduced overtime.
The number of possible combinations due to the substantial amount of variants in
the order sequence is immense and makes it far too complex for a human to analyse.

1.4 Purpose
The purpose of this thesis is to generate information which can increase productivity
by facilitating data-based decisions in production. Thus, the capabilities of machine
learning will be evaluated on a system level of the production line to attempt to
access previously unknown information.

1.5 Aim
The aim of the thesis is to build a functioning machine learning model which has the
capabilities to predict how the variant sequence will affect the throughput during
a set time frame. Furthermore, the model aims to predict the station on the line
where the bottleneck is situated. By identifying and informing the production su-
pervisors prior to possible issues, measures can be taken which allows for an overall
more balanced production and an enhanced production planning. The result has the
possibility to lead to better planned overtime, preparation for delays and increased
productivity.

In connection to the machine learning model, the intention of the thesis is to inves-
tigate and evaluate what sort of production data that is required to create such a
model and how to, in an optimal way, establish a link between the order sequence
and the output of the model. Finally, the thesis aims to evaluate the method of
using the software ThingWorx Analytics for modelling of a machine learning model
by investigating its advantages, specifically for Adient’s production line scenario.

1.6 Scope and delimitation
The scope of this thesis does not include the development of a specific machine
algorithm adapted for the case, but it will include the utilisation of existing algo-
rithms to create and build the machine learning model. The thesis will utilise the
IoT platform ThingWorx, which incorporates six different algorithms that can be
applied. Therefore, the thesis is limited to the use and combination of these six
models available in ThingWorx Analytics, which are linear regression, decision tree,
neural networks, random forest, gradient boosting machine and logistic regression.

3



1. Introduction

The scope for the machine learning model involves identifying if there is going to be
a problem, i.e. a production goal not being reached, or where the problem lays, i.e.
location of the bottleneck. The scopes does not include how to solve the potential
problems found, for instance, improvement potentials for the affected station or how
to rearrange the order sequence.

In order for the project to fit in the time frame for a master’s thesis the data sampling
is relying solely on Adient’s ability to provide historical data. No new sensors are
mounted on the actual stations and no time studies are to be conducted. Additional
data that could potentially be needed, e.g. for bottleneck detection, is generated
through a discrete event simulation (DES) model which is based on process times,
down-times, setup times and the production flow logic from the actual production
line.

1.7 Product and production system of the case
company

The products and production system that is being investigated is owned by a com-
pany named Adient, a world leader within seating solutions in the automotive in-
dustry. The thesis is focusing on their plant in Torslanda, Sweden, where seats for
Volvo Cars are produced in close proximity to the Volvo Cars plant.

1.7.1 Production strategy
As the paradigm within production currently lies within the mass customisation
era, and is shifting into the even more demanding paradigm of mass personalisation
(Jack Hu, 2013), manufacturing companies have to deal with large amounts of vari-
ants. In order to be able to satisfy the demand for the large amount of variants,
it is now common to adopt a pull-based production system within the automotive
industry (Bhamu and Sangwan, 2014), which is also true for Adient. Adient’s plant
in Torslanda is producing in a pull-based manner, i.e. ATO, strictly following the
order sequence of its only customer, Volvo Cars. Furthermore, Volvo Cars is relying
on JIT deliveries in order to keep inventory low. JIT is a fairly old method to reduce
the need for a vast storage, resulting in lower bound capital (Frazier et al., 1988).

With a pull-based production system in combination with JIT deliveries, and with a
growing amount of variants, the balancing of the production line is a complex task.
Allowing customers to add extra features to the seats, which requires extra tasks in
the production, is hypothesised to lead to variation in regards of bottlenecks and
throughput for the production line.

4



1. Introduction

1.7.2 The production line
The production line being investigated is one of Adient’s rear seat production lines,
named V54x, which is one of four production lines presented in figure 1.1. V54x
is a straight production line that contains 47 stations and these stations are called
RSA-01, RSA-02 etc. up to RSA-47. 27 out of these stations are manual assembly
stations and are manned by one operator individually. The remaining stations are
either machines or buffers with the capacity of one. The machines on the line con-
sists of an infrared oven used as a heating process for the seats and a headrest pull
tester that uses a specific force to test if the headrest is locked into place. Beyond
these 47 stations, there exists a rework loop that works as a larger buffer and brings
defect products to a station that has an operator that adjusts the product. The
product is then reintroduced to the line at a merging point.

Figure 1.1: A layout displaying the main section of the rear seat production line,
V54x, at Adient.

Currently, V54x has a planned takt of 44 rear seats per hour. However, due to
circumstances related to uneven balancing and short stoppages, the planned takt
can be hard to reach. The line is running for 24 hours a day, with three consecutive
shifts, Monday to Friday. Overtime is decided at 9PM on Friday at the latest and
takes place on Saturday. At the moment, overtime on Saturdays occurs every week
because of the takt being lower than demanded. A preliminary order sequence is
set 10 weeks before the planned delivery and is finally locked in two to four hours
before delivery depending on how much the production is behind on schedule.

1.7.3 The product
The product manufactured at the V54x line is the so called rear seat, which can
be described as the connected passenger seats directly placed behind the driver and
front passenger seat in a standard automotive vehicle. The rear seat is produced in
two different parts throughout the production line, which are then assembled at the
merge point next to the end station. One of the parts is called the 60% version, and
as the name suggests it is comprised of 60 percent of the rear seat, i.e. the middle
seat section in addition to one of the side seats. The 40% version is comprised of the
remaining side seat. The parts that are pairs are manufactured alternatively with
the same complements.

5



1. Introduction

The rear seat to three different Volvo car models are manufactured at the produc-
tion line, and these can be seen in table 1.1. Additional features can be added by
the customer, which results in the production system having to be able to manufac-
ture unique products in accordance to customer demand and therefore is required to
handle several different variants. In table 1.1, it is possible to observe the number of
variants that differ in process time for each seat and car model. However, there are
many features that do not affect the process time, but differ in appearance which
makes it impractical to have a storage of finished products.

Table 1.1: Car model, seat model and number of variants produced on the V54x
production line at Adient.

Car model (Volvo) Seat model (Adient) Amount of Variants
V90 RS V542 8

V90 CC RS V543 8
XC90 RS V426 8
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2
Literature review

In this chapter, an overview is given on the related theory and research for this
thesis. It serves the purpose of giving the reader a sufficient understanding about
why and how the project is performed and also to provide important knowledge in
the domain of machine learning.

2.1 Frame of reference
This section covers the frame of reference of the project. The frame of reference is
necessary to fully understand the current state of research within the area of machine
learning applied in the manufacturing domain, but also supporting information that
is required - such as bottleneck detection.

2.1.1 Bottleneck detection
In a serial production line it is sure to be at least one bottleneck (Goldratt, 1990).
A bottleneck is the machine or station that constrains the throughput of products
produced in the production system (Betterton and Silver, 1988). Constraining the
system means that it causes blockage upstream and starvation downstream, limiting
how much the rest of the system can produce. This means that improvements made
at any other location than the bottleneck will yield low results in term of through-
put. Thus, it is crucial to identify the bottleneck to efficiently allocate resources to
the machine which will elevate the production system the most (Goldratt, 1990).

The need for bottleneck identification has been known for a long time and a lot of
research has been put into formulating different types of approaches to accurately
find the bottleneck (Betterton and Silver, 1988). The effectiveness of each approach
often depends on how fitting it is to the specific production system (Subramaniyan
et al., 2016b). This in turn means that a thorough analysis of the production system
has to be conducted in order to choose a fitting bottleneck identification approach.
Moreover, the need for continuous monitoring of the bottlenecks is required since
the constraint of the system can relocate during the production run (Subramaniyan
et al., 2016b).
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With a holistic view the bottleneck identification methods have often been divided
into three sub-categories, namely analytical, simulation based, and data-driven (Sub-
ramaniyan et al., 2016b). Many of the methods have been updated and improved
since they were first implemented. An example of this is shifting bottleneck by Roser
et al. (2002) that has been improved to a data driven method by Subramaniyan et al.
(2016b) and will be listed with the latter as the reference in the table, see table 2.1.

Table 2.1: Listing the most common bottleneck detection methods, adapted from
Subramaniyan et al. (2016b) but updated with recent advancements in the data-
driven sector.

Interpretation Method Reference

Analytical Queue Length Lawrence and Buss (1994)
Analytical Utilization Hopp and Spearman (2001)
Simulation/model based Active period percentage Roser et al. (2001)
Simulation/model based Queue time Faget et al. (2005)
Simulation/model based Inactive Period Sengupta et al. (2008)
Simulation/model based Inter-departure time variance Betterton and Silver (1988)
Simulation model coupled
with real-time input data

Sensitivity based bottleneck de-
tection

Chang et al. (2007)

Data-driven Turning point Li et al. (2009)
Data-driven Shifting bottleneck detection Subramaniyan et al. (2016b)
Data-driven Average active period Subramaniyan et al. (2016a)

As can be seen in table 2.1 most of the methods are based on either simulation
or data-driven, meaning that they have a descriptive nature. According to Subra-
maniyan (2015) up to 100 rows of data is stored per machine and hour, leading to the
assumption that large parts of the industry already have mature Manufacturing Ex-
ecution Systems (MES) that are able to handle the required type of measurements.
This facilitates the possibility of data-driven algorithm for continuous bottleneck
detection.

It is important to continuously monitor the bottleneck since it may vary throughout
the production run (Subramaniyan et al., 2016b). The variations can be due to
different parameters such as down times, setup times or variation in process time.
The goal of bottleneck detection is to allocate resources in an optimised manner,
and if the bottleneck shifts the resource allocation has to follow (Goldratt, 1990).
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2.1.2 Bottleneck prediction in manufacturing
The importance of continuous bottleneck detection has been known for a few years,
and the next step is to predict bottlenecks to facilitate proactive measures rather
than reactive. In table 2.2, some unique examples of predictive methods are pre-
sented that were developed for predicting the future bottlenecks within a production
system. Important to note is that the three different prediction methods presented
below are basically the extent of the system level machine learning applications
within manufacturing.

Cao et al. (2012) has performed a study where they utilize the Adaptive Network-
based Fuzzy Inference System (ANFIS) algorithm specifically to predict bottlenecks
in a semiconductor manufacturing system. A bottleneck index was derived and used
to predict the bottlenecks of the system using variables such as processing times,
utilisation rates, work-in-progress (WIP), buffer lengths, product variants etc. The
output of the model was set to be the stations predicted to be the primary and
secondary bottleneck. The result from the study was that the ANFIS algorithm
achieved an accuracy of 92.03% for predicting the bottleneck for their specific sys-
tem.

A different method for predicting bottlenecks was suggested by Li et al. (2011) which
involved using the method of Auto-regressive Moving Average (ARMA) that utilises
time series of data. The study was performed for a small automotive assembly line
and the bottleneck detection was based on the turning point method (table 2.1),
where the time series data collected was the sequence of observed blockage and star-
vation times. The ARMA model was used for its ability to indicate dependence in
the time series, which lead to great performance when it came to predicting future
values in the observed series, and in this case predicting blockage and starvation
times. The ARMA model managed to predict the blockage and the starvation times
with an accuracy of 97.38%.

The connection between the studies made by Cao et al. (2012) and Li et al. (2011) is
that both utilise DES for their respective production system to acquire production
data. This means that the accuracy for predicting bottlenecks are based on a simu-
lation environment, instead of being based on real-time data. Subramaniyan et al.
(2018) emphasises the importance of using real-time data to fully be able to claim the
algorithm performance and to establish trust in the algorithm. To address the lack
of real-world validation for bottleneck prediction algorithms, Subramaniyan et al.
(2018) performed a study utilising real-time MES data for developing a bottleneck
prediction algorithm using Auto-Regressive Integrated Moving Average (ARIMA).
The established algorithm was data-driven and used the active periods of the ma-
chines as a technique to find the bottlenecks in the system. The algorithm from
the study was implemented and tested over a real-world automotive production line
and managed to achieve an accuracy of 86.13% and recall of 62.53% for predicting
a group of bottlenecks. Subramaniyan et al. (2018) proposed the employment of
using a standard predictive algorithm, the naïve method, to make an evaluation of
the performance of the developed algorithm for the system.
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Table 2.2: Overview of previous work related to bottleneck prediction in manufac-
turing.

Prediction Method Input Output Results

ANFIS, MTTR, Primary bottleneck: Accuracy 92.03%
Cao et al. (2012) MTBF, Secondary bottleneck

Process time,
WIP,
Buffer lengths,
Utilisation rates

ARMA, Blockage period, Forecasted blockage, Accuracy 97.38%
Li et al. (2011) Starvation period Forecasted starvation

ARIMA, Active periods: Forecasted active period, Accuracy of 86.13%,
Subramaniyan et al. (2018) Processing, Associated standard error Precision of 36.34%,

Blockage, Recall of 62.53%
Starvation,
Idle,
Down

2.1.3 Throughput prediction in manufacturing
In table 2.3, three unique predictive methods are presented that were developed for
predicting the throughput within a production system. In this section those three
methods are described more closely.

Pandian and Ali (2013) have performed a study on an automotive assembly line
where they utilise both ARMA and ANN algorithms separately to predict the pro-
duction loss in the system. To develop the prediction algorithm real time data was
used with variables such as machine downtime, blockages, production stops and
machines with slow process times. The result from the study can be observed in
table 2.3 and the better predicting algorithm depended on what line that was being
analysed. However, both gave similar results.

In a study made by Samattapapong and Afzulpurkar (2016) the predictive system
was more focused on forecasting the throughput for an automated hard disk drive
test operation. A type of ANN was used called Generalised Regression Neural Net-
work (GRNN), and the input was created from historical data (time stamps and
product volumes in and out of processes) from the manufacturing processes. This
resulted in a forecasting algorithm, that was able to provide predictions with a
MAPE of 1.1%.
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Azizi (2016) conducted a study combining the prediction methods of Bayesian and
ARIMA to try to predict the production throughput for production systems which
are complex due to random variables. The case that was studied involved a real
production of tile and ceramic. Random variables from the production such as
demand, breakdown time, scrap, set-up time, and lead time, were used to develop
the algorithm. The result from the study indicated that by combining the two
methods Azizi (2016) was able to increase the predication accuracy compared to
using each method individually and the model resulted in a R-squared value of
98.8%.

Table 2.3: Overview of previous work related and relevant to throughput prediction
in manufacturing.

Prediction Method Input Output Results

ANN & ARMA, Machine downtime, Production loss ANN (MAPE):
Pandian and Ali (2013) Blockages, 0.35%, 0.30%

Production stops, ARMA (MAPE):
Slow cycle times 0.20%, 0.34%

GRNN, I/O times, Prod. throughput 1.1% MAPE
Samattapapong and Afzulpurkar (2016) I/O product volumes

Bayesian-ARIMA, Demand, Prod. throughput R-squared: 0.988
Azizi (2016) Breakdown time,

Scrap rate,
Set-up time,
Lead time

2.1.4 Conclusions from frame of reference
There are some conclusions that could be drawn from analysing the related research.
ANN, ARMA and ARIMA algorithms (see table 2.2, 2.3) seems to be the most fre-
quently chosen and tested methods for predicting both bottlenecks and throughput
in the domain of manufacturing. The research suggests that they are very success-
ful at reaching high prediction accuracy for a variation of input parameters from
different areas and processes in manufacturing. ANN is an integrated method in
ThingWorx Analytics and may therefore play an important part in the project.
Moreover, the studies connected to bottleneck prediction points at the importance
of choosing the right bottleneck detection method for the specific case when creating
a prediction model to ensure high accuracy.
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When analysing the different predictive algorithms presented in table 2.2 and 2.3,
it is evident that most of the methods only utilise machine data for their input
and many focus on trying to predict the random behaviours of the machines using
variables such as repair rates, quality, down-times, stops etc. What is interesting is
that very few of these models take the product categories into account. Furthermore,
many studies have been performed on experimental and small scale production or on
machine-level and not a lot of research have been made taking a more holistic view,
looking at a larger production line. Many of the cases look at highly automated pro-
duction systems while there is a lack of research when it comes to including manual
work stations in the analysed system. Moreover, there is a lack of information on the
quantity of historical data needed to optimise certain algorithms and how the size
of the data will affect the accuracy and error for the algorithm. It is therefore clear
that the research and results from this thesis can help reduce the aforementioned
research gap and shed more light on data-driven, variant-based prediction methods
for throughput and bottlenecks.

2.2 Machine learning terminology and tools for
prediction

In this section, to create a better understanding, an introduction and description
are presented over terminology and methods used in the project that are connected
to machine learning.

2.2.1 Feature vectors and attributes, input space and fea-
ture space

In machine learning there is certain terminology that is important to be aware of.
It is important to know the difference between input space and feature space. In
the input space the raw data is stored. The simplest example is image recognition,
where the images remain in the input space (Camps-Valls et al., 2007). However, a
machine learning model requires input in the form of numbers or classes. In order to
generate suitable input to a machine learning model features have to be extracted,
in image recognition this could be colours, shapes or other types of image features.
This leads to a feature vector for each individual image, where each position in the
feature vector is called an attribute (Camps-Valls et al., 2007).

2.2.2 Unsupervised and supervised learning
There exists several different types of machine learning algorithms. One important
division that is made between the types of algorithms are if they follow the princi-
ples of unsupervised learning or supervised learning. Unsupervised learning, often
referred to as clustering, finds similarities in the the feature vector and groups them
together (Längkvist et al., 2014).
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For the supervised learning, the machine learning model is told the true output in
the training set (Kotsiantis et al., 2006). This means that instead of finding similar
feature vectors, it is told what output the feature vector represents and treats them
as a group. These two areas of machine learning methods have two different key
uses. Supervised learning is mainly used when the pattern is already known, while
unsupervised learning is used to detect new, unknown patterns.

2.2.3 Continuous and categorical variables
In machine learning and statistical analysis it is very important to make the distinc-
tion between categorical and continuous variables. Categorical variables are those
for which predictions from a model can be put into classes, often referred to as
classifiers. There are according to Agresti (2014) three different ways of categoris-
ing variables. The simplest one is when there only exists two categories, such as
“Yes” and “No”, and those are called binary variables. Furthermore, the categorical
variables can have an ordinal scale, for example classifying them as: very bad, bad,
average, good and very good. These are called ordinal variables. Finally, there are
the nominal variables. For these variables the order is not relevant since they are
independent of each other. One example can be taken from the project case where
the bottleneck stations are nominal variables (Station 1, Station 2, Station 3, etc.)
In contrast, continuous variables are those for which predictions from a model can
be an infinite number of possible values. An example from the project is the predic-
tions made on the production throughput, where the model can predict a range of
real numbers, i.e. continuous variables, as close to the goal as possible.

2.2.4 Regression and classification models
Predictive modeling can be divided into two different model types, classification
and regression. The difference between these two model types are connected to
continuous and categorical variables (section 2.2.3). The classification model is used
when the target variables for the predictive model is a set of categorical variables.
The regression model is instead used when the target prediction is a continuous
quantity (Gareth et al., 2015).

2.2.5 Linear regression model
When the task at hand is to find the relationship between different variables which
are continuous, one of the oldest techniques is to use regression analysis (Yan and
Su, 2014). In machine learning, one of the more common methods of regression is
linear regression, which utilises linear predictor functions to model the relationships
between observations and predictions (Seal, 1967).
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The method approach for linear regression is simple compared to many other ma-
chine learning algorithms. The input is a vector of features, x, which are multiplied
with an individual weighting variable for each specific vector spot. The vector is
then summed up to give the expected output. The weighting variable, w, is cal-
culated by inserting the training set into the model which then finds the optimum
weighting for each index in the feature vector. See equation 2.1.

n∑
i=0

wixi = w0x0 + w1x1 + w2x2 + wnxn (2.1)

2.2.6 Decision trees
Decision trees are one group of machine learning algorithms. The concept of the
decision tree can be explained as a classifier that models several decisions which
takes the form of a rooted tree. The decision tree structure (see figure 2.1) is built
up by outgoing nodes called internal nodes which describes the condition, which
then splits into branches leading to another condition or into a final decision based
on the path that was taken throughout the tree (Maimon and Rokach, 2010).

Figure 2.1: A simplistic classification decision tree structure comprised of internal
decision nodes and predictions.
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There are several general advantages and disadvantages using the decision tree
method. The advantages are that decision trees are not very complicated to un-
derstand and it is easy to visualise the concept. Moreover, it has the capability to
manage multiple outputs from the system. It is also said by Gupta (2017) that in
the case of decision trees, minimal pre-processing and preparation of the data is re-
quired and that it can handle large data sets in a reasonable time. It is also possible
to create both a classification or regression model with decision trees, depending on
the decided goal variable (Gareth et al., 2015). For the disadvantages, there is a risk
of overfitting (Dietterich, 1995) caused by the model creating over-complex trees.
Furthermore, decision trees are also said to be unstable against minimal variations
in the data (i.e. variance) and according to Gupta (2017) there exist methods such
as bagging and boosting that can lower the variance if it is a problem, which means
that several decision trees are used in combination.

2.2.7 Artificial neural network (ANN)
ANN is a machine learning method that is very popular and is being used increas-
ingly within a vast range of fields, such as, finance, medicine (Dawson, 2016), man-
ufacturing (Baseri and Belali-Owsia, 2017), vehicle control (Zissis et al., 2015) and
many more. What makes ANN interesting to a lot of people is that the computa-
tional model is inspired by the biological neural networks from the brain of humans
(Shanmuganathan and Samarasinghe, 2016). However, ANN has the capabilities to
perform effective pattern recognition and numeric predictions that are too compli-
cated for the human brain to handle (Dawson, 2016).

As with the likeness of a human brain, ANNs consists of processing elements called
neurons that are interconnected and creates an artificial network (Shanmuganathan
and Samarasinghe, 2016). These neurons have the capability to adapt to the circum-
stances, i.e. learn from experience (Dawson, 2016), and are doing so by changing
their connections in the network (Gerven and Bohte, 2017). Each connection has an
assigned weight (coefficient) that adapts throughout the learning process and helps
strengthen or weaken the signal (Shanmuganathan and Samarasinghe, 2016).

The ANN structure can be divided into three different layers, which are input, hid-
den and output. The signals travel from the input layer, through a set number of
hidden layers, where the value of the signal will transform and take different paths
by each neuron it passes (recognising and training patterns), until it reaches the
output layer with the prediction (Dawson, 2016). In figure 2.2, an example of what
a simple ANN structure looks like can be observed, where the input layer will be
representing and containing the order sequence information, and the output layer
will be representing the predicted throughput.
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Figure 2.2: A simplistic ANN structure containing input, hidden and output layers.

2.2.8 Ensemble technique
Depending on what is being evaluated with machine learning the suitability of differ-
ent machine learning techniques varies. It often depends on if the input is continuous
or categorical, and if the output is continuous or categorical. If the input and output
type is known there are still many techniques to choose between and the decision is
rarely trivial. To reduce the complication of choosing a suitable machine learning
algorithm, an ensemble model can be used (Opitz and Maclin, 1999).

Ensemble models trains several different machine learning algorithms using the same
data set. During validation the accuracy of each individual machine learning algo-
rithm is evaluated based on a statistical metric. The ensemble model then chooses
the best composition of machine learning models to base the result on, which can
range from one, to all of the trained machine learning algorithms (Opitz and Maclin,
1999).

2.3 Evaluation metrics for the prediction models
There exist numerous statistical tools that can be utilised to make an evaluation of
the accuracy, or more widely used, the goodness of fit of different models. Accuracy
is more of a binary way of evaluating a model since it is either correct or incorrect,
and on the other hand goodness of fit focuses more on statistical metrics and is
therefore more fluid. The methods usually involve comparing the generated values
from a model, i.e. the predictions, with the actual values, called the observations,
in different ways. Each method has its own advantages and drawbacks and deciding
which one to use will heavily depend on the shape and size of the data. What is
important and most desirable when choosing methods, is to look at their capabilities
to discriminate among models, i.e. showing high variance between model results
(Chai and Draxler, 2014).
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2.3.1 Root-Mean-Square Error (RMSE)
RMSE is a very popular method for statistical modeling and is regularly used to
compare the results from predictive models (Armstrong and Collopy, 1992). The
concept of RMSE is fairly simple. By calculating the standard deviation of the
prediction errors, the so-called residuals, RMSE will give an estimation of how well
the data fits the regression line for the observed values (Barnston, 1992). The lower
the resulting RMSE-value is, the better the chance that model has an exceeding
goodness of fit compared to other models using same scale data.

The equation used for the RMSE-formula can be observed in equation 2.2, where P
is the predicted values, O is the observed values and n is the amount of data points
being compared.

RMSE =
√∑N

i=1(Pi −Oi)2

n
(2.2)

An important aspect and common concern when using RMSE as an evaluation
tool is that it is more sensitive to outliers in the data compared to other methods,
especially when the data samples are small (Barnston, 2006). If larger outliers do
exist, it might be necessary to either filter them out before calculating RMSE (Chai
and Draxler, 2014) or look to use methods using percentage error instead, which
has the advantage of being less sensitive to outliers and not being dependent on the
scale of the data to make comparisons.

2.3.2 Mean Absolute Percentage Error (MAPE)
MAPE is a common method used to measure prediction accuracy and as the name
suggest it expresses the percentage of the mean prediction error. Thus, MAPE gives
a better indication (compared to RMSE) of the size of the prediction errors relative
to the size of the data points in the data set (Barnston, 2006). The calculation of
MAPE can be observed in equation 2.3, where O is observed value, P is the pre-
dicted value and n is the number of predicted and observed data points. MAPE is
widely used to compare different predictive models to each other.

MAPE = 100
n

N∑
i=1
| Oi − Pi

Oi

| (2.3)
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2.3.3 Sensitivity analysis: t-test
To be able to test the sensitivity of the results and establish if there is any sta-
tistical significance between two related observations, it is possible to utilise the
paired t-test. The paired t-test takes the mean and standard deviation from two
normally distributed observations and gives a tval which indicates if there is a signif-
icant difference between the two observations. The equation for the tval is presented
in equation 2.4, where X and Y is the mean of the compared observations, and SE
is the respective standard error for each set of observations. If the tval is less than
-1.96 or tval is greater than 1.96 when using a confidence interval of 95%, then there
exists a statistical difference between the two resulting observations (Subramaniyan
et al., 2018).

tval = (X − Y )√
SE2

x + SE2
Y

(2.4)

2.3.4 Confusion matrix
When faced with statistical classification, i.e. if the predictive model is predicting
classes, then it can be of interest to create and use a confusion matrix. A confu-
sion matrix gives a clear indication of the model classifier performance and a good
overview of the distribution of classes that are predicted well respectively poorly.

The confusion matrix is most easily explained by giving an example of a binary
class problem and prediction. The matrix is in this case first assigned two sides,
the observed classes (Yes and No) and the predicted classes (Positive and Negative).
The matrix is then further divided into four different sections that depicts the dif-
ferent outcomes of the model. If the observed variable is positive and is classified as
positive this will result in a true positive (TP); if it is classified as negative this will
result in a false negative (FN). If the observed variable is negative and is classified as
positive this will result in a false positive (FP); if it is classified as negative this will
result in a true negative (TN) (Deng et al., 2016). See figure 2.3 for an illustration
of the example.
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Figure 2.3: Simple structure of a confusion matrix.

Accuracy = TP + TN

Total
(2.5)

Precision = TP

TP + FP
(2.6)

Recall = TP

TP + FN
(2.7)

From the confusion matrix, three different metrics can be calculated and used to
evaluate the results. These derived metrics are accuracy, precision and recall and can
be seen in equations 2.5-2.7. The accuracy will indicate how frequently the model
predicts the classes correctly. The precision will give the fraction of the positive
predictions that were correct. The recall will indicate the portion of the correct
predictions that were true positive.

2.4 Benchmarking of the prediction model
In order to be able to evaluate whether or not a prediction model is actually adding
value, benchmarking methods have to be applied. In this section the benchmarking
methodologies will be explained. The method that has the highest accuracy for each
objective will be used.
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2.4.1 Naïve method
The naïve method is a commonly used benchmarking methodology, used for example
by Subramaniyan et al. (2018) to evaluate the accuracy of the ARIMA model. The
naïve method simply takes the previous hour as the prediction for the next hour
which in turn results in a prediction model which is possible to use for comparison.

2.4.2 Long-term bottleneck
When evaluating the accuracy of a bottleneck prediction algorithm it is not always
the naïve method that is most successful. In some cases it can be beneficial to
identify the long-term bottleneck and continuously predict the long-term bottleneck
as the coming hours’ bottleneck.
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In this chapter an overview is given over the work methodology, the reasons for the
procedures and how the outcomes from the work were analysed. The methodology
chapter aims to give the reader a structured view of how a machine learning model
was developed and how different processing and analysing tools were applied. The
overall methodology is illustrated in figure 3.1.

Figure 3.1: Overall methodology structure showing how the machine learning
model was built.

Considering how the thesis was heavily reliant on data-mining, the Cross Industry
Standard Process for Data Mining (CRISP-DM) (Wirth and Hipp, 2000) methodol-
ogy was followed to a large extent for the part related to data mining in the project,
visualised in figure 3.2 (Jensen, 2012). Both the methodology chapter and the result
chapter will follow the structure of CRISP-DM.
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Figure 3.2: Illustration over the CRISP-DM methodology (taken from Jensen
(2012))

3.1 Understanding the business
The first step of the project was to identify what was to be achieved and what was
considered an acceptable result. It was important to assure that the project aimed
towards a goal which would be value-adding in the industry. In order to aim the
time and resources towards a desirable goal, an open dialogue was held with three
different stakeholders:

1. Virtual Manufacturing, a consultancy firm within production development -
niched toward, but not limited to, lean manufacturing, virtual tools and digi-
talisation.

2. Adient, a car seat manufacturer whose production line was used for the case
study.

3. PDSVision, a provider of Product Lifecycle Management software and IoT
platforms.

The purpose was to find a region of application where machine learning could add
value through autonomous analyse of the production line, generating predictions
which could inform the production leaders and engineers of potential issues in ad-
vance.
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3.2 Data collection and understanding
Once the objectives for the project were set the data required to fulfill these objec-
tives could be identified. The data required to train the machine learning model
was hourly data regarding order sequence, throughput and bottlenecks. Out of
these three parameters there were only one readily available, the order sequence.
How many products that were produced every hour and where the bottleneck for
the specific hour was located were unknown and had to be sampled.

3.2.1 Data sampling
Due to uncertainty concerning the amount of data required to train the machine
learning model it was impractical to sample the data within the time frame of the
project. Thus, the decision fell on a DES model which would provide a large degree
of freedom in terms of data sampling and the size of the training set.

To be able to build the DES model, data describing the process times, setup times
and down-times was needed. Additionally, a clear understanding about the pro-
duction flow was required for the model to mimic the production line as closely as
possible. However, the assembly stations were all manual labour which would be
hard to measure accurately. Instead the decision fell on MTM-times which were
utilised when the line was balanced, where both the process times and setup times
were included. The rigidity and potential inaccuracy of the MTM-times compared
to the real time data was noted but was omitted since there were no better alterna-
tives to use.

Considering how the objectives, or goals, for the machine learning model had been
decided upon previously, the DES model was programmed to sample data required
to calculate the hourly bottlenecks and throughput. As for the bottlenecks there
were many different alternatives for deriving the position of the bottleneck. The
decision fell on the shifting bottleneck algorithm (Subramaniyan et al., 2016b) since
it is responsive in short time intervals and is likely to be used in manufacturing in
the future to continuously monitor the bottlenecks throughout the production run.

3.2.2 Delimitations in the data sampling
When building a DES model there are always a certain degree of assumptions and
generalisations, which are important to keep in mind. However, some of the cases
where a DES model deviates from the truth can be due to conscious decisions. In
this project it was important to reduce the built-in randomness in throughput and
bottlenecks in order to reduce the inherent variance. The following events were
turned off prior to running and exporting the data for the machine learning mod-
elling.
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1. Breakdowns
2. Variation of process time due to speed variance of human labour
3. Rework of products not passing inspection
4. Setup time

The information regarding the breakdowns were that they occurred once every 12
hours and lasted for 17 minutes, generally for the whole production line, with an
exponential distribution. This led to clear outliers roughly every 12th hour, which
added no value at all to the machine learning model considering how the breakdowns
could not be predicted.

Variation of the process times due to variance of human labour is very difficult to
model accurately and considering how the production line was almost solely based
on human labour, the error in modelling this part would be too great to give an
accurate description of the production line.

Rework was based on a random distribution with a 3% rework rate. Certain extreme
case hours could have far higher rework rate, while some had 0% rework rate. This
skewed the result a great deal and would also have reduced the accuracy to a large
extent.

Finally there was the setup time. This was not a random variable but rather de-
pended on how many products had passed the station. However, an analysis was
made where the DES model only built one variant for several hours at a time. With
the setup time activated, a large variance in in throughput was noticed. Thus, setup
was turned off in the simulation model.

3.3 Data preparation
It was decided that the order sequence produced for the hour would be used as raw
input to the machine learning model, and instead let the machine learning model
extract features, which can be seen as data preparation. However, in order to iden-
tify the bottleneck for each individual hour a fair amount of pre-processing had to
be performed on the recorded states of the machines.

As mentioned in 2.1.1 there are several different choices when it comes to bottleneck
detection and each production line has its own preferred and suitable model. In this
case, the shifting bottleneck algorithm (Subramaniyan et al., 2016b) was applied
mostly because it is responsive in short intervals, it can detect both primary and
secondary bottleneck and it is based on data commonly found in a MES-database
for a production line.
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3.4 Machine learning modelling
When all the data was sampled from the DES model it was time to identify different
methods of preparing the data to train the machine learning model. The output
from the DES model, namely the hourly throughput, bottleneck and order sequence
were the foundation for the features that the machine learning model would be
trained with. With the order sequence as a base, new features could be extracted
and combined.

The process of generating features was an exploratory and iterative phase in the
project. It was difficult to foresee what was excessive, deficient or too elementary
for the machine learning model to find a clear pattern. The process consisted of
five main components - researching different types of features, implementing chosen
feature type, training the machine learning model, testing the machine learning
model and evaluating the machine learning model. The process is illustrated in
figure 3.3, where the different sections of the process are included.

Figure 3.3: Illustration of sub-steps in methodology for building machine learning
model.

3.4.1 Feature extraction methods
Feature extraction is the key part of applied machine learning. It varies heavily
between different domains and there were no previous work done to simply follow.
Thus, a lot of the different methods of feature extraction were generated through
brainstorming or attempts to follow guidelines in other domains. In table 3.1 the
different features implemented in this project are listed.
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Table 3.1: Overview of the investigated features.

Name Vector Length Variable Type Description

Order Sequence 100 Categorical This was the raw output from the DES
model, simply a list consisting of the vari-
ants produced in the specific order.

Histogram 12 Continuous A histogram of the Order Sequence, where
the amount of different variants is kept but
the specific order is lost.

Machine Load 23 Continuous The average process time for the hour for
each individual machine or station.

Product Load 300-900 Continuous Each individual variant in the order sequence
was expanded into the individual process
time at the stations with the largest varia-
tion in process time. The method was tested
with different amounts of machines, hence
the variation in length.

3.4.2 Evaluation of required training set size
The size of the data set needed to fully train a machine learning model varies heavily
depending on its application and the size of the feature vectors. Since the length
of the feature vectors varied, the evaluation was not conducted until the evaluation
of the performance of the feature methods was final. Once the best feature method
was identified, the best feature was used to evaluate the data size required. The
test was performed by monitoring how the accuracy and statistical metrics changed
for different data sizes. Starting with a very low data set size, where it was clear
that it was not fully trained, and then slowly adding additional data to the data
set resulted in a graph where the performance is stabilised after a certain amount
of data.

3.4.3 Improving data in feature space
In machine learning it is common to use very large data sets in order to reach a
desirable result. However, there are ways to make the patterns clearer in the fea-
ture space. To make the patterns more explicit, different methods were investigated
to help the machine learning model as much as possible. Four different methods
were implemented and tested to see if there were any possibilities to increase the
performance. The methods are presented in table 3.2 where the aim and a short
description for each method is given.
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Table 3.2: Overview of implemented methods for investigating improvement of
data in feature space.

Name Aim Description

Normalisation, Make the patterns Normalisation aims to bring the values to a
Witten et al. (2017) more profound. range between 0 and 1 in order to reduce

the magnitudes affect on the algorithm.
Exponential increment Make the patterns If the distance between two attributes was

more profound. very small it could be beneficial to increase
it with an exponential function.

Principle Component Reduce noise and PCA aims to reduce the feature vectors size
Analysis (PCA), feature dimensions. while maintaining as much of the information
Howley et al. (2006) as possible by sorting out attributes that has

ow variation.
Augmentation techniques, Reduce bias toward Augmentation attempts to generate addi-
LeCun et al. (1998) over-represented tional, synthetic data for the underrepre-

classes and intervals sented classes or intervals. There are several
different methods of augmentation that has
been applied - replicas, added noise, interpo
lation and extrapolation

To properly assess whether the changes had any desirable effect on the accuracy, an
iterative methodology was applied for it. By applying different processing methods
in feature space to the developed features, the performance was compared prior to
and after adding the processing step. The methodology is visualised in figure 3.4.

Figure 3.4: Illustration of methodology for applying and testing different process-
ing methods in feature space.

3.4.4 Combining features
To attempt to increase the performance of the machine learning model different
features were combined in order to see if pairing of two or more different features
could enhance the model (Zhang et al., 2011). Considering the amount of different
features available and processing methods in feature space implemented, this was a
phase where a considerable number of feature vectors could be created. However,
due to constraints concerning time and processing power some limitations had to be
made.
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One feature was combined with another feature to an extended input vector to the
machine learning model. If there were no improvements to the results, the conclusion
was that these two features were too similar to add additional value to each other. If
any of the features could add value to two different features, all three of these were
combined to evaluate if it could be improved even further. The process is illustrated
in figure 3.5.

Figure 3.5: Illustration of methodology for combination of features when building
machine learning model.

3.5 Evaluation and benchmarking of machine learn-
ing models

After the machine learning models were created through training with the different
designed methods, they had to be compared and evaluated against each other. This
was done by initially creating a scoring job on the models, where the testing data
set was added and run through the models to acquire the predictions to be used for
the evaluation.

The evaluation was performed with different methods depending on if the goal vari-
able from the model was of the continuous or categorical kind. For the throughput
prediction the naïve method was used for comparison while the bottleneck prediction
used both the long-term bottleneck and the naïve method for comparison.

3.5.1 Continuous output evaluation
The evaluation of the models’ continuous output was divided into three section. One
section consisted of statistical plots which were used to get a visual overview of the
results, and a second section which included statistical metrics and were used to get
actual measures of the goodness of fit of the models, and finally a comparison was
made of the performance of each model compared to the naive method, using the
paired t-test to analyse the statistical significance.
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Table 3.3: Overview of method and metrics used to evaluate and benchmark the
continuous output, i.e. throughput, of the models

Statistical plots Statistical metrics Benchmark

Scatter plot RMSE Naïve method
Histogram plot MAPE t-test

- Accuracy (Threshold) -

3.5.1.1 Statistical plots

For the statistical plots, Excel was used to handle the data and generating the plots.
The first step was to create a scatter plot over the predicted and the actual values.
By adding a perfect fitted line for the actual values and a regression line for the trend
of the data points, it was possible to get a sense of how well the models managed to
find the pattern between the input and the output.

The second step was to create a frequency range for both the actual and the pre-
dicted values. With the frequency range, it was possible to construct two separate
histograms which showed the distribution of the predicted respectively the actual
values. This gave a better understanding of how well the models were able to copy
the real distribution.

3.5.1.2 Statistical metrics

For the statistical metrics, the first step was to calculate and investigate the RMSE
measure. The RMSE was a good measure to get a direct measurement of how the
error was increasing or decreasing using different machine learning models with the
same scale on the data. As a compliment to the RMSE measure, the MAPE measure
was derived. This measure was more optimal to use when describing the result with-
out knowing the scale of the data since it gave a percentage value of the error instead.

The models were also evaluated using three different thresholds for accuracy, i.e.
having a maximum of 1, 0.75 and 0.5 product deviation between the actual value
and the predicted value. This method of evaluation was used to get a percentage
measure for the total accuracy and get a better overview of how the models’ accu-
racy changed with more narrow thresholds.
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3.5.1.3 Benchmarking with naïve method

As a final evaluation for the models the naïve method was utilised and the method-
ology for the benchmarking was taken from Subramaniyan et al. (2018). The naïve
method assumed that the throughput of the previous hour would be the same as
the current hour. By using the same thresholds for the naïve method as used for
the accuracy calculation, it was possible to evaluate if the accuracy of the model
could exceed the accuracy of using the naïve method. Comparing the mean accu-
racy between the naïve method and the investigated model does not work as a very
suitable evaluation metric since it lacks information about the sensitivity of the two
methods. Therefore, the paired t-test was utilised to derive a value called tval as an
evaluation metric for the performance between naïve and the tested model.

3.5.2 Categorical output evaluation
The evaluation of the models’ categorical output was implemented by creating a con-
fusion matrix (section 2.3.4) over the results from the models. From the confusion
matrix it was possible to calculate and depict the total accuracy of each model, i.e.
observe how well each model could predict the correct bottleneck station. Moreover,
the precision was calculated to see how many of the predicted bottlenecks were the
actual bottleneck station. Finally, the recall was derived giving an indication of the
amount of the actual bottleneck station that was predicted accurately.

The naïve method was used for the categorical output as well, where the naïve
method assumed that the bottleneck for the previous hour would be the same as
the current hour. Then the accuracy from the confusion matrix was compared with
the accuracy from the naïve method to see if the model was able to out-predict it.

3.5.3 Investigation of poor performance
If the machine learning models did not performed at a satisfactory level, meaning
that neither the accuracy nor the statistical metrics were acceptable, a further anal-
ysis had to be made. The methods presented in this section all aimed to address a
different hypothesis as to why a prediction model performed poorly.

3.5.3.1 Leveling categorical output distribution

If the distribution of the categorical output was very uneven, it was possible to test
to level out the sample sizes of the output. By running a much longer simulation and
creating a vast data set, data reduction principles were utilised to remove samples
with the dominant category or categories. This created a more even distribution of
data with more information related to the categories that were lacking beforehand.

30



3. Methodology

3.5.3.2 Unsupervised learning to evaluate the pattern

To investigate whether or not there was a present pattern, k-nearest-neighbour was
applied (Altman, 1992). This investigation could point the development in the right
direction when attempting to improve the model, since this kind of learning can not
be biased or have too large variance.

K-nearest-neighbour is an unsupervised machine learning method which aims to
detect previously unknown patterns. By finding the nearest neighbours to the fea-
ture vectors representing a specific class, it was possible to investigate if the nearest
neighbours belonged to the same class or not. In this case K was set to 10, meaning
that the 10 nearest neighbours was found and identified as true or false.

3.5.3.3 Evaluation of suitability of bottleneck detection method

If the performance of the bottleneck prediction was poor there could be due to the
complexity of the bottleneck detection method. In order to assess if this was the
main issue with the prediction model a more simple, possibly more predictable bot-
tleneck detection model was implemented. The bottleneck detection model should
preferably use the same input data, which is why the active period percentage algo-
rithm was chosen.
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4
Results

The result chapter covers the information gained during the different steps in the
CRISP-DM methodology. The evaluation step covers the result from different fea-
ture methods, improvements in feature space and combination of features. It aims
to present the result corresponding to the time-line of the development of the ma-
chine learning model.

4.1 Business understanding
To fully understand what the industry was interested in, a deeper investigation to
the matter was made. In this section the objectives and how they are evaluated are
presented.

4.1.1 Defining the objectives
From the industry side, namely Virtual Manufacturing and Adient, of the project
the main interest was on bottleneck identification rather than the throughput since
it was crucial to understand the root cause of the problem rather than the conse-
quences of said problem. Both of them in combination was of course the best case
scenario. Here, throughput is defined as the amount of product that leave the pro-
duction line during the specific hour.

Since the production strategy at Adient relies heavily on precise deliveries with a
very short lead time, the order sequence is only known for a short time prior to pro-
duction. This meant that the time frame of the machine learning models’ prediction
had to be even shorter. Thus, the time frame was set to one hour which also allows
for an easy comparison to the desired takt-time.

From PDSVisions’ point of view there was similar interest as for the industry side,
since they were representing the potential customer of machine learning applica-
tions. However, PDSVision was also interested in comparing ThingWorx Analytics
to a strong computational software. For this comparison MATLAB was chosen,
which is a strong numerical computation software that has a multitude of tools for
both IoT and machine learning.
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It is important to define when the results are deemed successful. Since benchmarking
with the naïve method is used to evaluate the machine learning models, the results
from the models can be seen as successful if they surpass the accuracy and statistical
metrics of the naïve method. Important to note is that the t-test value validates
that the results does not happen by accident, but instead are due to a successful
machine learning model.

4.2 Data understanding
Due to complications with extracting data from the MES-system at Adient the only
available data was the MTM-times. The MTM-times alone was not sufficient to
build a machine learning model. In order to fulfill the set objectives in the business
understanding, both the bottleneck and throughput for each hour had to be gener-
ated through the DES model.

As for the input data to the machine learning model it was important to log the
order sequence that was planned to be produced. However, some of the products
started from the previous hour were still on the production line and had not yet left
been finished. Thus, the previous hours’ order sequence was also included in the
input vector.

Since the shifting bottleneck algorithm was the most fitting bottleneck detection
method for the specific production line, the state of each station had to be known
for each second. This meant that a binary measure for each station was recorded
every second, leading to 3600 measures for 20 different stations every hour. For the
throughput objective, the products that left the production line were simply counted
during the hour.

When analyzing the effects from different variants on the throughput it was evident
that it varied a lot. By only producing one variant type at a time on the production
line for several hours both the variation and the mean throughput for the specific
variant type differed a great deal, see table 4.1. Further, it also gave information
regarding the internal variation of the production line.

In order to be able to apply paired t-test, two assumptions about the data set
was made. The first one was that the data was normally distributed. The second
assumption was that the data was independent, which is a safe assumption seeing
how all the data was generated through the same DES model.
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Table 4.1: Overview of how each variant, Vi, vary in maximal, mean and minimal
throughput per hour with setup times included. The probability for each variant to
be produced is also included.

Variant Max Output Mean Output Min Output Probability (%)

V1 74 72.85 72 17.5
V2 74 72.85 72 4.18
V3 90 88.83 87 0.39
V4 90 88.83 88 2.39
V5 89 87.24 85 7.01
V6 90 87.24 86 3.27
V7 89 87.24 85 0.48
V8 89 87.28 85 1.30
V9 92 90.04 88 19.26
V10 93 90.04 88 10.35
V11 92 90.04 89 28.08
V12 97 95.95 94 5.81

What became evident in the evaluation of the internal variation was that the varia-
tion was too large. For example, variant 10 had a range from 88 to 93 products per
hour. This variation heavily depended on the setup time and how they were aligned
for each individual hour. Since the setup times were not dependant on the specific
variants the setup times were removed, which reduced the internal variation heavily,
see table 4.2

Table 4.2: Overview of how each variant, Vi, vary in maximal, mean and minimal
throughput per hour with setup times excluded.

Variant Max Output Mean Output Min Output

V1 74 72.76 72
V2 74 72.76 72
V3 92 90.87 90
V4 91 89.84 89
V5 89 88.02 87
V6 89 88.02 88
V7 89 88.23 88
V8 89 88.23 87
V9 91 89.84 89
V10 91 89.97 89
V11 91 89.84 89
V12 97 96.00 95
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4.3 Data preparation
Out of the three data types sampled from the DES model there was only one that
needed to be pre-processed at this stage - the stations’ states. In order to detect the
bottlenecks in the production line for each specific hour the stations’ states was used
as input. This algorithm generated both the primary and secondary bottlenecks,
presented in the table 4.3.

Table 4.3: Example of the resulting distributions of the primary and secondary
bottlenecks from the system.

Bottleneck Station Primary Vol. (Dist.%) Secondary Vol. (Dist.%) .

RSA-04 1672 (12.62) 9815 (74.04)
RSA-06 90 (0.679) 507 (3.824)
RSA-26 11181 (84.39) 1541 (11.62)
RSA-32 305 (2,302) 1193 (8.999)
RSA-13 0 200 (1.508)

As can be seen in table 4.3 the variation in primary bottlenecks was very low. With
a variation that was so low, machine learning models were less likely to be successful,
thus the focus of this thesis landed on secondary bottlenecks in the production line
since there was a larger variation in that area. This could in turn result in a more
interesting result.

As for the order sequence of the variants there was a lot of pre-processing. However,
this type of pre-processing is often referred to as feature extraction in machine
learning modelling, and will be found in individual sections for each feature method.

4.4 Modelling
During the modelling of the different feature methods there were some instances
where data analysis had to be done to successfully model the features. Under this
section the results of these analysis are presented.

4.4.1 Data investigation of order sequence
The order sequence method is the same as the order sequence logged for each indi-
vidual hour in the DES model. However, since the previous hour plays an important
role in the throughput a certain part of the previous hours order sequence had to
be included as well. This extended order sequence was then used as the base for all
other feature methods.
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In order to know how much of the previous hours order sequence was to be included
a pass-through-time analysis was performed. This resulted in an average of 26 min-
utes for a product to pass through the system. This would mean that almost half
of the previous hour’s orders were still in the system when the next hour started,
and at least half the order sequence had to be included.

However, the products that had already left the production line would still have
affected the state of the production line. If the product were slow there could be a
lot of blockage in the system, resulting in a higher throughput for the coming hour.
This lead to the decision to include the entire previous hour in the input to the
machine learning model.

4.4.2 Data investigation of product load
In order to not include too many stations in the product load method, analysis had
to be performed in order to see which stations had the largest variation. In table
4.4 the mean process time and the variance in process time for each station are
displayed. It was evident that several stations had very large variance in process
times for different variants, which most likely affected the throughput.

Table 4.4: Overview of the mean and the variance in the process time of each
station (only stations with variance > 0 included).

Station Mean Variance

RSA-01 68.32 67.22
RSA-02 32.85 99.87
RSA-03 44.02 265.7
RSA-04 67.94 2.12
RSA-05 55.96 212.77
RSA-06 60.95 201.87
RSA-10 59.57 33.13
RSA-11 59.85 24.15
RSA-15 183.16 119.7
RSA-16 195 99.86
RSA-22 51.5 832.6
RSA-26 70.37 49.95
RSA-28 70.77 23.13
RSA-32 42.75 30.13
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By choosing the six stations with the largest variance in process time the feature
length expanded from 100 to 600. The added size increased the training time re-
quired, but by assuring that all the information was value-adding, the result could be
improved. To evaluate how many stations’ process time should be included, it was
increased from one station up to nine stations, with the best performance achieved
with six stations included.

4.5 Evaluation
The evaluation section of the result chapter covers the machine learning evaluation.
In order to get a complete overview of the process, it covers the result from each of
the different feature methods, an analysis of the amount of data required, the im-
provements in feature space, the combination of feature methods and an overview
of the bottleneck prediction.

The feature methods developed throughout the project were all compared with the
naïve method which was used as the present state of predictions. Moreover, some
of the subsections in this chapter does not only present the result of the prediction
model, but also an analysis done during the implementation stage. After all of the
results for the different feature methods have been presented a summary is displayed
to compare the different methods.

In figures 4.1-4.5 scatter plots can be observed over the results from the different
feature models. The predictions that are assigned a circle signifies being inside of
the threshold 1, and the predictions assigned a cross are outside of the threshold.
The dotted line represents the so called "perfect line", i.e. if all predictions followed
this line it would be a perfect result. The dash-dotted line signifies the regression
line and describes how well the trend of the predictions fit the "perfect line".

4.5.1 Throughput prediction
The throughput prediction was overall successful. Although there was a bias to-
ward the more common values, the machine learning model managed to accurately
predict a large amount of the samples and outperformed the naïve method by far
in every way. Further, the t-test score for every method shows that there is a clear
statistical difference between the different methods and the naïve method.

In this section the result for each individual feature method is presented, with a
summary in the end and an evaluation of the data size required. Further, results
for improvement in feature space and combination of features are also presented.
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4.5.1.1 Naïve method

The naïve method was used as a present state analysis that every other feature
method was compared to. Its performance on this specific production line was very
poor. As can be seen in figure 4.1 the scatter plots shows a neglectable linear cor-
relation between the observation and prediction.
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Figure 4.1: Scatter plot over observations vs. predictions for the result from the
Naïve method.

Further, the accuracy and the statistical metrics presented in table 4.5 are the
baseline used in this thesis for comparison when evaluating the developed feature
methods. However, the accuracy of 76.09% could be regarded as fairly high with
the low correlation of the trend line in mind. This is due to the distribution of the
observations, which are over represented towards the middle of the range.

Table 4.5: Overview of the results from the statistical metrics for the Naïve method.

Statistical metrics Naïve Result

Accuracy 1 (%) 76.09
Accuracy 0.75 (%) 48.58
Accuracy 0.5 (%) 48.58

RMSE 1.118
MAPE (%) 1.894
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4.5.1.2 Histogram

The histogram feature method was based on how many of each variants were sched-
uled to be produced. As can be seen in figure 4.2, the correlation between the
prediction and the observation for the histogram feature was far better than the
correlation of the naïve method in figure 4.1. The slope was now steeper, but the
range of the predictions for each individual observation value was still far too large
to be considered acceptable.
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Figure 4.2: Scatter plot over observations vs. predictions for the result from the
Histogram model.

The accuracy, which is presented together with the statistical metrics in table 4.6,
was increased to 89.97% which was considerably better than the accuracy of the
Naïve method. It was also evident that both MAPE and RMSE had been reduced
a considerable amount. Further, the value from the t-test reveals that there was a
significant statistical difference as compared to the naïve method, showing that the
model found a pattern and it is not caused by chance.
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Table 4.6: Overview of the results from the statistical metrics for the Histogram
model compared to the Naïve method.

Statistical metrics Histogram Result Naïve Result

Accuracy 1 (%) 89.97 76.09
Accuracy 0.75 (%) 78.53 48.58
Accuracy 0.5 (%) 59.72 48.58

RMSE 0.599 1.118
MAPE (%) 1.048 1.894
tval (Naïve) 22.04 -

4.5.1.3 Order sequence

The order sequence method was the input data with no pre-processing applied. A
method which, as opposed to the histogram method, kept the order of the variants.
In figure 4.3 it is evident that the machine learning model is not only performing
better than the naïve method but also better than the histogram method. The trend
line gets closer to the perfect line while also keeping the range of the predictions for
each observation closer than the range of the histogram method.
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Figure 4.3: Scatter plot over observations vs. predictions for the result from the
Order Sequence model.
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As can be seen in table 4.7, the accuracy of the order sequence method was improved
to 94.59%. This was an improvement of almost 20%more than the naïve method, but
also almost 5% more than the histogram method, which is a significant improvement
which, showed that the specific order of the variants was important. Further, the
MAPE and RMSE were reduced even further which complements the observation
concerning the reduction in range for the predictions for each specific observation.
The t-test value was even greater, indicating that the model deviated from the naïve
model even more.

Table 4.7: Overview of the results from the statistical metrics for the Order Se-
quence model compared to the Naïve method.

Statistical metrics Order Sequence Result Naïve Result

Accuracy 1 (%) 94.59 76.09
Accuracy 0.75 (%) 86.08 48.58
Accuracy 0.5 (%) 67.09 48.58

RMSE 0.520 1.118
MAPE (%) 0.907 1.894
tval (Naïve) 26.38 -

4.5.1.4 Machine load

As can be seen in figure 4.4 the machine load method was still better than the naïve
method and fairly equal to the histogram method, but a step back as compared
to the order sequence method. The trend line shows a correlation, but since the
specific order of the variants is once again lost this method had a large resemblance
to the histogram method.
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Figure 4.4: Scatter plot over observations vs. predictions for the result from the
Machine Load model.

The accuracy, displayed in table 4.8, shows that the method was very similar to
the histogram methods’ accuracy. Further, both MAPE, RMSE and the t-value
were basically identical to the statistical measures of the histogram method. This
was interesting since it meant that the machine learning model understood the
correlation between the histogram method and the sum of the process times for
each machine. The method is still remaining far better than the naïve method but
beaten by roughly 5% by the order sequence method.

Table 4.8: Overview of the results from the statistical metrics for the Machine
Load model compared to the Naïve method.

Statistical metrics Machine Load Result Naïve Result

Accuracy 1 (%) 90.25 76.09
Accuracy 0.75 (%) 79.31 48.58
Accuracy 0.5 (%) 59.95 48.58

RMSE 0.599 1.118
MAPE (%) 1.048 1.894
tval (Naïve) 22.02 -
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4.5.1.5 Product load

As can be seen in figure 4.5, product load has a regression line which is fairly close
to a perfect line, meaning that the linear correlation between the prediction and
observation is high. Compared to the naïve method product load performed signif-
icantly better, but also compared to the histogram method, machine load method
and order sequence method. The slope of the trend line is far closer to the perfect
line compared to any of the other methods and the range for the predictions for
each specific observed value is also reduced.
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Figure 4.5: Scatter plot over observations vs. predictions for the result from the
Product Load model.

The accuracy and statistical metrics for the product load method can be seen in table
4.9. It is evident that the accuracy of 97.80% is far superior to the accuracy of 76.08%
for the naïve method, but also the accuracy of the other feature methods. Although
order sequence has an accuracy 1 that is fairly close to the product load method,
the accuracy 0.75 of 92.73% for the product load method and 86.08% for the order
sequence method shows that there is still a large difference in performance. The
t-test value is also very different from all other methods, indicating that the model
deviates largely from the other models. In addition to have a superior accuracy the
error measurements are far better than of any of the other methods.
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Table 4.9: Overview of the results from the statistical metrics for the Product
Load model compared to the Naïve method.

Statistical metrics Product Load Result Naïve Result

Accuracy 1 (%) 97.80 76.09
Accuracy 0.75 (%) 92.73 48.58
Accuracy 0.5 (%) 75.28 48.58

RMSE 0.429 1.118
MAPE (%) 0.755 1.894
tval (Naïve) 31.37 -

4.5.1.6 Overview of throughput prediction

In table 4.10 the statistical measurements for the naïve method and all the feature
methods are presented. It is once again clear that the product load method is supe-
rior, while order sequence is fairly close. The t-test value reveals that the statistical
difference is significant for all of the methods since it lies far outside of the confidence
interval. It also showcases that the machine load method and histogram method are
identical in all aspects.

With all of the information presented for the evaluation of feature methods it was
clear that product load was the best feature method to train the machine learning
model. Thus, for the next step of the process the product load method was used
while the other methods were not evaluated with the feature space improvements.

Table 4.10: Summary of the overall results from running each feature method in
ThingWorx.

Statistical metrics Histogram Order Sequence Machine Load Product Load Naive

Accuracy 1 (%) 89.97 94.59 90.25 97.80 76.09
Accuracy 0.75 (%) 78.53 86.08 79.31 92.73 48.58
Accuracy 0.5 (%) 59.72 67.09 59.65 75.28 48.58

RMSE 0.599 0.520 0.599 0.429 1.118
MAPE (%) 1.048 0.907 1.048 0.755 1.894
tval (Naïve) 22.04 26.38 22.02 31.37 -

4.5.1.7 MATLAB comparison

MATLAB was used for each feature method to make a comparison between using
ThingWorx (ensemble technique) and MATLAB (single algorithm). The Regression
Learner toolbox was used and by running a test with all the included algorithms in
the toolbox, the linear regression algorithm was deemed the one with best accuracy.
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In table 4.11, the results from running each feature method in MATLAB with linear
regression can be observed. The accuracy and statistical metric are very similar
between the two software. ThingWorx has a slightly higher accuracy on the lower
thresholds as well as a bit lower RMSE and MAPE for the feature method of product
load. Important to note is that MATLAB has better performance regarding the
order sequence method, which is the only method using categorical data as input.
This could indicate that MATLAB is superior to handling categorical data, although
a further investigation on the matter should be made to get conclusive evidence of
this.

Table 4.11: Overview of the MATLAB results for each feature method using Linear
Regression algorithm.

Statistical metrics Histogram Order Sequence Machine Load Product Load

Accuracy 1 (%) 90.25 97.16 90.20 97.75
Accuracy 0.75 (%) 78.67 90.11 78.30 91.16
Accuracy 0.5 (%) 59.40 73.13 59.67 74.46

RMSE 0.603 0.458 0.603 0.443
MAPE (%) 1.058 0.800 1.058 0.771
tval (Naïve) 21.76 29.85 21.77 30.76

4.5.1.8 Evaluation of data set size for throughput prediction

The result from evaluating how the size of the data set effects the result from the
model can be seen in figure 4.6. The observation made was that the accuracy of the
model reaches a steady state at around 7000 hours of data which corresponds to 1.29
years of data, assuming production 24 hours a day for 226 days a year. However,
the accuracy was at an acceptable level at lower amounts of data as well.

Although accuracy is an interesting measurement when observing the data size for
building the machine learning model, the goodness of fit metrics also needs to be
evaluated. In figure 4.7 it is evident that the RMSE and MAPE reaches a steady
state after 11000 hours of data, corresponding to two years of data as compared
to the 7000 needed to reach steady state for the accuracy. This means that even
though the accuracy does not improve, the error margin keeps improving up until
11000 hours.
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Figure 4.6: Figure showing how the accuracy is affected by increasing the data set
size.
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4.5.1.9 Improvements in feature space

As can be seen in table 4.12 the attempts to improve the data in feature space were
unsuccessful. The accuracy as well as the statistical metrics were at less satisfactory
levels. The only case where a slight improvement was noticed was for accuracy 1
when using augmentation. However, the difference was so small it was considered
insignificant.

Table 4.12: Overview of the results from running each improvement in feature
space in ThingWorx.

Statistical metrics Product Load Normalization PCA Augmentation

Accuracy 1 (%) 97.80 97.57 96.70 97.89
Accuracy 0.75 (%) 92.73 91.44 88.92 90.93
Accuracy 0.5 (%) 75.28 74.78 71.94 74.14

RMSE 0.429 0.439 0.469 0.443
MAPE (%) 0.755 0.769 0.824 0.781
tval (Naïve) 31.37 30.89 29.12 30.57

4.5.1.10 Combination of feature methods for throughput prediction

In some cases, especially when using ensemble techniques, it was interesting to try
different types of inputs. Since different algorithms prefer different types of data
it could enhance the performance. In this project the investigated combinations
were not successful. The only case where a combination of two different feature
methods was beneficial was when the order sequence method was combined with
the histogram method. The order sequence method had 94.59% on its own and the
histogram method had 89.97% on its own, while the combination resulted in 96.61%
as can be seen in table 4.13. However, this did not exceed the performance of the
product load method on its own but shows the value that combinations has the
possibility add.

Table 4.13: Overview of the results from running each combination of feature
methods in ThingWorx (OS: Order Sequence, H: Histogram, PL: Product Load).

Statistical metrics Product Load OS + H OS + H + PL PL + H

Accuracy 1 (%) 97.80 96.61 96.52 97.71
Accuracy 0.75 (%) 92.73 89.56 88.74 92.03
Accuracy 0.5 (%) 75.28 70.52 72.58 75.46

RMSE 0.429 0.468 0.468 0.435
MAPE (%) 0.755 0.826 0.818 0.765
tval (Naïve) 31.37 29.11 29.28 31.04
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4.5.2 Overview of the bottleneck prediction
The bottleneck prediction was overall not very successful. There was a strong bias
toward a certain station and the prediction would rarely beat the performance of
simply predicting the same long-term bottleneck station all the time. In this section
an overview of the results for the feature methods is presented.

The naïve method for the bottleneck prediction did in this case have 58.67% ac-
curacy. As can be seen in the confusion matrix (figure 4.8) the result is poor.
Important to note here is that if the prediction is made to always be the long-term
bottleneck, i.e. station RSA-04, then the accuracy would be 74.55%, which in turn
would be a better comparison to use than the naïve method in this case.
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Figure 4.8: Confusion matrix with classification results for the Naïve method
indicating the total accuracy, the distribution of classifications and the prediction
percentage of the total of each actual bottleneck station.
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In figure 4.9 the resulting confusion matrix for the product load method is presented.
The confusion matrices for histogram, order sequence and machine load looks very
similar to each other, where every method seem to only be able to predict the dom-
inant long-term bottleneck well but do not manage to classify the other bottlenecks
at all.
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Figure 4.9: Confusion matrix with classification results for the Product Load
method indicating the total accuracy, the distribution of classifications and the
prediction percentage of the total of each actual bottleneck station.
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In table 4.14 an overview of the accuracy, precision and recall is presented for each of
the feature methods. As can be observed from the results in the table, the accuracy
were very similar between the different feature methods, with none being able to
exceed the long-term bottleneck prediction accuracy. The resulting recall demon-
strates that the models from the feature methods had very high recall for bottleneck
station RSA-04 and zero or very low recall for every other bottleneck. Furthermore,
the resulting precision were very close to the total accuracy for the different meth-
ods, confirming that the total accuracy was solely dependent on predicting RSA-04
as the bottleneck.

Table 4.14: Summary of the resulting evaluation metrics from the confusion ma-
trices with the total accuracy, precision and recall for every predicted bottleneck
station when running each method in ThingWorx.

Metrics % Histogram Order Sequence Machine Load Product Load Naive L-term

Precision:

RSA-04 74.60 74.93 74.58 74.63 75.46 74.55
RSA-26 0 45.93 0 0 13.60 0
RSA-06 0 0 0 0 6.320 0
RSA-32 0 13.33 0 0 7.500 0
RSA-13 0 0 0 0 0 0

Recall:

RSA-04 99.69 98.43 99.75 99.88 75.46 100
RSA-26 0 4.820 0 0 13.60 0
RSA-06 0 0 0 0 6.320 0
RSA-32 0 1.000 0 0 7.500 0
RSA-13 0 0 0 0 0 0

Accuracy: 74.39 73.98 74.44 74.53 58.67 74.55
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4.5.3 Evaluation of the level of distribution
Since the level of distribution of the output categories used to train the model was
very uneven, a product load model was trained with an evenly leveled distribution
of bottleneck categories. The resulting confusion matrix can be observed in figure
4.10. The result reveals that there still is a bias towards the same station as before,
RSA-04, and therefore the accuracy was similar to the previous model results.

Accuracy: 73.29%

96.6%

1574

2.9%

47

0.5%

8

0.0%

0

0.0%

0

75.8%

72

24.2%

23

0.0%

0

0.0%

0

0.0%

0

95.6%

218

3.1%

7

1.3%

3

0.0%

0

0.0%

0

94.5%

189

5.5%

11

0.0%

0

0.0%

0

0.0%

0

93.5%

29

6.5%

2

0.0%

0

0.0%

0

0.0%

0

RSA-04 RSA-06 RSA-26 RSA-32 RSA-13

Actual Class

RSA-04

RSA-06

RSA-26

RSA-32

RSA-13

P
re

d
ic

ti
o

n
 C

la
s
s

Figure 4.10: Confusion matrix with classification results from Product Load with
a leveled distribution of bottlenecks, indicating the total accuracy, the distribution
of the classifications and and the prediction percentage of the total of each actual
bottleneck station.
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4.5.4 Evaluation of pattern in bottleneck prediction
In order to evaluate if the model was too biased toward a specific bottleneck or if
the pattern was too weak, an unsupervised clustering was performed. When finding
the 10 most similar feature vectors, called neighbours, to the feature vector of a
falsely classified bottleneck, there were never more than five neighbours belonging
to the correct bottleneck. Further, it is evident in figure 4.11 that the most common
amount of correctly identified neighbours was 0 or 1 out of 10 neighbours. This was
a very poor performance and indicate that the pattern between the features and the
output of the machine learning model was basically non-existent.

Figure 4.11: Figure displaying the histogram of true prediction using unsupervised
learning.
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4.5.5 Evaluation of suitability of bottleneck detection method
To investigate whether or not the shifting bottleneck detection methodology was the
main reason for the poor performance, and missing pattern, a simpler bottleneck
detection method was implemented, the active period percentage. The detected
bottlenecks changed on a few station compared to the detection from the shifting
bottleneck detection method, see section 4.5.2. However, it is clear for figure 4.12
that the prediction did not improve.
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Figure 4.12: Confusion matrix with classification results from Product Load and
Active Period Percentage method indicating the total accuracy, the distribution of
the classifications and the prediction percentage of the total of each actual bottleneck
station.
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The discussion chapter covers both the successful and unsuccessful results of the
project, attempting to explain the causes and what can be gained from the results.
The chapter is divided in three sections, throughput prediction, bottleneck predic-
tion and benefits gained from the project.

5.1 Discussion on throughput prediction
The project can be considered successful for the throughput prediction. The ma-
chine learning model persistently outperforms the naïve method for all of the differ-
ent statistical metrics and accuracy thresholds. This proves that machine learning
can fruitfully be applied to a larger production line on a system level, and can ac-
curately predict how the variant mix affects the productivity. The machine learning
model might not be able to predict the exact throughput but it is accurate enough
to give a strong indication on whether the order sequence is difficult or manageable
to produce.

It is clear that there is a strong connection between the variant sequence and the
throughput, and that the pattern can be recognised by the machine learning model.
Since both the histogram method and the machine load method performed poorly
compared to the product load method and order sequence method, the assumption
can be verified that the distinct order of the variants is very important to accurately
predict the throughput for an individual hour.

Since a DES model hardly can replicate the reality with complete accuracy, this
type of application would be preferred to be based solely on historical data, some-
thing Subramaniyan et al. (2018) makes very clear. However, the analysis of data
size required to properly train a machine learning model suggests that the ma-
chine learning model is not fully trained prior to one year. Assuming that changes
are made continuously in a production environment the historical data would not
describe the present. This means that a DES model would be needed to be con-
tinuously updated to generate data to train the machine learning model after each
major change, which is a drawback in terms of accuracy but still a necessity due to
the size of the historical data. One thing that Subramaniyan et al. (2018) had to do
throughout the development was cleaning the data and preprocessing it. In a more
controlled environment, such as DES, the time consuming step of data cleaning of
the generated data can be avoided. For SMEs it can be very valuable to save both
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the money and time of these tasks if the companies lack the resources to continu-
ously analyse the data.

It is important to understand that a DES model is, as aforementioned, a controlled
environment where certain disturbances are removed, and the behaviour can be
more deterministic than stochastic in some cases. By creating the DES model to
begin with, many of the behaviours and patterns that possibly could be detected by
a machine learning model. could also be detected by the person building the DES
model. However, there are patterns and dependencies within a production line that
are too complicated to analyse manually even if a DES model is created. This is
where the combination of a DES model and machine learning is a viable tool. If the
DES model is believed to be accurate enough to base the balancing of a production
line on, it should also be accurate enough to base a continuous evaluation of said
balancing on it.

One thing that has not been tested in this thesis is how data augmentation would
work on a training set consisting of less data than what is required to fully train a
model. The possibility of using synthetic data to improve an under-trained model
is something that is suggested as future research.

Compared to previous, similar studies (table 2.3) it is clear that the result for this
machine learning model is within a reasonable interval in terms of the statistical eval-
uation metrics. It is difficult to compare models using different machine learning
techniques, features and production systems but MAPE makes for an interesting
comparison. The MAPE gives an indication on how closely the results lie. The
model from this project with an MAPE of 0.755% is lower than the GRNN model
(Samattapapong and Afzulpurkar, 2016) which had 1.1%, while it is higher than the
ANN & ARMA (Pandian and Ali, 2013) which had 0.30% and 0.34% respectively.
This indicates that the model is well built and the result lies within the range of
the two previous studies. Moreover, previous research within the field have not pre-
sented the amount of data required to get acceptable accuracy, meaning that this
project has pushed the research further forward in this aspect as well.

As for the development phase of this type of machine learning model there is a
clear advantage of using ThingWorx ensemble technique compared to the single al-
gorithms used in MATLAB. Depending on the data type of both the features and
output of the machine learning model, different algorithms are preferred. In MAT-
LAB there is a need to continuously evaluate that the best algorithm is used, while
ThingWorx is evaluating it internally while building the model. This is something
that the authors feel was very beneficial throughout the project.
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5.2 Discussion on bottleneck prediction
Unlike the throughput prediction, the bottleneck prediction did not have a very
good accuracy. Although all feature methods beat the naïve method, it is ques-
tionable if the information gained from this machine learning model can actually be
value-adding at this stage.

The first assumption made to explain the poor classification rate of the machine
learning models was that the bias towards one specific category of bottleneck was
caused by very uneven distributions of categories in the data set. However, after
testing leveling out the distribution for a training set and creating a new trained
model, the result indicated that the bias did not come from an uneven distribution.
Therefore, an assumption could be made that there might be a weak pattern in the
classification method causing the poor performance.

In order to evaluate the assumption of a weak pattern in the classification method,
the KNN method was applied. The result from the KNN evaluation confirms the
hypothesis since the algorithm failed to find a pattern between the feature vector
and the bottlenecks. This method of evaluation of supervised learning is, to the
authors best knowledge, previously unused. However, both supervised learning and
unsupervised learning aim to find a pattern in the input data, but the unsupervised
learning can not be biased which means it can be used to evaluate both of the pre-
vious the hypotheses. The authors believe that using independent machine learning
algorithms to evaluate the same pattern is an effective method to evaluate if there
is a pattern within a data set.

The lack of a pattern could be due to the complexity of the shifting bottleneck al-
gorithm. While it is a very accurate bottleneck detection method, small differences
can lead to a large difference in the result. Idle times as small as one second could
be the difference between a machine being denoted as the bottleneck or not. Thus,
the next test was to change the bottleneck detection method to a simpler method,
average active percentage. However, the result did not improve which means that
the bottleneck detection method was not the main issue with the prediction model,
while it is still possible that it complicates the matter.

The previous analysis leads to the assumption that it is the complexity of the clas-
sification methods that is the issue. There could be a mismatch between the input
data and the classification method leading to the poor performance. Thus, it could
be advantageous in future research to attempt to convert the output variable to
continuous instead of categorical to avoid the issue. Instead of trying to predict the
bottleneck, the bottleneck indexes for each machine of interest could be predicted
and compared, which brings the issue back to previous research such as the ARIMA
(Subramaniyan et al., 2018) and ANFIS (Cao et al., 2012) models that both predict
an index rather than a category.
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5.3 Benefits from the project
There are several key aspects where the company can benefit from this research.
The first gain is the unsurprising knowledge that completely releasing the control of
the variant sequence can pose considerable drawbacks. This project demonstrates
that there is a potential for a large upside if the order sequence is controlled. Con-
sidering how all of the products are delivered to the same place, and are delivered
in batches rather than one by one, it can be beneficial to rearrange the sequence for
the products that are shipped together.

The productivity in a production line depends on several foreseen and unforeseen
events, such as setup times, down times, uneven balancing, uneven speed of manual
labour, etc. That the productivity throughout a production run will vary is very
probable. However, to attempt to predict how all of the parameters will differ is
a complicated task when they are grouped together. By separating them and fo-
cusing on a single parameter the problem can be narrowed down. This is what has
been done in this project, a focus on how the balancing will affect the throughput.
Rather than applying this machine learning model to predict the actual throughput
it could be converted to predict a productivity index for how well the production
line is balanced regarding the specific variant sequence.

Future research on the matter could be to attempt to balance and optimise the
variant sequence for a set time interval. This could be done by attempting to
implement a machine learning model that has the variant distribution as input and
an optimised variant sequence as output. However, it is unclear if this task is
currently too complicated for today’s machine learning algorithms.
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It is clear that a pattern between the order sequence and the throughput can be
recognized on a system level in manufacturing. With an accuracy of 97.8%, a MAPE
of 0.755% and RMSE of 0.429 the machine learning model built in this project is
deemed successful. This shows that machine learning is mature to take a step up
from the single-machine outlook that is currently the focus in manufacturing, to a
more holistic view. The throughput prediction strongly links how the variant se-
quence will affect the productivity for the coming hour, clearly displaying that it
can determine when there will be losses due to balancing issues or not. However,
to optimally train a predictive model two years of data is required, which leads to
the requisite of a DES model in cases where continuous changes are made to the
production line.

Although the bottleneck prediction did not achieve a desirable result, it is widely
acknowledged that there is a strong relation between bottlenecks and the through-
put in a production line. This leads to the assumption that since there is a pattern
for the throughput prediction it should also be possible to find a pattern concerning
the bottlenecks in the future. The poor performance is due to unsuitable algorithms
and lack of conclusive data for the bottleneck prediction and will require further
research to actually be beneficial to the industry.

Finally, it has been proven that the IoT platform ThingWorx not only has the ca-
pabilities comparable to a strong numerical computing software such as MATLAB,
but also offers a fair amount of support in deciding the optimal machine learning
algorithm to use. This will be crucial in the era of digitalization and the next man-
ufacturing paradigm, Industry 4.0, where IoT and Big Data are growing domains.
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