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Aspects of Spin 3 Bianchi Identities in 2 + 1 Dimensional Higher-Spin Theories
VINCENT ERICSSON

Department of Fundamental Physics

Chalmers University of Technology

Abstract

The higher spin theories in 2 + 1 dimensions considered in this thesis are of great
physical interest since they are an important part in our understanding of both string
theory, the AdS/CFT correspondance and M-theory. These conformal higher-spin
theories are introduced by obtaining a conformal basis to the spin-2 algebra so(2, 3).
This algebra neatly generalizes to the higher spin algebra, giving rise to a theory
containing fields of all spins. Looking at the projection of the vacuum equations
of motion, F' = 0, and the Bianchi identities, DF' = 0, onto the conformal basis,
the content of these equations is explored. Using the conformal spin-2 basis, the
curvature equations from 241 dimensional (conformal) general relativity is obtained
as a confirmation that the method used is correct. A similar projection onto the
conformal spin-3 basis is found and it is shown that assuming only the parabolic
part of F' = 0 is enough to satisfy the Bianchi identity. Hence, the Bianchi identity
allows for coupling the system to matter.

Keywords: higher-spin theory, conformal gravity, Chern-Simons, gauge theory
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Introduction

1.1 Invitation

Nature is today known to have four fundamental forces: the electromagnetic, strong,
and weak forces and gravity. On a classical level these are all described using
field theories such as Yang-Mills or general relativity. The problem with classical
physics is that it does not work on small scales, or at high energies where physics is
governed by quantum mechanics. In the case of the electromagnetic, strong and weak
forces, this poses no problem and theories such as quantum electrodynamics and
the standard model have been shown to agree exceptionally well with experimental
results. There are, however, trouble when trying to include gravity into these small
scales, or in other words, when trying to quantize gravity. Using quantum field
theories similar to those used for the other forces gives a perturbational theory which
is non-renormalizable. Renormalizability is the property that makes it possible to
remove any infinities of a theory. As of today, there is only one theory that allows
gravity to be quantized and that is string theory.

String theory is a theory where the nature of the fundamental objects considered
is changed. Instead of thinking of pointlike particles, string theory uses small vi-
brating strands of energy, or, strings, where different modes of oscillation (different
excitations) of the strings correspond to different particles. This means that, instead
of several different pointlike particles, there is one string whose vibrational modes
create what on a larger scale is seen as different particles.

The thing is that string theory is a rather complicated theory and to get a better
understanding of it, string theory is often studied in different limits, where it, in some
way, is easier to understand. Some of these are the low-energy field-theory limit and
a double limit leading to AdS/CFT. A more intricate one is the zero-tension limit
believed to give a so-called higher-spin theory.

AdS/CFT is a limit where spacetime features two different theories, one gravitational
(string) theory in the bulk of AdS (Anti-de Sitter space) and one conformal field
theory (CFT) of one dimension lower than the AdS theory, where the CFT lives on
the boundary of the AdS spacetime.

The higher-spin limit comes from the infinite tower of higher spin string states of
which most are massive, but taking the limit where the tension, T, of the strings goes
to zero, the mass of these higher spin states go to zero as well (M ~ T ~ \/107) In
this way, the higher-spin limit gives rise to an infinite tower of massless fields with
all integer spins from 0 to oo (for the bosonic string, the superstring contains in
addition all half integer spins). To ensure unitary, these fields have more symmetry
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1. Introduction

than the string theory it was obtained from (each higher-spin state will, in fact,
have its own gauge symmetry). Such higher-spin theories have been constructed,
independent of string theory, by Vasiliev [1]. These Vasiliev theories all live on AdS
spacetimes.

In the field theory limit of M-theory one has also uncovered an eleven dimensional
supergravity theory. M-theory is known to contain all known string theories in ten
dimensions (due to various dualities). The last limit to be discussed here is this
M-theory. It might be misleading to call it a limit of string theory since, in reality,
it is the other way around where the string theories of today are limits to the more
fundamental M-theory. However, instead of strings, this field theory has 2 + 1
dimensional solutions, the so-called Ma-branes as its fundamental objects (which
include the enigmatic Mj branes of dimension 5 + 1 not further discussed in this
thesis). The ultimate goal when studying 2 + 1 dimensional conformal field theories
is to understand these My-branes better.

1.1.1 AdS/CFT

The AdS/CFT correspondance is a conjecture proclaimed by Maldacena in 1997 [2]
stating that a gravitational (string) theory on AdS spacetime is dual to a conformal
field theory in one less dimension. It may seem strange that these vastly different
theories are dual; e.g. they have different dimensions and while one theory is strongly
coupled, the other one is weakly coupled. However, the correspondence can be, to
some extent, justified by a few arguments from string theory.

In type IIB string theory, there is a 5-form field strength giving a solution AdSs X Ss
to the vacuum equations. This string theory allows for so-called D3 branes, which
have two interpretations. The first is from the open string’s point of view. Here,
a stack of D3 branes results in a 4 dimensional conformal field theory, a result
originating from the open strings’ connection to the D3 branes. On the other hand,
when regarding closed strings, they see D3 branes as charged objects that source
the fields of the theory. In some way, a D3 brane sourcing gravity can be seen as a
black hole. A very interesting aspect of the two theories now obtained is that the 5
dimensional AdS spacetime and the 4 dimensional conformal field theory have the
same global symmetries SO(2,4), which is a crucial part of the duality.

The second, perhaps simpler version of this stringy AdS/CFT, is the HS/vector
model duality. It is a similar duality exhibiting a higher spin theory in the bulk and
an vector-sigma model on the boundary. It was first observed by Sundborg [3] that
Vasiliev’s theory [1] exhibit the correct set of higher-spin fields for this to work. This
connection comes from considering a vector sigma model containing N scalar fields
in the large N limit (N — 00), also called the semi-classical limit. This theory can
be shown to contain SO(N) invariant conserved higher-spin currents that couple to
gauge fields now living in the bulk.
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1.1.2 Higher-Spin Theory

Higher-spin theory is a subject of its own and concerns the study of massless gauge
fields with all integer spins. However, three dimensions is an exception where the-
ories without scalars exist, that is where spins 2, 3,4,... can make up a consistent
theory by themselves. The theory discussed in this thesis is of this kind. As previ-
ously mentioned, these higher spin fields appears in the zero tension limit of string
theory. There are a number of reasons why this theory is interesting. It may be
a new way to understand geometry, e.g. the big bang gets a new interpretation
when considering it in terms of higher-spin theory, without the spacetime singular-
ity[4]. There is also the fact that the classical version of higher-spin theory lives
somewhere right between string theory and general relativity. Because of this, a
quantized version of it might be very interesting when trying to understand the
AdS/CFT correspondance and it might in fact be the key to prove the duality.

1.1.3 M-theory

String theory emerged in the beginning of the 1970s by trying to answer questions
in hadron physics. It describes how all particles, both matter and force carriers,
are different vibrational modes of some fundamental one-dimensional object called
a string. It did, however, run into a problem as more versions of the equations
describing string theory were discovered, ending with a total of five different string
theories. Each of these string theories exhibits different characteristics, but worst of
all; each one of them appeared to be correct.

This was solved in 1994 by Witten [5], who found that each of these five string
theories described different aspects of one and the same, more fundamental theory.
This more fundamental theory is called M-theory and is an 11-dimensional theory
featuring vibrating two-dimensional membranes (Ms-branes) instead of strings (as
mentioned above, there are also fundamental M5 branes in M-theory). The different
string theories arise by reducing M-theory to 10 dimensions and using a web of
dualities.

The surface of these two-dimensional membranes gives rise to a conformal field
theory in 2 + 1 dimensions and in order to understand M-theory, it is crucial to
understand these 2 4+ 1-dimensional conformal field theories.

1.1.4 Conformal Higher-Spin Theory in 2+1 Dimensions

The higher-spin theories that are concerned in this thesis are conformal higher-spin
theories in three spacetime dimensions. A theory of this kind is related to much
of what is said above and the interesting parts of it are due to two very important
developements some years ago. First is BLG [6]-[8], an attempt to construct a
conformal field theory on a stack of My-branes with N' = 8 supersymmetries, which
was not entirely successful. Then there is ABJM [9], which is known to be the
correct theory for such a stack, but with N/ = 6 supersymmetries. Both these
three-dimensional conformal field theories live on flat, three-dimensional Minkowski
spacetime and are parity conserving. Although, as a crucial ingredient, they both
contain parity breaking Chern-Simons terms.
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In AdS/CFT, Chern-Simons terms arise from Neumann boundary conditions in
AdS, as argued by Witten[10]. The question is: Can also the higher spin fields in a
higher-spin theory be given such unusual boundary conditions and if so, what kind
of boundary field theory would this lead to? Many recent results [11]-[15] indicate
that the answer is yes and that the models appearing on the boundary are of the
kind studied in this thesis.

1.2 Overview

The aim of this thesis is to present an introduction to higher-spin theory for the
higher under-graduate level student, which is reflected in the order the various topics
are presented. First is the basic theory needed to relate the theory presented here to
other theories, where general relativity is the one most commonly refered to. This
is needed to understand the arguments in later chapters. Following this are the
actual calculations coupling Chern-Simons for spin 2 to general relativity. These are
carried out in detail, since they are needed to follow the tougher problems which are
the real aim of this thesis. In the appendices, extra calculations are found, some to
clarify arguments, others because they are necessary for a coherent overall picture,
but have no obvious place among the other chapters.

1.2.1 Cartan Formulation of General Relativity

General relativity is in this thesis presented in a slightly more mathematical version
than usual. It describes the physics in the same way, but the theory is expressed
differently and the calculations are performed in another way. Hence it is of im-
portance to know how they are done and what the difference to the formulation
generally taught to students is. This chapter mostly concern the formulation of gen-
eral relativity, while the Chern-Simons description of spin 2 is left to later chapters.

1.2.2 Conformal Symmetry

It is important to know the symmetries of the system considered and the symmetry
group exploited in this thesis is SO(2,3). First it is approached in an easy to
grasp way without much group theory, and using the generators that are defined to
preserve the Minkowski metric (up to a multiplying factor), the conformal algebra
is worked out.

This way of obtaining the conformal algebra is easy to understand, but not easily
generalized to higher spins. Instead, a method relying on the fact that so(2,3) ~
sp(4,R) and functions on a phase space with this symmetry, is used. This method
is a bit tricky, but relatively easy to generalize to higher spins than 2.
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1.2.3 Spin 2

Spin 2 represents ordinary general relativity, here introduced in another way, using
Chern-Simons theory, than commonly done and these are the techniques which will
be used in higher-spin calculations. The equations are projected onto the conformal
basis elements obtained in the conformal symmetry chapter and the content of the
equations are worked out. The calculations are performed in detail to make it easy
for the reader to follow all steps, since a good understanding of the spin-2 calculations
are needed before moving on to higher spins.

1.2.4 Spin 3

Here, the spin-3 equations are presented and solved in their linearized versions.
There are both more and tougher equations than in the spin-2 case. A good under-
standing of the techniques must hence be assumed in order to follow the calculations
presented here.

1.3 The reader

The reader of this thesis is assumed to have a basic knowledge of general relativity
in order to follow most calculations and some argumentation. For a complete under-
standing, a base in theoretical physics including general relativity, field theory and
some string theory will be needed. For the uninitiated reader, it may be beneficial
to read through the appendices before reading chapters 4 and forward.
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Cartan Formulation of General
Relativity

The Cartan formalism (sometimes called the tetrad formalism in 4 spacetime di-
mensions) is not a theory on its own, but rather a way to formulate existing theories
of for instance gravity [16]-[18]. There is a possibility to use the Cartan formalism
to include torsion into general relativity, but this will not be done here.

The main difference between the usual formalism of general relativity and the Car-
tan formalism is the object that defines the structure (curvature) of spacetime. In
general relativity this is the metric tensor g,,, where spacetime is observed as a
bunch of coorinates related by the metric. The Cartan formalism has a slightly
different way of observing spacetime. Here, the object defining it is called a vielbein
e, ® (vierbein and dreibein in four and three dimensions respectively) and spacetime
is seen from an observational point of view. Instead of seeing a bunch of coordinates,
put an observer at every point in spacetime and let every observer see space from
their local Lorentz frames. This creates a so-called tangent space at every point
where spacetime is flat Minkowski space. The curvature of spacetime is found by
relating two of these local frames by continuously moving one frame to the other
and at every point observe how the frame changes to represent a new local frame.
The connection between the tangent space and the curvature is described by the
above mentioned vielben e, . These two formulations of General Relativity may
seem very different or very similar, but they lead to the same physics since there is
a very direct way of connecting the metric with the vielbein

g;uz = 6# ael, b’r]ab = 6“ ael,a. (2].)

Note that e, * has D (D2_1) extra degrees of freedom compared to g,,, however, these

can be removed by a local Lorentz transformation. The extra degrees of freedom
can also be removed via a gauge choise in the Cartan formulation and is discussed
further in section 4.2.1. One way to interpret this is that the metric is obtained by
observing the curvature in the (p, v) directions from the same local frame.

These two formulations might lead to the same physics, but they do it in different
ways. Einstein’s formulation assumes the principle of general covariance, which says
that the form of the laws governing the physics must be invariant under general
coordinate transformations of some symmetry group. In Cartan formalism, the
principle of general covariance is supplemented by local gauge invariance of the
Lagrangian and hence, the manner in which the physics is obtained is different.
The lagrangian used in this thesis is the one from Chern-Simons theory [19]. Tt looks
as follows




2. Cartan Formulation of General Relativity

scszk/(AAdA+§AAAAA):k/AAF, (2.2)

where ' = dA+ AN A = DA is the field strength of the theory, D the exterior
covariant derivative and A is the gauge field. The variation of this expression gives
the equations of motion of free space

0Scs
0A
If the theory instead is coupled to other (matter) fields, then F' # 0.

For general relativity in four dimensions the action is generalized (the original theory
is three-dimensional) to

=F=0. (2.3)

1
SCS = - / e’ A eb A\ RCdEabcd, (24)
K

where R, is the 2-form Riemann tensor.
When a variation is introduced to e, the theory states the equations of motion as
R = 0 (R is the Ricci scalar). In general relativity this means that in absence of
matter (or other field), the spacetime is not curved. The Chern-Simons action will
be regarded more closely in appendix E.

2.1 Properties of the vielbein ¢, “

In Einstein’s formulation of gravity ([17], [20]), one very useful feature of the metric
tensor is that it can be used to raise or lower indices. The vielbein serves a similar
purpose in the Cartan formulation and depending on how it is used, it can raise and
lower indices or switch between curved (i, v, o, ...) and flat (a, b, ¢, ...) ones.
To raise or lower indices, it is enough to relate the vielbein to the metric tensor (see
eq. (2.1)), a continuation of this to raise or lower flat indices is simply

Nab = el aey bGur = el a€ub- (25)

The e# , used here is just the inverse of e, and in the same way as for the metric
tensor this can be ignored when doing index manipulations. If an index is changed
from flat to curved it means that there is a vielbein hidden in the notation

e, Vo=V, el U, =U,. (2.6)

Many times, combinations of these index operations are used and some short-hand
expressions are very useful. To raise or lower an index and on the same time switch
between curved and flat index, the following notation is used

a , uv a b a a
e, ‘gl = el e Nab = €pa; e, ety =0y (2.7)

For any field featuring both curved and flat indices, the order is very important.
The curved ones will always be written first to allow for the index manipulation in
eq. (2.6), hence, it might be more correct to say that the curved content of a field
will lie in its first indices, even if they are represented by flat indices.

8



2. Cartan Formulation of General Relativity

2.2 The spin connection w®,

The affine connection plays an important role in general relativity when curvature is
considered and is the connection used for covariant derivation of fields with curved
indices. Now, when flat indices are introduced, there is another connection used in
the covariant derivative. It is called the spin connection, denoted w, *, and works
as

DV*=0,V" +w, ", V" (2.8)
Even though many fields exibit both curved and flat indices, this thesis will almost
exclusively rely on the spin connection. The affine connection (in torsion-free space)
vanishes when equations are written using differential forms since this creates an
anti-symmetry in the indices of the covariant derivative and the field. These are
the lower two indices in the affine connection, which are known to be symmetric (at
least in torsion-free space)

DV = 0, Vid + wp Vi — Tl Vit = 0 Vi + wi “Vig, (2.9)

2.2.1 Uniqueness of the affine connection

Yet another argument for the equivalence of the Cartan and Einstein formulations
of general relativity would be to show that the affine connection I' obtained from
the usual expression

FZJ/ = %go)\ [augl//\ + 8119;»\ - a/\g,uzx] (210)

in Einstein formulation is the same as the one found from the Cartan formalism. Just
enter eq. (2.1) into eq. (2.10) and put this equal to the expression of the covariant
derivative acting on a vielbein. Then solve for the affine connection. The covatiant
derivative is known to look as

Dye," =046, +w, ve, "’ — Fl’\weA“ =0, (2.11)

and is here assumed to be zero in the same way that D,g,, = 0. The spin connection
w can be expressed in terms of the vielbeins as (see appendix C for derivation)

w, " = 2e"P0) e, — e7Pey g e 006, ¢ (2.12)

and the expression for the affine connection, taking the way via the spin connection,
becomes

Ala b c
[ €p ]euceybape,\ =

o o a o Aa b] o
FW(w(e)) = e 0ue, " + 2€7 qe [ 8[#6A]eyb +e7 e
1 A b Ab A b
= eqduey, + 5 {e" a€ 7 0pex ey — €7 e 0 en Yeyy 4 €7 ge” 0rey, ey —
Ab
—e” 4e770\e, “eu + }—l—
1| o b _Aa c o a b c
+§{e a€”’e e cen0pen ¢ — €7 jefee cep0,en } =
_ 1| o a o a 1 oA a a
= 5[6 aOuey “ +e7 40 e, }+§g {eyaﬁue,\ + eua0pen }—
1
-3 [eya{?"e# “+eu.0%, “]
(2.13)
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Ideally, this equals the expression obtained by combining egs. (2.1) and (2.10)

FZu(g(e)) - %gcr)\ [alt(el/ aeAa) + az/(e,u ae)\a> - a)\(eu ael/zz)] -
- %gg)\ [e)\aa,uel/ “ + euaa,ue)\ ¢ + eAaal/e,u “ + e,uaayeA “— ez/aa)\eu ¢ — euaa)\ey a] -
= 31e7 .0ue, “ + €7 WOe, “} + 197 [eyaﬁue,\ “+ eua0yen “} -

-3 [eyaﬁ"eu “+e,,0%, “} .
(2.14)
Fortunatelly, they are the same

Pw(e)) = T(g(e)). (2.15)

Hence, either of the expressions (egs. (2.10) and (2.11)) can be used to obtain an
expression for the affine connection.

10



3

Conformal Symmetry

When using a Lagrangian to describe the physics of a system, it is of interest to
know what symmetries this Lagrangian is invariant under, in other words, which
transformations can be performed on the fields in a Lagrangian that results in a
Lagrangian equal to the one the transformation was performed on. These symme-
tries of the Lagrangian depend on the theory considered. In special relativity, the
symmetry group is the Poincaré group while the standard model has a symmetry
group that also involves gauge symmetries related to SU(3) x SU(2) x U(1). The
symmetry considered in this thesis is SO(2,3) viewed as a conformal symmetry in
2+ 1 dimensions as explained below. For a discussion to why conformal symmetries
are interesting, see [21].

Conformal symmetries are those generated by the transformations that leave the
Minkowski metric invariant up to a (local) scale factor i.e. transformations that
preserve angles

= ot =t + gF, My = & + 0,6, = C(:L’)T]W, (3.1)

here expressed in terms of continuous transformations. There are four types of con-
tinuous transformations, and one discrete that have this property (see e.g. [22], [23]).
The first two continuous transformations are simply the Poincaré transformations of
translation and Lorentz rotations, while the other two are scalings and the special
conformal transformations (here shown as infinitesimal transformations)

e'(z) = &H translations, c(x) = 0,

e(z) = z,wH rotations, ¢(z) = 0, (3.2)
e"(z) = Azt scalings, c(x) = 2, '
e“(x) = 2(a - x)x* — x%a* special conformal, c(x) = a - x.

= —. (3.3)

To get an idéa of how the conformal transformations work, an example of each
transformation is shown in figs. 3.1 — 3.5.
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3. Conformal Symmetry

Figure 3.1: A Cartesian grid prior to Figure 3.2: The grid from fig. (3.1)
any transformation. after a translation.

Y )

Figure 3.3: The grid from fig. (3.1) Figure 3.4: The grid from fig. (3.1)
after a rotation. after a scale transformation.

Figure 3.5: The grid from fig. (3.1)
after a special conformal transformation.
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3. Conformal Symmetry

3.1 Generators of conformal transformations

The easiest way to find the generators of the conformal transformations is to use
the continuous conformal transformations in eq. (3.2) written on partial notation.
The inversion cannot be generated since it is a discrete transformation and because
of this it will only be considered when looking at finite transformations. The four
generators of conformal symmetry is denoted P,, M,,, D, and K,, representing
translations, rotations, scalings, and special conformal transformations respectively

P, =0, (3.4)
M,, = x,0, — ,0,, (3.5)
D = 2", (3.6)
K, = 2x,2"0, — 2°0,. (3.7)

The commutators of these generators are what is called the algebra of the symmetry
group. Figuring out this algebra is important for later computations and is not that
tricky. There are two things to remember, the first one being that partial derivatives
commute

[P, P, =[04,0,] = 0,0, — 0,0, =0 (3.8)

and the second one is how an x#-derivative acting on ¥ works inside a commutator,
as e.g. in

[P, D] = 0, (2"9,) — 2°9,0, = 8,20, + 70,0, — 28,0, =

Hid v (39)
= 9220, =670, = 0, = P,.
Knowing this, the rest is down to shufling terms and result in
[Fus B)] =0, (3.10)
[M/u/? P)\?] = _277/\[/1,Pl/]a (311)
[D, ] = =P, (3.12)
I:P,LLJ Kl/] = 277/WD 2M/,LI/7 (313)
(M, M7 = 46,7 M, Y, (3.14)
[D,le,] =0, (315)
[M,ul/? KU] = 2770'[;AKV}7 (316)
[D, D] =0, (3.17)
(D, K| = K,, (3.18)
(K., K] =0 (3.19)

This is one way to define the so(2,3) conformal algebra, which can, but not easily,
be generalized to higher spins. In the next section the algebra will be re-introduced
in a way more suited for higher spin extensions.

13



3. Conformal Symmetry

3.2 The s0(2,3) conformal algebra in the gp-basis

The so(2,3) higher spin conformal algebra is now introduced in the way it will be
used throughout this thesis. It uses a product of two SL(2, R) spacetime spinors (
denoted ¢* and p,) to construct the spin-2 algebra presented in the previous section.
The pg-realization [24], [25] of spin 2 uses the group theoretical observation that
s0(2,3) ~ sp(4,R). This means that the 4-component real objects (¢*, p,) can be
used to create the SO(2,3) symmetry group, and writing out all bilinear forms and
working out their Poisson brackets results in the so(2,3) spin-2 Lie algebra. The
commutators, rather than the Poisson bracket, would be used in a quantized theory.

First of all, the so(1,2) subgroup of the algebra is obtained via the bilinear form

M = —3(v")a " (4"Ps) (3.20)

and is extended to the full so(2,3) algebra by including the rest of the possible
bilinear forms of ¢“ and p,

P* = —3(v)as(qd”), (3.21)
K* = _%m/a)aﬁ(papﬁ)a (3'22>
D = —%q -, (3.23)

where the gamma matrices (y*) are given in appendix A.2. These are the basis
elements of the full so(2, 3) algebra, which is obtained by finding the Poisson brackets
between the possible combinations of the basis elements. The Poisson bracket is
defined as

of 99 _ 0g Of
= — 3.24
{f(qap)u g(Q7p)}PB 8qa apa aqa apa7 ( )
which directly implies the canonical relations {¢*,ps}rs = 05, {Pa,¢’}ps = —05

and {pa, pstes = {¢% ¢’ }p = 0.
An example of a Poisson bracket that needs to be figured out is {M¢, P}pp. It is
done in the following way

{M*, P} = {—%(v% *(4°ps), _iwb)w(qvqg)}PB ) (3.25)

= 100 P (Pe{(a°P5). (70"},

where the remaining Poisson bracket follows from

{¢°ps,0" ¢ Yoe = ¢*{ps, "¢’} + {0, "¢ YrEps =
= ¢ {ps, ¢} + ¢“{ps, " }rd® + ' {a" ¢ Yrrps + {4% ¢ }rrd’ps =
= —83¢"q" — 634" ¢,
(3.26)

using the trick [AB,C] = A[B,C] + [A, C]|B known from commutator calculations.
When considering the Poisson bracket, it follows from the product rule of differen-
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3. Conformal Symmetry

tiation. Hence eq. (3.25) becomes

(M7, PYos = —4(%)a <> (B50°0" + 810°¢") =

1
4

— 1 (M (60" + ()" (0 s =
%< a,yb) o 5 - —i ([7 Ly ] +{,ya7,yb}>aﬁ qaqﬁ — (327>
1
T2

<€ab aﬁ + 77 €a6> %Eab c(Vc)anan _ 6ab CPC'
The other brackets are worked out using the same techniques and result in (note

that the Poisson bracket from now on will be denoted with square brackets, the
same way as commutators)

[P, P"] =0, (3.28)
[Ma7pb] — 6ab CPc7 (329>
(D, P*] = P, (3.30)
[P, K] = —2¢® .M© — 20" D, (3.31)
(M, M*] = e M, (3.32)
[D, M*] =0, (3.33)
[M® K" = e® .K°, (3.34)
[D, D] =0, (3.35)
[D, K] = —K*, (3.36)
[K* K" =0 (3.37)

Notice that these are similar, but not equal to the commutators in eqs. (3.10)
o (3.19). The change from M,, to M® is due to the fact that in three dimensions,
two anti-symmetric indices ab can be rewritten as one index ¢ using a Levi-Civita
symbol. Here, this is used to obtain an M with only one index as

M = —Le* . M™ & M™ = Me. (3.38)

The differences in sign could be cared for by changing signs in eq. (3.23), but the
sign is here kept common for all basis elements.

Note that on several places in this thesis, there will appear a parentheses after some
fields, e.g. F“(1,3), this parentheses (¢,p) states how many ¢’s and p’s, respectively,
the basis element the field is projected on has. For example, the part of the field
strength F' projected onto the spin-2 basis element P* is denoted by F%2,0), since
the basis element contains two ¢’s and no p. The F' will have as many flat indices
as the basis element for the notation to be unambiguous, e.g. the projection onto
M* and D will be F%1,1) and F(1,1) respectively.

Also note that the D basis element provides a grading of the number of ¢’q and p’s.
Denote the number of ¢’s with m and p’s with n in a generator T, then [D,T] =

72T, note that T' can feature indices. This will be consistent even in higher spins.
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3. Conformal Symmetry

3.3 The higher-spin algebra

The conformal higher spin algebra is obtained as an extension of the spin-2 conformal
algebra obtained in the previous section. This is done by including polynomial terms
of p, and ¢* of degree higher than 2 (all polynomials of degree 2 gave the spin-2
algebra). The spin-3 extension will be obtained by including polynomials of degree
4, the spin-4 extension by polynomials of degree 6 and so on. Why a polynomial
of degree 4 corresponds to spin 3 is discussed in section 5.2. Using odd degrees of
the polynomials would correspond to fermions, which are possible, but much harder
to examine and will not be done here. Worth noting is that the bracket between
two elements of the spin-3 algebra results in an element of the spin-4 algebra. This
means that the spin-3 algebra is not closed, as in the case with the spin-2 algebra.
To get a closed higher-spin algebra, all higher-spin terms must be included, this is
called the universal enveloping algebra of so(2,3) and is here denoted hs(so(2,3)).

If the case of pure AdS3 had been considered instead of a 241 dimensional conformal
spacetime, the algebra would have been obtained by sl(N,R) x sl(N,R) and would
have included the closed algebra for all spin states from spin 2 to spin N.

The gp polynomials for the higher-spin algebra basis elements will be on the form

Ta'“b'“c(r,s) — <_%(7a)o¢1o¢2 (qalq‘m)) ce (_

(-

(Y)ar “1 (0 pp1)) - -

3.39
(Y% (ps._ps,)) o

N= N

Note that the expression is symmetric in all upper and lower indices respectively
and that there is no middle term if both r and s are even.

An important aspect when calculating the algebra for these bases is how many of
the spinors that appear in the different expressions. This is a kind of grading of the
fields which is denoted by G(N), where N is the number of spinors. As an example,
(G(2) gives the spin-2 algebra, while G(4) gives spin 3. Now remember eq. (3.24),
it is clear that the bracket removes two of the spinors, one for each derivative, this
can be expressed as

[G(N), G(M)] = G(M + N — 2). (3.40)

This means that finding the bracket between two elements of the spin-2 basis results
in another element in the spin-2 basis, but when considering higher spins, this is not
the case. In, for instance, spin 3, two elements of the spin-3 basis results in a spin-4
element. Hence, for the algebra to be closed, the theory either has to be restricted
to spin-2, or all higher spins has to be included. Worth noting is that a bracket
between any G(N) and a spin-2 element results in an element of the grade N.
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3. Conformal Symmetry

3.3.1 The spin-3 basis

Using eq. (3.39), the spin-3 basis elements are obtained as

P® = 1(7)as(V)25(0°0") (@) (3.41)
P = 1(v)as(7")+ *(¢°¢")(q"ps), (3.42)
N = (45 (1) (4°¢”) (pps). (3.43)
K =1(v")a " (4")°(¢°ps) (ps), (3.44)
K® = 1(y)*(7")° (aps) (DDs)- (3.45)

Using the Fierz identities from eqs. (A.8) and (A.10), it is clear that P® and K are
both symmetric and traceless. Similarly, P® and K are traceless (see eq. (A.8)),
while M are neither traceless nor symmetric. However, it would be more convenient
if all of the basis elements in egs. (3.41) to (3.45) would be symmetric and traceless.
The way this is solved is to introduce a new basis where the elements in eqs. (3.41)
to (3.45) are kept, but symmetrized and made traceless, where the anti-symmetric
parts of P®, M and K are found in this new basis as the elements P%, M% and
K* respectively, while the trace of M is found in D. These are introduced as

M[ab] _ Eab CMC’ Ma = _%ea bCMab’ (346)
p[ab] _ _%Eab cpc, pa — @ bcpab7 (347)
R = ot Re =k, 349

where the signs follow from the Fierz identities in eq. (A.9) for eq. (3.46) and
from eq. (A.10) for eqs. (3.47) and (3.48). Similarly, the trace of M follows from
eq. (A.11)

M,*=2D. (3.49)

Hence, the gp-form of these new basis elements are

P = 1(v)asa*d’(q - p), (3.50)
M* = 3(v)a " ps(q - p), (3.51)

D=1i(q-p) (3.52)
K= 1(v)*paps(q - ). (3.53)

Together the nine equations in egs. (3.41) to (3.45) and egs. (3.50) to (3.53) make
up the spin-3 basis, where all basis elements with two indices are symmetric and
traceless.
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3. Conformal Symmetry

3.3.2 The spin-3 algebra

In section 3.2, the spin-2 algebra was obtained using the gp-basis. Here the same
is done for the spin-3 algebra. The calculations are very similar, with just a few
exceptions. Still, one calculation will be shown here as well to make the procedure
clear.

Note that all brackets considered here are between one spin-2 and one spin-3 element,
since brackets between two spin-3 elements results in a spin-4 element (remember
eq. (3.40)). The one shown is

P M| = | =3(asad’s § (1) (1) 0 o] =

: 3.54
( (3.54)

(v
—1()as(1)s ()7 |60, " a popa] -
Where the bracket is given by
0°0", 9 pops] = 6 Pe0} + TP + ¢ PedS + P pr5S. (3.55)

Hence, eq. (3.54) is

“)ecx %()()(C)qqqm

Ne(V)26() 00 o — §(1)e5(1)16(19) 0 ¢ =

7)as ((7“70) "¢ o+ (1°7)a 4’4 P ) =

V) (v"y ) "¢ Do = =51y (€ a(v)a T +1"°07) 6’4" o =
51" (7")26070" (g p) =

) (V) py —

= o=

(3.56)

— _zeac Pbd 2nacpb

This might seem correct, but look more closely at the expressions used. All places
where P appears in terms of gamma matrices, the version used is the one that is not
yet symmetrized and traceless, and this must be compensated for. The symmetry
of M is added by simply symmetrizing the be indices in the final result. Removing
the anti-symmetry in the term P is harder, but accomplished by separating the
symmetric and anti-symmetric parts of P and then use eq. (3.47) for the anti-
symmetric part

—9¢ac dpbd — _9euc dp(bd) + _26ac P[bd} 26ac P(bd) 4+ eoe dde ePe _

~ _ 3.97
— _9euc dp(bd) + nach . nbcpa. ( )

The symmetric part is here denoted P9 . Similarly, the trace is removed by taking
the be-trace of eq. (3.56)

— 2¢% g P — 2P = —4P° (3.58)

and removing this times 1 nbe

bracket is

from eq. (3.56). All in all, the final expression for the
[Pa’ Mbc] _ _2€a(b dpc)d . na(bpc) + 3nbcpa (359)
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3. Conformal Symmetry

This shows the most important techniques for calculating brackets between spin-3
basis elements. Working out all combinations of one spin-2 and one spin-3 basis
elements gives the following non-zero brackets

[Pe, Pbc] cald pC)d (3.60)
[ b] _ (3.61)
[P Mbc] a(b PO b pe) | Lypepa (3.62)
[ ] _ 3 cab 15<:7 (3.63)
[ ,D] = —2P°, (3.64)
[Pe, Kbc] 35‘1(” Mc)d 30O N1 + nbenre, (3.65)
[Po Y] = — T — e 47 — SyotD, (3.66)
[Pe, Kbc] = 42 KO _ G |e) 4 opbe e (3.67)
[M©, P = 2¢t  po)d. (3.68)
(012, Phe] — 20 pC)d (3.69)
[ b] _ (3.70)
e Mbv] _ (b Mr)d (3.71)
[ ] _ (3.72)
[Ma Kbc] _ (b dKC (3.73)
[ ] _ (3.74)
[Me, Kbc] _ (b dKC (3.75)
(D, P*] = (3.76)
(D, Pt] = Pab (3.77)
D, Pa] _ [ja’ (3.78)
[D Kab] _ (3.79)
D, Ka] _ (3.80)
[D, K] = 2Kab (3.81)
[K*, P = — 4 PO | gpa® pe) _ gpbe pa (3.82)
(K, PP = 3620 (819 4 320N — bz, (3.83)
[K*, P] = M“b 3¢ M© + St D, (3.84)
K", Mbc] = 9ca KO | et o) _ Lybe e, (3.85)
[ ] _ f( 3 e K©, (3.86)
[K°,D] = 2K (3.87)
(K7, Kt = ot Kc)d (3.88)
(K°, i = K. (3.89)
(3.90)

Note that the grading discussed last in section 3.2 holds true for the spin-3 basis as
well.
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3. Conformal Symmetry

3.4 The SO(2,d) symmetry group

The generators of any group of type SO(2,d) (using metric n™~ = trace(—1,1,...,1,—1))
can be expressed as
(J"V)pg = 05" (3.91)

where P, () are the indices of the generating matrices and M, N the indices of the
algebra. With correct normalization this gives the commutation relations

[TV Tpq] = —40ly TN g, (3.92)

where P, (), M, N now all are indices of the algebra. These are not the commutation
relations (bracket relations, remember that the theory is studied at a classical level)
obtained in egs. (3.28) to (3.37) for the conformal so(2, 3) algebra, only the generator
M, commutated with itself follows this pattern (remember from eq. (3.38) how My,
relates to M, ). However, the entire algebra can be cast on this form. First, let the
indices p and v run over the first d dimensions (p, v = 0,1,...,d— 1) and define the
generators Jy y as follows (the comma is for clarity, it does not denote derivation)

Jup = M, (3.93)
ud ; (KH u) ) (3-94)
J,u,,d+1 = ; (Ku + u) ) (395)
Jat1,0a = D. (3.96)

Note that the J’s are anti-symmetric. This combination of the algebra in eqs. (3.28)
to (3.37) commutes as eq. (3.92) and is a confirmation that the algebra obtained
indeed is the so(2,3) Lie algebra.

3.5 Finite conformal transformations

The infinitesimal continuous conformal transformations have now been studied in
detail and even tough this thesis does not use the finite ones, they deserve to be at
least mentioned. The problem with the finite transformations is that they are much
harder to express than the infinitesimal ones. The exceptions being the translations
and the inversion

=t + — — (3.97)

where a* is a constant finite vector describing the translation. To obtain the spe-

cial conformal transformations, perform an inversion followed by a translation and

another inversion. After some algebra the special conformal transformation becomes
ot — x2at

" . 3.98
v _>1—2(a-:c)—|—a2x2 (3.98)

To be sure that this is the special conformal transformations used before, rewrite it

as

2 2 2

at 2(a - )" — a’x’z" — riat
1—2(a-x)+ a’x? 1—2(a-x)+ a?ax?

ot —x

(3.99)
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3. Conformal Symmetry

and keep only the lowest powers of a*, leaving 2(a-z)z* —2%a* in the enumerator and

1 in the denominator, which is the expression used for generating special conformal
transformations in eq. (3.7). The finite versions of rotations and scalings are also
obtained through inversions and translations. Doing this is hard, but the idéa is
that the commutator between the generators of translation and special conformal
transformations consists of an anti-symmetric part and a trace. These parts will
correspond to rotations and scale transformations respectively. Working this out

begins with taking the two group elements g = P = e+ and h = K = e+ and
commuting these (here, it is done to first order)
ghg 'h™' =1 =a"V[P,, K,]. (3.100)

But the special conformal transformation h can be written in terms of a translation
and two inversions. h can hence be written as h = Igl, changing the commutator
to
-1y —17 _ _upv
gulaplg, 1g, "I = a"b"[P,, K, (3.101)

Taking the trace (n**[P,, K,]) and the anti-symmetric part (e”**[P,, K,]) gives scale
transformations and rotations respectively, to first order in a* and b”. To get the
exact expressions, the entire spectrum of commutators from [eP nat eK”b”] must be
considered.
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4

Spin-2

Before higher spins are introduced it is important to understand the spin-2 case.
Even though both the Einstein and Cartan formulations [17] may be familiar to the
reader, this chapter will introduce the most important techniques which is later used
to obtain results in the higher-spin sector. It also gives a simpler interpretation for
the results obtained since spin 2 can be thought of in terms of general relativity.
Similar calculations can be found in [24]-[26].

4.1 Projection of F'=0

The vacuum equations of motion (obtained in eq. (2.3)) for spin-2 are F' = 0. This
will not be solved in its current form, but instead projected onto the different basis
elements T4 of a spin-2 system. The basis elements are the ones found in section 3.2

Ty=(P,,M,,D,K,), (4.1)

which is a complete basis for the Lie algebra of so(2,3). First, the gauge field A is
projected onto this basis

ATy = AP, + A*M, + AD + A°K, = ¢*P, + w*M, + bD + f*K,, (4.2)

where e, w?, f* and b are the different basis components of the gauge field and will
from now on be the objects used instead of the gauge field itself. The notation used
here is not coincidental, the P, projected field is indeed the dreibein e® and w® is
the spin-connection from the Cartan formulation of gravity seen in section 2.2. f¢
will similarly get a physical mening as the Schouten tensor (see appendix F), while
b soon will be set to zero via a gauge choice.

While the projection of the gauge field is very simple, the projection of the field
strength F' is a little bit trickier. The field strength is connected to the gauge field
in the known way

F=dA+ANA=(dA" + APAC fpc ) Ty, (4.3)

where fpc? is the structure coefficient describing the bracket between T2 and 7¢,
defined as [T, Te] = fpc “Ta. Selecting all terms corresponding to a specific basis
element T4 is hence the projection of F' onto T4. Written in terms of brackets this
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4. Spin-2

look as follows

Po: F|, =de"Py+ (W' A e’ [M,, P,] +b A e“[D, P, (4.4)
My : F| = dw" Mo+ (" A”)[Mo, My + (" A fP[P K], 0 (45)
D: F| =dbD+ (" A '[P, Ki])| . (4.6)
K,: F|_ =df*K,+ " A f)[Ma, K] + (b A f)[D, K- (4.7)

a

Note that only the non-zero brackets are written out. The brackets are known from
eqs. (3.28) to (3.37) and entered into the equations to find

P,: (de® 4 "y’ NeC+bAe")P, =0, (4.8)
M, : (dw® + € e’ A w® — 26 ee® A f)M, = 0, (4.9)

D: (db—2nue* A f)D =0, (4.10)
Koo (df*+ ey A fC—bA fK, = 0. (4.11)

These can be simplified further by remembering the definition of the Cartan covari-
ant derivative (eq. (2.8)) and the Riemann tensor

P,: De"+bAe" =0, (
M, : R*—2€e" e’ f¢=0, (
D: db—2e" A f, =0, (4.14
K,: Df*—bAf*=0, (

where the basis elements have been removed for clarity and the fact that they play
no role for the content of the equations. The exterior derivative d in eq. (4.14) could
be exchanged for a covariant derivative, but since b has no flat index, it is omitted
to avoid confusion.

4.2 Projection of ) A

It is interesting to see how F' transforms under a gauge transformation §A, since
knowing this may give useful information about the equations. Specifically, it might
give the opportunity to set some part of A to zero by a clever gauge choice.

0A is a non-abelian gauge transformation and hence looks as follows

§A=DA=dA+[AA]. (4.16)

Here A is the gauge parameter defining the transformation. It can be projected onto
the basis elements in the same way as A was in eq. (4.2)

A = P,A%¢20) + M,A*0,1) + DAy + K,A%0,2). (4.17)

The small parentheses after the A’s denote the field content as (¢,p), where g denote
the number of ¢ spinors in the basis that A is projected onto and similarly for p.
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Hence A|p = A1), since the bilinear form used for the basis element D (eq. (3.23))
contained one p spinor and one ¢ spinor, and the number of indices on the A’s are the
same as on the basis element it is projected onto. This allows for the projection of the
entire expression in eq. (4.16), which is done in a similar, but not identical, way to
how the equation F' = 0 was projected in eqs. (4.4) to (4.7). Since the commutator
in eq. (4.16) is between two different fields, care must be taken to include all its
brackets

P,: de* = dA*2,0) + w[M,, By

» Ab@2,0) + €[ P, My

» Abany+ (4.18)
+b[D, P,]

A%2,0) + e[ P,, D]

MEA(1,1),

P,
M, : w® =dA"a,1) + w[M,, M| u Al ) + et Py, Ky
A2,

+ fa[Km Pb] M
D : 0b=dA@u) + e[ Py, Kp) u Aloy2) + fU K, By
K,: o0f*=dA 02 + w*[M,, K]

MaAb(o,Q)—{— (4.19)

A2,0), (4.20)

Ma
N2+ fU[Ka, My

MaAb(1,1)+ (4.21)

+b[D, K, A%02) + f*[K,, D]

L MaA(l,l).

Note that the A’s are O-forms and hence, no wedges appear between them and the
other fields. If A instead had been a 1-form, it had been necessary to use the wedge
product and also to change some signs in eqgs. (4.18) to (4.21) (this stems from the
nature of the wedge product and will have to be considered in section 4.4).

After entering the brackets into eqs. (4.18) to (4.21), noting the covariant derivatives
and some simplifications

P,: de* = DA%2,0) — € e’ A(1,1) + DA%(2,0) — e®A(1,1), ( )
M, : 6w = DA%1,1) — 2% 5.’ A%0,2) + 2€% . fPAC(2,0), (4.23)
D: 6b=dAay) —2e*N,02) + 2f*Ny(2,0), ( )
K, 0f*= DA%02) — €4 fPA°(1,1) — bA%02) + f2A(10). ( )

4.2.1 Choosing the spin-2 gauge condition

Looking at eqgs. (4.22) to (4.25) there is a choice to use one of the A’s to put some of
the fields equal to zero. The eqs. (4.12) to (4.15) simplifies the most by using A%(0,2)
to gauge the b field to zero. Fields that can be set to zero in this way are called
Stiickelberg fields.

However, note that the remaining parameters A%2,0), A%1,1), and A(1,1) can be iden-
tified as translations, rotations, and scale transformations, respectively, which are
some of the conformal symmetries. The A%(0,2) parameter can in the same way be
identified as the special conformal transformations, but it is used up to set b = 0.
In some sense, it still has this role as a special transformation, but not at the linear
level considered here and an extended discussion of how this works is outside the
scope of this thesis.

To make the gauge choice, let A%(0,2) take on such a value that b = 0. This is however
not enough. Since §b also depends on A%2,0) and A(1,1), these transformations will
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4. Spin-2

change the value of b. The solution to this is to make a so-called compensating
gauge transformation, where the A%(,2) is tuned to always cancel 6b. After b is set
to zero, any new transformation on the fields leads to a change in A%(,2) according
to

ob, = 0, A1) —2M,02) + 2f WA 200 =0 =

4.26
= A, 02) = 10,A0) + [N (20). (4.26)

If A%0,2) is, everywhere it appears, replaced in the way eq. (4.26) describes, b will
be put to zero independent on which transformations are made. This changes the
projection of the gauge transformations in eqgs. (4.22) to (4.25) into

oey, = DA% 20) — €, A°01) — e, “A),
dw,® = DA — €7 ,0,A1,1) — 267, [, A7 (2,0) + 2€% b [, "A(2,0), (4.27)
5f, " = %Du (e“aaaA(m)) +D, (e‘meA”(z,o)) — € pefu PN+ [ A ).
Note that there also is the possibility to use A%(1,1) to set the anti-symmetric part

of e, to zero, removing the extra degrees of freedom it has compared to g,, and
letting it take the role of the metric instead of the dreibein.

4.3 Solving F' =0

As stated before, the equations of motion are written as F' = 0 and to solve this
equation gives information of the vacuum state. The projections in eqs. (4.12)
and (4.13) allow to solve for w,® and f,“ in terms of e, * and w, *, respectively.
The projection in eq. (4.14) is an identity and may be used to perform calculations,
while the last projection eq. (4.15) is an equation describing the dynamics of the
system. These facts are now shown explicitly.

4.3.1 The P, projection

The expression for the projection of the equation F' = 0 was found in section 4.1
and is restated here
de® + € p® A e = 0. (4.28)

To solve it, it is easier to implement the anti-symmetry using a Levi-Civita symbol
rather than differential froms

e (auel, € pewy, be, C) = 0. (4.29)
multiplying the Levi-Civita symbols simplifies the expression
e‘“’)‘ﬁﬂey R L L |} (4.30)

The trace of w is obtained by multiplying the entire expression by e,, and then solve
for w, ¥
2w, = exa€ 0,6, * = " 0,8, " (4.31)

This results in an expression that is correct, up to flatness of the indices

w = %e’\“eace“”"@uey ¢ — e“”AaueV @ (4.32)
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Giving the final expression

a 1 a vo a vo a a __
Wy = gex“esc€70,e, " — e, YerOue, t =
1

vo a a C
= 56" (ex"eoe — 265 “exc) Oy ©.

(4.33)

4.3.2 The M, projection

The M, projected equation was found in eq. (4.13) and can be used to solve f, in
terms of w, , here there will not be any explicit w, * terms, but they constitute the
Riemann tensor R*. The expression can be written as

R* — 2¢% .’ A € =0,

X b (4.34)
R* = 2¢% e’ N\ €, Ry, = 4€" ey, " fu)

which when multiplied with €, becomes
R, = —8030e "¢ = =80 f) 7 = 2£,7 + 205 Tr [f]. (4.35)

The trace is found by contracting p and o
R=2Tr[f]+6Tr[f] =8Tr[f] = Tr[fl=3%R (4.36)

and the expression becomes

fuo = 3Ruo — 5940 R = 5S40 (4.37)

The term S, is the so-called Schouten tensor recognized from three-dimensional
general relativity.

4.3.3 The D projection

2% A f, =0 (4.38)
is obtained from eq. (4.14) and is quickly seen to be
Clu afu]a = _f[;w} = 0. (439>

This states that the Shouten tensor is symmetric as expected since it consists of the
Ricci tensor R, and the metric g,,, which both are symmetric.

4.3.4 The K, projection
Lastly, the projection in eq. (4.15) is considered
Df* =0. (4.40)

This is just the anti-symmetrized covariant derivative acting on f¢, also known as
the Cotton tensor C,

€ 7 (DO'pr/> = €y UpDU (Rpu - igpyR) - ij - 0, (441)

known as the Cotton equation. A theory that has a Cotton tensor equal to zero is
conformally flat, which is not the case for a theory coupled to matter. Instead, a
theory coupled to matter looks as C,,, = T, (¢, 7).
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4.4 Solving the spin-2 Bianchi identity DF =0

The Bianchi identity must always be fulfilled and may seem trivial with F' = 0.
It could, however, reveal some interesting physics by solving it without assuming
that F' = 0 and if a subset of the projected equations of F' = 0 is used while all
projections of DF = 0 still are identities, it becomes interesting. Especially if the
Cotton equation C),, = 0 (eq. (4.41)) does not have to be assumed for DF' to equal
zero. If this is the case, the Cotton equation can pick up a right hand side which
would allow it to couple to e.g. matter.
The projection of the Bianchi identity is done similarly to the equation F' = 0 by
the expression

DF =dF+ANF—-FANA=0 (4.42)

and is again projected onto the conformal basis elements P,, M,, D and K,

P,: DF p = DF*2,0) — €, FPan) A e — Fa Ae* =0,

(
M,: DF v, = DF%1,1) — 2€% .e® A F0.2) + 2€® 5. F 2,0 A f€ =0, (
D: DF b= DF@1) — 2e, A F%0.2) + 2F*20) A f, =0, (

: (

K, DF| = DF%2) — "y Fan A f¢+ Fan A f* =0,

a

where the gauge b = 0 is implemented and the different components of F' are ob-
tained from section 4.1

F20 = De?%,
Fe11 = R*—2€eu.e’ A f€,

Fan = —2e, N f°, (4.47)
F%o2 = Df*

As of now, the equations eqgs. (4.43) to (4.46) are all still identities but that might
not be the case after subjecting them to constraints. Note that it is important to
remember all brackets and remember to use the correct sign when calculating the
projections of eq. (4.42).

4.4.1 Zero torsion condition

Start with the minimal assumption, which is the zero torsion condition De® = 0.
The minimal assumption is the realisation where the least amount of projections
of F' = 0 is assumed. It means to only assume the highest graded equation, the
P,-component of F', to be zero (F*@2,0) = 0). Hence changing the equations to

P,: DF b= —*p FPany Ae — Fay Ae* =0,

M,: DF = DF%1,1) — 2 e’ A F0,2) = 0,
Ma (4.48)
D: DF b= DF@a) —2e, A F%0,2) = 0,

K,: DF = DF%02) — €y FPan) A f¢+ Fa A f¢ = 0.

These are hopefully all identities, but that has to be made sure before any conclusions
can be drawn.
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4.4.1.1 The (2,0 equation

Start with the (2,0-equation by entering the expressions in eq. (4.47) for the different
components of F' into the P, projection of DF

DF| = —€", F'unpnet —FanAe® =
P,
(4.49)
= —¢ be (Rb — 2€b deed A fe) A e + 26b VAN fb A e,

The Levi-Civita symbols can be simplified to €? j.e® 4o = 0Mee — 0%Mea

DFP = —eabCRb/\ec—i—Zea/\fb/\eb—26b/\fa/\eb+26b/\fb/\e“: (4.50)
= —¢€ bcRb Aec = O,
where the last term vanish from symmetries of the Riemann tensor

€t bcRb Aef = %Ra WA el = R[,W abeg]b = R[;w @ o] = R (o] = 0. (4.51)

4.4.1.2 The (1,1 equations

The (1,1)-equations are quite easy to figure out

DF‘M =DF%1,1) — 2¢® bceb A F€o0,2) =
= DR" = 26", [ D" A f© = " ADf| = 26" 1o’ ADf* = (4.52)
= 2¢% ,.® N Df¢ — 2%’ NDfC =0,

DF‘D — DF 1) — 2e, A F02) =

= —2[De A fo —ea NDf? —2e, NDf* = (4.53)
=2e, NDf*—2e, NDf*=0.

4.4.1.3 The (02) equation

Now, the only one left is the (0,2)-equation, which is the one requiring most trickeries

DF| = DF%02) — €, F'u) A fC+ Fan A fo¢ =
Ka (4.54)

=DDf — ey (Rb—erdeed/\fe) A FE—2ey A FON fO

The Levi-Civita symbols are simplified as before

=DDf* — € RENFE4+2e" A fy A2 —2es A FENFO— 2" A fy A f2 =

a

= DDf* — e f° N RS

DF
K,

(4.55)
Most terms vanished, but it remains to show that the two remaining are equal.
Notice that the DD f-term contains two antisymmetrized covariant derivatives (they
are covariant exterior derivatives), which means that they can be rewritten as their
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brackets. It can in turn be rewritten as a Riemann tensor through the Ricci identity
[27]

DDf* = [D[Ma DV} fU] ‘= —Rjyuwe) )\f>\a — Rjw abfa]b -

ab ab c ab c <456)
= _R[;w fO’]b = —¢€ cR[;UJ fa]b = —€” .R° A fb
which shows that also the fourth equation is an identity
DF| =DDf"—¢ pefP A RS = —€* . REN 2 — €y f° AN RS = 0. (4.57)

The conclusion that can be drawn form this is that if the zero torsion condition is as-
sumed, the equation DF = 0 is still an identity and hence allows a non-homogenous
Cotton equation.

4.4.2 The Schouten tensor

Assuming the zero torsion condition left the equation DF = 0 as an identity, but
this minimal assumption will not allow other fields than w® to be solved in terms of
the dreibeins. To make it possible to also solve f* in terms of w®, another constraint
has to be imposed. Since the equation used to solve f* in terms of w® and e* was
F1,1) = 0, take this as the constraint. This also happens to be the field projection
next in line according to the grading order. The equation F'*(1,1) = 0 identified f¢
as the Schouten tensor (eq. (4.37)) S, = Ry, — 9. R. Before entering this into
the equations, note that the constraint F),,(1,1) = 4f|,,) = 0 follows from F*@1,1) = 0.
Just multiply it by € ,, to obtain

€ gall "1 = € 54 (RW ¢ —de ey, bfl,} C) = %RM —4€” 5a€”" peeyy bfy] ¢ _
_ 1 i v v b c b c\ __
— QR/J,J 2 (6 c€ob € beoc) (eu fu €y f,u ) - (458)

= 1R — 2(9uoTr [f] = fuo — fuo + 3fu0) =
= %Rug - 2g;wTr [f] - 2fMU = 0’

or after some rearranging of terms

f,uzl = iR,LLI/ - g,w/Tr [f] : (459>

The constraint F),,(1,1) = 4|, = 0 follows since both g,, and R, are symmetric.
Now it is time to rewrite eqs. (4.43) to (4.46) using the new constraints F%(2,0) =
Fran=Fan=0

P,: DF| =0=0,

a

DF = —2¢% " A F02) = 0,
M,

D: DF L= —2e, N F%0,2) =0,
K,: DF| =DF%0),. =0.

a

IS

M, :

S]

As seen, the (2,0)-equation is trivial, but the other three require some work.
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4.4.2.1 The M, equation

Solving the M, -equation is done by implementing the anti-symmetri of the curved-
space indices with a Levi-Civita symbol and entering the expression for f¢

E“VUDuFVU = —2e"7¢" e, ch 5(02) = —2e"7€% e, "D, f, ¢ =
_2(011 Vc_euaeac)Dy(Rgc_ieacR): (46())
=D, (R" —1e"R) - D" (R-3R) =
:%D“R DR DaR+D“3R—O
4.4.2.2 The D equation
The D-equation is easy remembering that f,,) =0
DF D= —2e, N F%0,2) = €l aDl,fg]a = D[gf#,/] =0. (4.61)

4.4.2.3 The K, equation

Lastly, the K,-equation. It is simply two covariant exterior derivative acting on f°.
The expression for this was found in eq. (4.56). Again, use the Levi-Civita symbol
for the anti-symmetry
e“VUD“FW =" D, Fj 02 =" D,D,f,* = =€, R, fo b—
= —e"7¢" )Ry, * (R, " — 1, "R) =
— —E/WUEQI,CRNVCRUIJ =+ iewjaeabCRuuceabR —

— —2€abCRUCRgb+%€abcRbCR:0-

(4.62)

The first term is zero, since R°°R,° is symmetric under the exchange b <+ ¢ and is
anti-symmetrized from the Levi-Civita symbol, and the second term is zero since the
Ricci tensor is symmetric. This is good! The equation DF = 0 is still an identity
with all of F' = 0, except the projection that enforces the Cotton equation assumed.
This means that there is no violation of the Bianchi Identity even if the theory is
coupled to matter.
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Spin 3

The first step towards higher spins is spin 3. Spin 3 is introduced in this chapter
and the equations are solved in the same way as the spin 2 equations were solved in
chapter 4. The main difference is the amount of work needed to solve the equations.
Since there are 9 basis elements in the spin-3 algebra, there will be 9 projections of
both the F' = 0 equation and the Bianchi identity. These will be larger than the ones
found in the spin-2 case. Hence, as a first approach, the entire equations will not be
considered. Instead, the linearized versions of them are. The linearized equations
are the original ones, with all terms not proportional to the dreibein e, removed,
this also include reducing the covariant derivative to the partial one. This make
them significantly easier to solve, while still preserving some physical properties.
Similar calculations has been made in [24]-]26].

5.1 The projection of F' =0

The projection of the F' = 0 equation onto the spin-3 generators are equivalent to
what was done in section 4.1. First, the gauge field A is written out in its basis
elements

ATy = e® Py + 6P Py 48" Py + 0™ Moy + 0 My +bD+ fPP K gy 4 fO Ko+ f Koy (5.1)

One important thing about these is that all fields with two flat indices (a and b) are
symmetric and traceless. This also means that all equations with two free flat indices
will be symmetric and traceless, since the basis elements they are projected onto are
symmetric and traceless. The field strength F' now follows from its definition

F=dA+AANA=0. (5.2)

Which written out in therms of the different graded parts of F' is five expressions,
each containing the covariant derivative on the corresponding part of A with two
brackets resulting in terms projected onto the respectively graded parts.

F,0 = DA@40) + [A@,1), A@4,0)] + [A@0), A3 =0,
Fe1) = DAG + [A20), A22)] + [A©0.2), A4,0)] =0,
F@e2) = DA@2) + [Ae0), A13)| + [A©2), Asn] =0, (5.3)
Fagz) = DA@3) + [A02), A22)| + [A©20), A04)] =0,
F4) = DA@©4) + [A©02), A1,3)] + [A@1), A0a)] =0
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Already now, this looks tougher than the spin-2 case, but this is only the conceptual
equations, entering all the brackets into the respective equation reveals the full set
of equations.

F“b(?iﬁdr’) = De™(4,0) + 2b(1,1) A €(4,0) + €¢(2,0) A E4@(3,1)€09 ) — (5.4)
— (e(“(z,o) A s1) — Tr =0,
FPET) = De™a1) — 292,00 A @%@ 2,2)e?) oy — (2,00 AdD) (2.2) — Tr[])— (5.5)
— 4f%0,2) A e (4,0)e,4? = 0,
FoED) = Dé%3.1) — ep2,0) A P (2,2) + 3ec2,0) A w22)€cq @ — 2e%2,0) Ab22)+ (5.6)
+ 6f.(0,2) A el@a0) = 0,
F55) = Do™22) + 36420 A FUe1 36,4 — (ee@,0) A fO)(1,3) — Tr [))+ (5.7)
+3f%0.2) A€ ( “31)eeq? + (f(%0,2) A&V (31) — Tr ) =0,
F3%) = Da%@22) — Beb 2,0) A f0%(1,3) — 3e’(2,0) /\fC 3)€pe “+ (5.8)
+3£,002) A €°2(3,1) — 3£2(0,2) A €°(3,1)€pe @ ~0
Fi2) = Dbe2) — 3¢*20) A fu13) + S f%0.2) A &31) = 0, (5.9)
FOX3) = Df%as)—4e¢20) A fA0049e0q?) — 2£50.2) A 0N (22)€04 Y+ (5.10)
+ (02 A@Y @2 — Tr H) 0,
Fods) = Df“ (1) — Gep(20) A FP00.4) + £,(0.2) A &P (2,2)+ (5.11)
2f (0.2) A @C(2,2)€pe “2%0,2) A b(2,2) = 0,
FO0d) = Df®0a)+ fe02) A fUa3eq? + (Fe02 A a3 —Tr]) =0.  (5.12)

The 5 x 3 in F “bﬁqﬁ) is the degrees of freedom in the equation. In the case of
5 x 3 the equation contains one curved index and two symmmetric and traceless flat
indices, containing three and five degrees of freedom respectively. Note also that the
Tr([] is shorthand for the trace of the term before it, e.g. e(®@20) A @1 — Tr[] =
el?(2,0) A ¥ (3,1) — 177abec(2 0) A €.(3,1). As said, the full set of equations is large and for

the initial approach the linearized ones are considered.

FE0) = de™@0) + e¢2,0) A e 16 =0, (5.13)

FOEY = deE1) — 264200 A @ @@2)e? g — (@@ AoV 2 — Tr])) =0, (5.14)

FOED = de%e1) — ep(20) Ad™(22) + 3e20) A 04 2.2)e0q (5.15)
— 2e%(2,0) A b(2,2) = 0,

FOE%) = do®™e2) + 3¢ A FAOa3)eq? — (@@ A fDas) —Tr]]) =0, (5.16)

FO@9) = da®2.2) — 3ep2,0) A F21,3) — 3¢4(2,0) A FC(1,3)6pe @ = 0, (5.17)
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Fha = dbe2) — 3e*20 A fu13) =0, (5.18)
FO03) = df*Pas) —4e20) A fU90a)eq Y + (F@02) AdY@2) — Tr[]) =0, (5.19)
FO3) = dfea3) — 6ep(20) A f2%04) + 3 f20.2) A °@2)ep ¢ = 0, (5.20)
F00 = df*o0m+ (f@02 A fP03 — Tr[]) = 0. (5.21)

5.2 The projection of 6 A

In section 4.2, the projections in egs. (4.18) to (4.21) were found for a variation of
the gauge field in spin 2. Here, the corresponding result in spin 3 for a variation of
the gauge field is written out in eqgs. (5.4) to (5.12). The terms appearing are all
1-forms, since the variations A are O-forms. The structure of the terms are obtained
through the brackets (section 3.3.2).

5e™(10) = DA™ (4,0) + 2A°(1,1)e4 % (4,0)e0q ® + 2b(1,1)A% (4,0) + 2A(1,1)e% (4,0)+ (5.22)
+ef20A 316 ?) — (e 20AY 3,1) — Tr[]) + A%2.0)E%% 3, 1)€0q V) —
— (A0 1) — Tr[),

56“”(%?15) = D/~\(3,1) - 2ec(2,0)/~\d(“(2,2)ecd b) — (e(a(Q,o)Ab)(Q,z) —Tr[])— (5.23)
— 4f0.2AN1.0)e.q P — A(1,1)870(3,1) 4+ 2A¢(2,000H% (2,2)€0q P+
+ (A0 (2,2) — Tr[]) + 4A%0,2)eM (4,0)eeq ¥ + 201,164 (3,1)eq »),

(55“(%?13) = DA%3,1) — ep(2,00A%%(2,2) + %eb(Q,o)[XC(Q,Q)e“ be — 2e%(2,00A(2,2)+ (5.24)
+ 6502)A% (4,0) = A1,1)E*3,1) — A (1,1)E@,1)e% pe +Ap (2,000 (2,2)—

— 3A%(2,00@°(2,2)€% pe + 2A%(2,00@(2:2) — 6Ap(0,2)€"%(4,0),

5033 = DA 2.2) + 3e°(2,0A% (131600 Y — 3A°(2,0) FU(1,3)€0q ) — (5.25)
— (eP@0AY (1,3) — Tr[]) + (A @,0) f2 1,3) — Tr[]) + 3f¢0,2)A% @3 1)€0 P —
— 3A%02)é" 3,060 Y + (f0.2AY 3,1 — Tr []) — (A2 P 3,1) — Tr )+
+ 201, )0 (2,2)€04 P,

50%(22) = DA%2.2) — 3ep2,00A%(1,3) — 3eP(2,0)A°(1,3)€% pe + 3£5(0,2)Ab%(3,1)— (5.26)
—3120,2)A°3,1)€% e + 3Ap(2,0) f2%(1,3) + 3AL(2,0) FE(1,3)€% pe — 3Ap(0,2)E7%(3,1)+

+ 3A%00,2)6°(3,1)€® po — AP(1,1)D°(2,2)€" bes

3b(2,2) = DA@2) — 3e*20)A.(13) + SA%20) fa(13) + S F0.2A0G.1) — EA%0.2)8,G1), (5.27)

b 3%

5fe (1,35) = DA% (1,3) — 4e¢2,0)A% (0, 4)€0q V) — 2fc(0,2)1§d(a(2,2)ecd b) 4 (5.28)
+ (f“0.2)AY 2.2) — Tr []) 4+ 4A¢2,0) f2@(0,.4)€0q ?) + 2A%(0,20NU% (2,2)€0q ) —
— (A2 @22 — Tr[]) — 2011 fUe (1 3)eeq ) + A1) f2(1,3),
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§F*(13) = DA%(1,3) — 6ep2,0)A " (0,4) + fo0,2)A%%(2,2) + 3 f2(0,2)A°(2,2)€p *+ (5.29)
+2f%0.2A@2) + 645(2,0) 2% (0.4) — Ap(020"(2.2) — 3AL (0,25 (2.2)epe O
— 2A%0,2)b(2,2) — AP(1,1) fe(1,3)€pe @ + A(1,1) f9(1,3),

5f04) = DA (0,4) + Fo0,2A% (13)e0q D) + (f@0,2AY (1,3) — Tr[])— (5.30)
— Ac(o,z)fd(a(1,3)ecd,b) f(A(“(o,z)fb)(1,3) —Tr[]) — 2AC(1,1)fd(a(0,4)ecd b+
+2A(1,1) f(0,4).

5.2.1 Choosing the spin-3 gauge condition

One choise, which is the one used throughout this chapter is to use the gauge
parameters A%(2,2), A%22) and A@2) in eq. (5.24) to set the field €, * to zero. The
only other Stiickelberg field is Em but it will not be set to zero. Instead the 5 and
3 part of @, % in eq. (5.26) and the 5 part of f, a in eq. (5.29) are set to zero using
A“b(1,3), /~\“(1,3) and /~\“b(0,4) respectively.

The 5 and 3 parts refer to the degrees of freedom for the fields. For instance, the
field @, * has two indices, wich each has three degrees of freedom (one for each
dimension). The total degrees of freedom of @, * is hence 3 x 3 =5+ 3 + 1, where
the 5 part represents the symmetric traceless part between the a and p indices.
Similarly, the 3 part corresponds to the anti-symmetric part and the 1 part to the
trace. To summarize, the gauge choises used are

&, =0, (5.31)
0, = €, (5.32)
fu® =€ fy+esf. (5.33)

This has one consequence that is important to note. Since @, * and fu * now explic-
itly has a part depending on ej; they must be included in the linearized equations
egs. (5.13) to (5.21).

Note that there is an option to use As,1) parameters to make e @ gymmetric in the
same way A%(1,1) could be used to make e, ¢ symmetric in section 4.2.1. Hence, the
A3,1) parameters can be interpreted as the spin-3 Lorentz transformations and the
symmetrized e, “° can be seen as a spin-3 graviton g,,,. This shows that the four ¢
and p spinors used result in spin 3.

5.3 Solving F'=0

As in the spin-2 case in section 4.3, some of the projected F' = 0 equations not will
be assumed when confirming the Bianchi Identity, but it is still interesting to find
what they say. Especially, the assumed equations will provide convenient relations
between the different fields to be used during calculations.

The projected equations were found in section 5.1, here the linearized versions of
them will be used.

Note that all equations not solving one field in terms of another must be constraints
following arguments in appendix H.
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5.3.1 The P, projection
The first of the equations to be solved is the P,-projected one

b3Xx5

F0) = de®™ + e¢ A é¥e.4 ¥ = 0. (5.34)

This equation can be used to express % in terms of . Start by writing out indices
and implement the anti-symmetry using a Levi-Civita symbol

E,ul/aaueu ab + GMVUGM Céy d(aecd b) _ E,ul/aauey ab + ECVUéV d(aecd b) _ 0’ (535)
simplifying the Levi-Civita symbols
Eﬂuoﬁuey ab + %éy da (60 deub — deob) + 1&1/ db (eo 7% — e deoa) _

— G#Voauey ab + %ébaa _ ;eabéy va 4 %éaob . %eaaéy vb _ 0.

(5.36)

The trace of this is needed to continue solving the equation, this is obtained by
multiplying the whole expression by e,,. Remember that é% is symmetric and
traceless in a <> b

b (euzzo'a“ey ab + %ébo'a o leabé va %éaob o leaaéy I/b) —

2 2
zelwbaueuab_'_légaa_géuua_i_%éaog_%éyya: (537>
— G;Lzzbeﬂab . %éyua — 07
which means that
€y v = %6'[“/ ba,uezz ab. (538)

Now enter this into eq. (5.36).

ijague,/ ab 4 %ébaa - 760'1761/ va | %éaab - 7€aaé vb _
— 6“”06“(3,, ab 4 iéboa o 1€crb€w/ ca,uey ac 4 %éaab o %ecraeuy ca‘uey be _
=€e"70,e, ab 4 glab)e _ %6“ Ce”(‘lﬁuey be — ().
(5.39)
Moving around the terms
glable — %e‘“’ ce”(“ﬁuey ble _ e"?0,e, ab, (5.40)
where the following neat trick can be used
écab _ é(cb)a + é(ca)b . é(ab)c' (541)

The expression becomes

écab _ % nv dna(ca e, b)d Euuaa e, cb + geuu dnb(cauey a)d Euubauey ca
SE;U/ c(aa e, b)d+euyca e,

= %e ”dn“ C@ue,, — 2¢m(eg e,, ¢+ e‘“’ an’ ) e, M — (5.42)
. %Guu dnc(aa‘uey b)d + Eyl/cauey

2 b d b b
= 36" " 0ue, " — 26“”(“@6” e 4 "0 e, ",

where
e, " = e, (5.43)
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5.3.2 The P, projection

3x5

FOE1) = dé® — 2 A Q¥ g — (el AP — Tr[]) = 0. (5.44)

This expression relates @® to €% in the same way €% was related to e® in sec-
tion 5.3.1 and if the same procedure is followed, the expression for @ becomes

~cab __ pv(ag 5 b)c 1 cuvyg 5 ab 1, ab _pv ~ cd
O = e"9,e, 5€1 0,8, sn"e" 40,6, . (5.45)

5.3.3 The P, projection
Fafﬁ) = —ep AP + %ec A%y — 2e® N b=0. (5.46)

The anti-symmetry of the curved indices can be represented with one index using a
Levi-Civita symbol

et (—eubd),, ba + %6# “w, d€cda - 26# al;l/) =0. (547>

This equation has two free indices and hence 3 x 3 = 5 + 3 4+ 1 degrees of freedom.
These 5, 3 and 1 parts can be examined separately by considering the symmetric,
antisymmetric, and trace parts of the free indices to get the 5, 3 and 1 parts,
respectively. Start with the 1 part by multiplying eq. (5.47) with e,

e o (—ewi, "+ 3e, @, Y ® — 2¢, %D, ) =
(~eu b B e = 26, (5.48)

v ~ ba 3 v ~ d_ ac v T
= —€" gy, " + €7 g0y, “€q 1 — 26" b, = 0,

which simplifyes to
@, =e,"0=0 = w =0, (5.49)

when the gauge @, ¢ = e, %@ is used, and hence, @, * = 0. Continue with the 3 part
by multiplying eq. (5.47) by €upx

~ ba | 3 c~ d 7
€aor € (—eubwy “+5e, W, Yea® — 2e, aby) =

Z (5.50)
= —€aor€ 70, " — 26,507 D,0.
Simplifying the Levi-Civita symbols
— (OKab — expe” o) @, 2 — 40Kb, = —@0\ " 4 + Dar * — 4by = 0, (5.51)
which gives the expression 3
by = 100" (5.52)

Now for the 5 part. What is done here is to symmetrize between the two free indices
aand 0 =c¢

e“”ce#bd),, ba + e‘“’“eubdzy be + 26“”06u abl, + 26“1}&6# be =
=€ VC(DV ba + € Va(:JV be + 2€aucbl/ + zecyaby —
= 26, V(Q(IJV )b 4€V(ac)b,, _

= 26,"0, 9" = 0.

(5.53)
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5.3.4 The M,y projection

F53) = do®™ + 3e A fleq? — (el A fO) —Tr[]) = 0. (5.54)
Solving this using the procedure from section 5.3.1 gives

3 = 9,0, " — 26,0, V¢ 4 2 ™80, 4+ 2nla fO) — 2y fe (5 55)

5.3.5 The M, projection

F53) = do® — 3ey A f — 3e? A fe* = 0. (5.56)

Use a Levi-Civita symbol for anti-symmetry and examine the 1, 3 and 5 parts of
the equation separately. Start with the 1 part, the trace

eoac" (=3euwfu " = 3eu"fu ) = € o (3fu * = 3f ") =
= 36" o fuu " +6¢” f© = 66" o f, = 6¢"c (&, fy+e,°f) = (5.57)

A

—18f=0 = f=o.
using the gauge fu *=¢, “bfb + ey af. Continue with the anti-symmetric 3 part

arre (3fu® = 3F, %6 ?) = (" 8% — € u8%) (3 ® — 3, 6 ®) =
=3fax® =3 = 3w+ 3fa‘erc " =
=3fun "+ 3farn” = 3far " + 3. foerc =
=3fn+6H=0 = fo=—1fa."
Finish with the symmetric 5 part
BEWCJEW ay 3e,wafw ¢ _3ehvee bd]?deub o _ gewvac bd]?deub c_

_ 6€,uu(af~lw ©) _ 3epvee bdfdeub a_ gemac bd]ﬁdGMb c_

_ 6€,u1/(af~uu © _3 (eubncd . epdnbc> fdeuba _3 (e,ubnad . eudnba) fdf,ubc _

— Ge“V(GfW ) _ 6f(a€u M4 613”6# (ac) _

S 6 f, 0 =0 = vef, D =

(5.58)

(5.59)

5.3.6 The D projection

Feoy=db—8e* A f, =0, (5.60)
which in tensors read
7 (88— Seufoa) = E0Ob, + B, =
= 70,b, + e €0 [ = (5.61)

— 7 0,b, — 87,
giving the relation between fu and Bu

fr=3em9,b, = fua® = —3€."0,b,. (5.62)

39



5. Spin 3

5.3.7 The K, projection

3x5

F3) = dfod — 4e¢ A fhlae, b = 0. (5.63)

Solving this using the procedure from section 5.3.1 gives

4fcab _ 2€uu(aauf'y b)c Guucauf‘y ab %EMV dnabauf'l/ cd' (564)

5.3.8 The K, projection

3x3

Fols) = dfe — 6e, A foo = 0. (5.65)
Start with the 1 part
Guyaa,u.fua - 6€byafzxab = 6'“”&8#.]?1/0, =
= e“”aaue,,w\f)‘ = (5.66)
= —20,f* =0.

Now the 3 part
a\ _pve 3 a\ bve _ va Ap pa v ro va b ba v _
€O, fra — 6 € frap = <e gt —etg ) Oufva —6 (e e ng ) foap =

:aAfyu_aﬂfAu_nyu)\_'_(Sf)\aa:
= —0,f™ —6f,"=0.

(5.67)
Lastly, the 5 part
e’“’(aﬁuﬁ, b) 4 6€/W(afw/ €) _ a(afb) _ Qnab@ufu + GEW(afW <) — (5.68)
=9l fb 4 66“"(afw ) '
5.3.9 The K, projection
Fob{on = df*t = 0. (5.69)

This is the last equation in graded order and is the one corresponding to section 4.3.4.
It can hence be interpreted as the spin-3 Cotton equation, with f, @ the spin-3
Schouten tensor.

40



5. Spin 3

5.4 Solving the spin-3 Bianchi identity DF' =0

Using the method from section 4.4, the full projection of the spin-3 Bianchi identity
DF = 0 is found. With gauge choices implemented as determined in section 5.2,

the projections looks as

DF|, = DF®0) — 2F¢1,1) A eXeg® + 2b A F(4,0) — 2% A F(1,0)+
+ e AFM3 e — (Fly Ae?) —Tr[]) — FE20) A eloey D+
+ (Floae?) —Tx[]) =0,

DF|p = DF®@31) — 2e¢ A FU(2.2)e,4) — (el@ A FP(22) — Tr [])—
— 41 A FH 404" — F(1,1) A 6% + 2F¢(2,0) A 00y D+
+ (F("(z,o) AP —Tr[]) + 4F°02) A eXe gt —
—2F°1,1) A élae ) =0,

DF|; = DF31) — ey A F*2.2) + SeP A Fe22)e" o — 2e* A F(2.2)+
+ 6.1y A FP%4,0) — F(1,1) A 8% — FP(1,1) A €%€% e + Fp(2,0) A &P
— %Fb(2,0) A Q% e + 2F%2,0) A b — 6F}0,2) A €@ = 0,

DF|y = DF®22) 43¢ A FU13)eq?) — 3F°20) A %" —
— (e AFY 13— Tr]]) + (Fle@o) A f2) — Tr )+

(5.70)

(5.71)

(5.72)

(5.73)

+3f¢ A Flag, 1)ecd b —3F°0.2) A e %" 4+ (f@ A FY(31) — Tr[])—

— (Fo2) A f2) —Tr[]) — 2F¢11) A @%eeq® =0,
DF|;, = DF®22) — 3ey A F**(1,3) — 3¢ A Fe(1,3)€% b + 3 f A FP(3,1)—
—3fb/\FC 3,1)€% pe + 3Fp(2,0) fb“—|—3Fb 2,0) A\ fC€% po—
— 3F}0,2) A &% 4 3Fb(0,2) A é%% . — FP(1,1) A %% o = 0,

DF]D = DF@2.2) — fe A F,1,3) + %F“(?,O) A fo+ %f" A Fy3,1)—
— %F“(o )N é, =0,

DF|; = DF®13) — 4e A FU (0 4)e,q®) — 2F¢ A FUago, 2)ecd b)

(5.74)

(5.75)

(5.76)

+ (f(“ A FY22) — Tr [) +4F¢@2,0) A fHae ;) 4 2F¢0,2) A N e q?) —

— (P02 A&Y = Tr[) = 2P0 A flee® + Fan A o =0,

DF|z = DF%(13) — 6ep A Fb04) + fyo A FP%2.2) + 3 0 A Fe2.2)€p. “+ (5.77)
+2f% N F(22) + 6F,(2,0) A f2 — Fy0,2) A @b — 3Fb0,2) A ey O—
—2F%02) Ab— FP1) A feee® + Fan) A f* =0,

DF|, = = DF%0a) + f¢ A FU13)e.q + (@A FY 13 — Tr[])— (5.78)
— Fe02) A fHoeqt) —(Fle2) A f2) —Tr[]) — 2F¢a1) A fH %40+

+2F1 1) A f% =0.
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However, these equations are very large and hard to solve, which is why the linearized
versions of these is used here as well.

DF|, = dF®0) + e A FU@ e — (FeanAed) —Tr]]) =0, (5.79)
ab
DF|, = dE3,1) — 2e¢ A FU22)€,4% — (el A FP22) — Tr[]) = 0, (5.80)
ab
DF|_ =dF*31) — ey A F*22) + 3eb/\FC(22)e be — 24 N\ F(2,2)— (5.81)
‘ 3Fb(20)/\(,u€ pe = 0,
DF|_ = dF®e2 +3e° A FUuseq” — (e A FPas) — Tr )+ (5.82)
T (FCea A =T ]) - (FPo A f = Tr]) =0,
DF 0= = dF%22) — 3ep A FP(1,3) — 3e® A F(1,3)€% pot (5.83)
¢ + 3F%2,0) A fce pe — FP(1,1) A 0%y, = 0,
DF|, =dFe2 — 3¢ A F,03 + SF00 A f, =0, (5.84)
DF|. = dF™13) — 4e° A FU00e0? — (F02) AP — Tr[])— (5.85)
o —2F°a) A fUeey? =0,
DF[( = dF*(1;3) — 6ey A F™0,4) — 3Fb(oz)/\(,u €pe “— (5.86)
‘ — Fa /\fcebc —I—F11)/\f“—0
DF| =dF®o4 — (F%02 A f? —Tr[]) = 0. (5.87)

ab

Note that some terms containing @ or f® are included. After the gauge choises
were made, these both obtained an explicit e* term which must be included.

5.4.1 The minimal assumption
The minimal assumption in the spin-3 case is analoguous to the assumption in the

spin-2 case (section 4.4.1), which means that the (4,0) part of F' is set to zero, but
the others are kept as they are. This changes the expression in eq. (5.79) to

DF

= e A F 3 1)e.," — FO@ A e + %n“ch(371) Ne, =0, (5.88)

ab

while the others stay the same. The next thing to do is to check that these equations
still are identities. This leads to quite a few long calculations that are similar to
each other, hence only the first two equations will be detailed, since the others follow
using the same techniques.
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5.4.1.1 The first equation

Start by writing out eq. (5.88), implementing the anti-symmetry using a Levi-Civita
symbol

"%, °F,q A3 1y D) — "o F,, @@ 1e, P + %n“be“”"FMW(&l). (5.89)

Use the dreibeins to change indices in the Levi-Civita symbols and contract the two
Levi-Civita symbols in the first term

Fle by — F @by gy G“V(C‘FW b (3,1) + %n“be””"FHW(&l). (5.90)

The expressions for F}, ®(3,1) and F}, %3,1) are found in egs. (5.13) to (5.21)

F(a . b)l/(371) — a(aéy by _ € V(a(I),, byd __ %nab@u v %a}(ab)7 (591>
F, @ g1y = 0,6 — 350, (5.92)
F.. b1y = %eﬂd b, 4 — Ouy b_ 2e, %, (5.93)
Frve®31) = 264000, * — Gupo — 20000 (5.94)
Collecting the terms from eq. (5.90) gives
a(aéy by €4 V(a(:}l, b)d %nab(by v %(D(ab) . ayé(ab)l/ + gw(ab)_
— %e“”(aeud b)cDV d 4 e“”(a@l,u b) 4 QEMV(QGM b)l;V + %e“weud(;d}y d — (5.95)

— a(aéy br ayé(ab)l/.

To tell that this is zero, the assumption F®4,0 = 0 must be used. It makes it
possible to express €, @ in terms of e @ which was found in section 5.3.1, and is

écab = %E‘U'V d?”]abauey ed _ 2€“l/(aa‘u€y ble + Euycaueu ab' (596>

Hence, the expressions for €, * and é®" are

glaby _ %6”0 del/(aauea bd _ D6, ab, (5.97)
éy av — %6,“1/ dauelj ad) (598)

which when entered into the remaining terms of eq. (5.95) conveniently becomes

9,8 = 2 19,01, V7, (5.99)
0“e, P = e 40,01%, V7. (5.100)

Hence, eq. (5.88) is an identity.
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5.4.1.2 The second equation
The second equation of the spin-3 Bianchi identity is eq. (5.80)

DF

= dF%3,0) — 2e A FUag0)¢,.4 0 —
Fab (5.101)
- (6(“ A FY(22) — %n“bec A F.22)=0.

The main difference betwen this one and eq. (5.88) is that this one has the term
with a derivative acting on some projection of F' left. This derivative makes the
calculations somewhat shorter. Written out it is

dF®3,1) = dde® @) — 2d (ec A Haeb) Cd) —d(el* A @b — %n“bec A F.22) =
= —2de® A M) Ly + 2e° A do™ e ., — (de(“ AGY — %n“bdec A @)+
+ (e A di® — In®e A di.) =

= 2¢¢ A do™@e? ., + (e(a A do® — %nabec A dd,).
(5.102)
Where the assumption F'*2,0) = de® = 0 has to be remembered. Now look at the
other terms. They all contain a derivative in their F' terms which match these
derivatives up to the sign and hence, they all cancel. The terms not containing
derivatives in F*3,1) and F%@3,1) are

F a0y = 3¢ A floe, P — (e(“ A FO — %n“bec A fc), (5.103)
F22) = —3ey A f% — 3e° A fley”. (5.104)
When these are entered into eq. (5.101), all terms consist of at least two dreibeins

with wedges between them. Since the wedges anti-symmetrize and the dreibeins are
interchangeable, eq. (5.101) equals zero.
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5.4.2 Extending the minimal assumption

The most natural continuation of the minimal assumption is to continue according to
the graded order and set the next order of the F' projections to zero. The extension
is hence given by F®@3,1) = F%3,1) = 0, this causes trouble in the third equation
eq. (5.79), while the others are solved in using the same techiques that were used in
the previous section.

DF| =0=0, (5.105)
Pop
DF|, = —=2eA FAa0e,4% — (e A FY 2 — Tr[]) = 0, (5.106)
ab
DF 5= 6 A FP2.2) + %eb N F°2,2)€% po — 2e* N\ F(2,2)— (5.107)
¢ — %Fb@o) AN Q%€ . = 0,
DF|_ = DF®@2) + 3e“ A FU 1316 — (e A FPg) — Tr[])+ (5.108)
" + (Fl@oy A f) —Tr[]) — (Fo2 A f —Tr[]) =0,
DF = DF%22) — 3e, A Fbeq3) — 3eb A Fe(1,3)€® po+ (5.109)
“ +3F%2,0) A fee® . — FPa,1) A 0%y, = 0,
DF’D = DF@22) — %ea A Fo1,3) + %FQ(Q,O) A fa=0, (5.110)
le,:DW%@—%QMW%MWM—wwwww“—ﬁm— (5.111)
ab o 2FC(1,1) A fd(a€cd b) _ 0,
DF v = DF*1,3) — 6e, A Fbe0.4) — %Fbgoz) A WO€p, *— (5.112)
¢ — FPan A fee.® + Fany A f¢ =0,
DF| = DF%04 — (F0o2 A fY —Tr[]) = 0. (5.113)

ab

5.4.2.1 The third equation

Before starting on the third equation, there is one important trick that will be used
to solve it. It uses the fact that an anti-symmetrization over four indices, where the
value of the expression takes on three values (up to a sign), is zero. Practically, this
is used as

€achd - 6bcd(]a =+ 6cda[]b o 6dabU'c — 07 (5114)
which will be used to replace one term with three as
Eachd — 6bcha, o 6cdan + GdabUC. (5115)

Now, when the tools are ready, start with the third equation, remove all terms
containing two dreibeins and simplify the obtained expression

" 0y ™ + L 0,00, 7 (5.116)
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Here, use the trick just shown to cycle the indices in the first term to obtain

— €0, D" — FEM 0y, (5.117)

As this expression stand, it does not seem to be zero, what must be done is to use
eq. (5.45) to express the equation in terms of €, “°, which after simplification is

0,0, — 9,008, = 0, (9“8, — 9,el") (5.118)

which is the same as eq. (5.95) and it was shown to be zero.

5.4.3 The parabolic case

An approach that should work is to set the entire parabolic part of the algebra
to zero of reasons explained in appendix G. Doing so reduces egs. (5.79) to (5.87)
considerably, but also makes them harder to sove

DF|, =0, (5.119)
DF|, =0, (5.120)
DF|, =0, (5.121)
DF P 3e¢ A FU01 306" — (e AN FY 3 — Tr[]) = 0, (5.122)
DF|, = —3e A F*13) — 3e® A Fe(1,3)€% . = 0, (5.123)

DF]D = 3" AF,03 =0, (5.124)
DF| = DF®13) — 4e¢ A FU04)e,q? = 0, (5.125)
DF . = DF®13) — 6e, A F*0,4) = 0, (5.126)
DF| = DF®04 =0. (5.127)

ab

The first three of these equations does not need solving and the last three is the same
as before. The three in the middle, however, is somewhat problematic. Especially
the M® equation, which needs some extra trickery to solve.

Note that the f-terms are removed. They are gauged to have a part proportional to
ey, but the coefficient f in this proportionality were found to be zero in eq. (5.57).
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5.4.3.1 The fourth equation
The fourth equation is equivalent to
%Ecuuauﬁ/ daecd b_l_%ecuuaufy dbecd a__ %Ea,uuaufy b_%ebuuaufy a_{_%nabecuuaufyc’ (5128)

which after some Levi-Civita trickery and massageing becomes

300 f, P — 30, fln — gla fo) 4 Lyebg, fr. (5.129)
The last term is zero when using eq. (5.62) since
0, f" = 3€"70,0,b, = 0 (5.130)
and the first can be changed using eq. (5.58) giving
— 70 Y — 39, flabn (5.131)

but (using eq. (5.55))
3auf(ab)u _ 3a(afy by e;waaaaua}y ab a(afb) _ énabaofa _
= 79 f?
and eq. (5.131) is zero.

(5.132)

5.4.3.2 The fifth equation

The fifth equations is solved in a similar way to the third equaiton in the previous
case in section 5.4.2.1. Start with the equation

3¢, 0 f, ® + 360, f, “epe ® = 0. (5.133)

Again, use the trick of index cycling on the first term, one of the obtained terms are
zero, also simplify the last term and use eq. (5.58) to obtain

30, for © — 36 40, fu . (5.134)
Now use eq. (5.55) to express the equation in terms of @, *
0%, ™ + 00, " — MDY, — MO Dy Y, (5.135)

which will be zero when one more step is taken using eq. (5.45) to express it in terms
of e, ab
5.4.3.3 The sixth equation
The sixth equation written out with a Levi-Civita symbol is
€ Fya(13) = €7 (D, fo * = 6ey " four) = €70, fo " = 6™ [ =
— g, e

(5.136)

Using the gauge choise for f
€70, [, =", 0, f, = —2¢"°0, f, = O, f* (5.137)

and is zero using eq. (5.130). Hence the expression is an identity with the same
conclusion in the spin-3 case as in the spin-2 case (section 4.4.2.3): There is no
violation of the Bianchi Identity even if the theory is coupled to matter.
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Outlook

Continuing on this work, there are some natural extensions. The two closest ones
being to solve the non-linear versions of the equations and to look at even higher
spins than three [25]. Another interesting aspect would be to explore the quantized
versions [26], where the Poisson brackets are replaced with commutators, giving rise
to ordering problems in the algebra.

Interesting is also to find out what these theories actually mean by adding higher-
spin terms to the Lagrangian and se how/if this differs from the spin-2 case [24].
Here there would also be a goal to provide a closed expression for all the higher-spin
terms included in the Lagrangian.

Perhaps quite a bit into the future, higher-spin theories can be placed more accu-
rately in the landscape of theories of physics. It might be the key to understanding
several advanced theories such as string theory, the AdS/CFT correspondance and
M-theory, who knows? It will at least be very interesting to find out where this is
heading!
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A

Conventions

A.1 The Levi-Civita symbol

The Levi-Civita symbol €% is used extensively throughout this thesis and is a totally
anti-symmetric tensor density with weight 0. When an even number of Levi-Civita
symbols are found in a term, it is always possible to rewrite it as a number of
Kroenecker-delta functions 67. How it looks depends on if there are any contractions
between the different symbols.

b

€abc€abd = —2527 (
€™ oge = —204 = 8500 — O, (

€Meger = —6OL" = 63558 + 650064 + 846565 — 540005 — 8466 — 558°0h.  (

1)
2)
3)

Note that in three dimensions, the Levi-Civita symbol can be used to rewrite two
anti-symmetric indices as one index:

Al
Al

RMV ¢ = _%RMV bcebc “ = R/W = eab CRMV “. (A4)

For the Riemann tensor, there is also a possibility to use the Levi-Civita symbol to
obtain the Ricci tensor

Rul/ = _R/LO')\GU)\ v (A5)

A.2 Gamma matrices in 2+1 dimensions

The three gamma matrices 7°, 7!, and 72 constitutes a basis for the real traceless
2 %X 2 matrices realized in terms of the Pauli-sigma matrices as

=@ = ). (A6)

The full basis for real 2 x 2 matrices are obtained by including v°y'4? = 15.5.
The spinor indices «, (3, . .. are raised or lowered using €. Note that with both indices
down, all v’s are symmetric

=g )0 0= (5 ) ewe=(] ) @
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To make caluculations with the gamma matrices, the Fierz identities are very useful

() (as(Ya)y) * =0, (A.8)
(e (7177 = € (1) o 763, (A.9)
(V) s(1M))* = =36 (1) (as05), (A.10)
(7)as(1a)" = 2070 " ()3 *- (A.11)

These are obtained by projection onto the basis elements. For instance, the first
of these (eq. (A.8)) is found by projecting a3 onto the symmetric basis (7°)*?, the
anti-symmetric part of the basis can be ignored, since af are symmetrized. This
leads to

(") (1) @s(a) = () (1) as(a)y ° +2(0") P (1) ey (V)5 ° =
b( ) +2(’7a7b’7a>75: (A.12)

(7", = 2(v),° =0.

= (v
2
2

The second to last equality follows from writing out the expressions for (v%7%y,), °
and finding that these are —(7?),?. Using similar methods, the rest of the Fierz
identities are found.

A.3 Groups vs. group algebra

There are many discussions in this thesis regarding different groups and their algebra.
When a group is discussed in general, such as a gauge symmetry, the group is written
with upper case letters, e.g. SO(2,3). If the group is written with lower case letters,
e.g. so(2,3), it is the (Lie) algebra of the group that it refers to. In some arguments
it is very important to separate the group from its algebra, since the arguments
might be invalid if the group is considered instead of its algebra, or the other way
around.

A.4 Equality

In some places in this thesis the symbol = is used instead of =. This is used when
the equality only relates parts of the right hand side to the left hand side, or where
the expressions contains the same information, but are not strictly equal. What the
difference is in a specific case should be clear from the circumstances it is used.
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B

Introduction to forms

B.1 Theory

The language of forms is sometimes used in physics, especially when dealing with
differential equations. In short, (differential) forms are a convenient way of combin-
ing a quantity with its differential. As an example, consider some field A, and its
differential dx*, the contraction of these can be expressed as

A=A,dx", (B.1)

where A is a so-called 1-form. It is a 1-form since it contains one differential. The
integral over A, now takes the quite short appearance

/A. (B.2)

This is generalized to p-forms, which are forms containing p differentials. A higher
dimensional p-form B consists of B, .., and its differentials dz** ... dx*» is in forms

expressed as
1
B=—-—B
p!
where A denotes the wedge, or exterior, product defined below. Yet again, a very
simple expression is obtained for the integral over B

dxt A - A\ datr, (B.3)

Hi---Hp

/B. (B4)

The wedge product introduced above is an anti-symmetrized product and hence
exhibit the following
dx" A dat? = —dxt A dat? (B.5)

for any two differentials in the product. It follows that if any p- and g-forms are
interchanged, the sign of the expression changes as

AANB=(—1)PBA A, (B.6)

for A a p-form and B a ¢-form. Another important object to introduce when con-
sidering forms is the exterior derivative, d, which is defined by

dA = 0,A Ndz" B.7
i
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and turns any p-form into a p + 1-form. It has the very useful property that d* = 0,
since the partial derivatives acting on an expression commute and the wedge product
is anti-symmetric, hence d? acting on any object must be zero. The calculation is
quite short

d’A = 0,0, ANdz" Nda” = —0,0,ANdx” Ndx! = —0,0,ANdx” Ndz' = 0. (B.8)

The last equality follows from the fact that the first and last written-out expression
is the same up to the sign (notice that the indices are relabeled) and must hence be
zZero.

Another important object in the language of forms is the dual of a form F', denoted
«F'. This will not be used extensively, but is nonetheless an imortant part of the
form language. It takes a p-form in a d-dimensional space and creates a (d — p)-form
and does this in a certain manner. In three dimensions the following is in some sense
true

«(ANB)=AxB. (B.9)

In general dimensions, it is not as easy, but the dual can be written in the following
way for a k-form in n-dimensional space

*(eh/\"'/\eik) /\"'/\eim (Bl())

= Cipyy

where 7y,...,17, is an even permutation of 1,...,n. Uneven permutations follows
from the definition of the wedge product.

B.2 Examples

B.2.1 The Bianchi identity of I

A good example on forms is the Bianchi identity of the electromagnetic tensor F,
which states DF = 0. First, the form equivalence of F*¥ is obtained by acting, on
some state ®, twice with the covariant derivative D = d + A,

DD® = (d+ A)(d+ A)® = (d* + dA + Ad + A*)® = (dA + A*)® + Add. (B.11)

The terms that “stands on their own” in front of ® are taken to be F', while the last
term with a derivative acting on ® is dropped. F' is now expressed as

F=dA+ A (B.12)
The Bianchi identity for this F' is most easily found by first considering dF’,

dF = d(dA + A?) = A + dA? = dAA — AdA =
= dAA + AP — AdA — A% = (dA + A%)A — A(dA + A?) = (B.13)
— FA— AF = [F, A].

Continuing, care must be taken when writing out the expression for DF' since

DF = (d + A)F # dF + AF. (B.14)
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What must be taken into account is that both A and F' is matrix-valued and hence
DF = (d+ A)F =dF + [A, F], (B.15)

which immediately gives the Bianchi identity
DF = [F,A] + [A, F] = 0. (B.16)

B.2.2 Maxwell’s equations written in forms

Maxwell’s equations in tensor notation is very neatly written as

O, F,y =0, (B.17)
0, F"" = J", (B.18)

but can be written even shorter using forms. Identifying the elements in F' as two-
forms, F' can be written as

F = —E,dtNdx—E,dt \dy— E,dt N\dz+ B,dy Ndz+ Bydz Ndx+ B,dx Ndy. (B.19)

Now, since the first of Maxwell’s equations is a derivative acting on F' with anti-
symmetric indices, the expression dF' is a good place to start. It is

dF = 0, Fdt + 0, Fdx + 0,Fdy + 0. Fdz =

= =0 B, dt Ndx Ndy — 0. Eydt Ndy Ndz + 0, E.dt ANdx N\ dz—
— 0, E dt Ndx N dz + 0, Eydt Ndx A\ dy + 0y E.dt A dy N dz+
+ 0, Bydt Ndy N\ dz + 0,B,dt N dx N\ dy + 0, Bydt A dz N\ dx+
+ 0, Bydx Ndy N dz + 0yBydy N dz N dx + 0.B.dz Ndx N\ dy =

= (0B, — 0,E, + 0, B,) dt N dx A dy+ (B.20)
+ (0.E, — 0.E, + 0:By) dt \dzx N\ dz+
+ (0yE. — 0.Ey + 0,B,) dt N dy N dz+
+ (0;B; + 0,B, + 0,B,)dx Ndy N\ dz =

= ((Vx E). + =) dt ndr Ady + ((V x E)y + 222 ) dt Adw A dzt

+ ((V x E)y+ 2=)dt Ady Adz+ (V- B) do A dy A dz,

but it is known from Maxwell’s equations that this equals zero, since putting dF' = 0
and writing the terms out gives

V-B=0, (B.21)
. 0B

E="" B.22

V x T ( )

These two equations are two of the ordinary Maxwell’s equations and what is meant
by the tensorial expression d;,F, = 0.
For the rest of Maxwell’s equations, first condider the expression for /', which is

«F' = E,dy/Ndz+ Ey,dz Ndx+ E.de Ndy+ B,dt Ndx+ Bydt Ndy+ B,dt Ndz. (B.23)
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Now use this #F' instead of F' and hit it with an exterior derivative

dxF' = Oyx Fdt + O, Fdx + OyxFdy + 0. Fdz =
= (=(V x B). + 2=) dt Adx Ndy + (—(V x B), + %5) dt A dw A dz+

+ (=(V x B)y + 2= ) dt Ady Ndz + (V- E) dx Ady A dz,

ot
(B.24)

which if the following expression is introduced
J=pdr Ndy Ndz — Jdt Ndy Ndz — Jydt Ndz ANdx — J.dt Ndy ANdz,  (B.25)

gives the last of Maxwell’s equations through dxF = J. To put it all together,
Maxwell’s equations in form language can be written as

dF =0, (B.26)
dxF = J. (B.27)

The first of these expression is recognized as the Bianchi Identity when generalized
to curved space.
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Zero-Torsion

The zero torsion condition De® = 0 can be used to solve for w in terms of ¢, *. Here
it is made in general dimensions, where the zero torsion condition can be written as

Open) * +wp* ey = 0. (C.1)
Lower all indices and change u,v — b, ¢
" 16" Ouea + Wiplad)0g = €" 1" GOuCua + Wit = €" p€” GOuEra — Winda = 0, (C.2)
hence, with some index relabeling
Wiable = € [a€” 5)0Cuec. (C.3)
Now, using another neat trick and rewrite
Wiable + Wica]p — Wibda = Wabes (C.4)

which is easily checked by remembering that wg,. is anti-symmetric under b <> ¢
exchange. Using this expression for w,. results in the three terms

Wabe = e’ [aey b]aael/c + e [cey a]aaeub —e? [beu c]aael/a- (05)
Raise b, ¢ and convert a to p to end up with the final expression

Wy be — (556”1’8[06”} “+ e 0, b_ e"[bec]"e“a&,ey "= (C.6)
_ 26”[130[“6,,] d ea[bec]ueuaaaey a .
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D

Conformal invariance of
Lagrangian terms

A conformal transformation is a transformation leaving the metric invariant up to

a constant, i.e.

Q()

G — eQ(I)gW = g — e g, (D.1)

The term Q(z) is some scalar-valued function of the position in spacetime. Be-
low, some terms are shown and how they are seen to be invariant under such a
transformation.

D.1 Invariance of anti-symmetric scalar
In four dimensions, the following scalar can be created

N, Fyy. (D.2)
Its invariance is trivial since e transforms as

HoX

e (D.3)

Since there is no need for F},, to transform it can be left as it is, making invariance
trivial.

D.2 Invariance of F, "

To show conformal invariance of F),,, F'*¥, start by writing out how the different parts
of the expression transforms. First, notice how the scale factor \/—g transforms

V=g — ez /=g, (D.4)

The entire expression now transforms as

V=gF,F" ¢ 00 SR, P (D.5)
and is trivially invariant for D = 4 (but not for other dimensions).
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D. Conformal invariance of Lagrangian terms

D.3 Invariance of the kinetic term

Start with a massless kinetic term

£ = /=50,60"¢ (D6)
and continue with the conformal transformations
G — eQQ(JC)gW, V—g — eP¥@) /g, (D.7)
This makes £ transform as
L= /=g0,0"¢ — LU /=90, 6 0"¢'. (D.8)
To cancel the @2 factor ¢ must transform as
¢ — ¢lel7D% — 5370, (D.9)

Performing the transformation, partial integration and dropping constant terms
leaves

V90,606~ V=g |0,00"0 + (452) 60 (9,07 + (32) @000 . (D.10)

where d is the number of spacetime dimensions (not spatial dimensions). This is, as
seen, not an invariant term. To fix it, another term must be added to the Lagrangian.
The only scalar available in a massless theory related to coordinate transformation
is the Ricci scalar. The Ricci scalar R transforms as (obtained by the transformation
of the affine connection, followed by the Riemann tensor, Ricci tensor and finally
the Ricci scalar)

R— e (R—2(d—1)D*Q+ (d - 1)(d - 2) (9,2)°), (D.11)
making the entire Lagrangian invariant with the right pre-factors

£ = V30,606 + 552 /=g60R. (D.12)

This transformation can also be made with vielbeins instead of with the metric. The
vielbeins transform covariantly as

€, — eQeZ, (D.13)

which is easily seen from its relation to the metric g, = eZeZnab. This makes the
spin connection transform as

Wy = w, 1,0 (D.14)

and following this through the Riemann tensor, the Ricci tensor and finally the Ricci
scalar, the same transformation as above is obtained

R— e (R=2(d—1)D*Q+ (d— 1)(d - 2) (9,2)*). (D.15)

Hence, both Einstein and Cartan gravity produces the same invariant Lagrangian
terms.
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Chern-Simons like variational
general relativity

Here are some Chern-Simons and Chern-Simons like Lagrangians varied. First is two
invariant general Chern-Simons Lagrangians from gauge theory, which is followed
by the variation of some Chern-Simons like gravitational Lagrangians.

E.1 Chern-Simons Lagrangian

E.1.1 Three-dimensional abelian electromagnetic gauge in-
variance

Consider the integral over the field strength ' = A A dA and introduce the gauge
transformation A — A + dA. This transforms the expression as

[ANdA = [(A+dr) A (aA +ddN) = [ (AdA +dA A dA) =
/ B.1
:/[AquLd(A/\dA)}:/A/\dA, ()

where the last equality follows from a total derivative. The dd-terms vanishes since
two exterior derivatives on any field is identically zero (eq. (B.8)).

E.1.2 Three-dimensional non-abelian electromagnetic gauge
invariance

The gauge-transformation is now written as
Ay = g7 Aug + 97109, (E.2)

which, if the action from the abelian case is used, is not invariant and another term
must be included. Adding this term gives the Chern-Simons action

Sug = /d3$6uu0Tr [3A,0,4, + 3A,AA, | (E.3)
Which now transforms as
1
Scs — Scs — g/d?’xGWUTT [g_laltgg_laugg_laag} ; (E.4)
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E. Chern-Simons like variational general relativity

where the extra term is called the winding number of the gauge transformation ¢
and is most often imposed to be zero or a multiple of 2r. A way to understand
the winding number is in terms of string theory. If two points are identified, e.g.
to compactify the extra dimensions, and an open string has endings in both these
points, it will behave as a closed string, but with winding number 27. More tech-
nically, it tells the number of times a string is wound around space (a cylinder, a
torus, etc) in such a way that it cannot be shrunk into a point.

E.2 Three-dimensional gravitational variation

A gravitational Chern-Simons like action in three dimensions is

1 a
SCS == ?/6 /\Ra, (E5)

where

R, = dw, + %eabcwb A W€ (E.6)
is the Ricci-tensor expressed in terms of the spin connection. The Ricci-tensor in
general dimensions has two indices and the relation between these are given by

eq. (A.4). The expression in eq. (E.5) can be varied with respect to both e* and w®.
Start vary with respect to w®, this produces a variation of R,, which is

IR, = dow, + %eabc(&ub A w + Wb A Sw®) = dow, + €qpew” A S (E.7)
The variation of the action is

1 1
58 = — / " NOR, = — [ e A (d6wy + €apets” A Sw°), (E.8)

K2 K2

which after partial integration (and dropping a boundary term) becomes

1 1
4SS = ) /(—de“ + €apce” A W) A dw, = e /(—de +eAw)Adw. (E.9)
When the variation is put to zero, the zero-torsion condition is obtained

de+wANe=0. (E.10)

The sign on w A e comes from the anti-symmetry of the wedge product.
If the variation instead is made on e® and assuming that e® and w® are independent

1 a
(552?/(56/\Ra = R,=0. (E.11)

For the case where w® is expressed in terms of e, see appendix F.2.4.
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E.3 Four-dimensional gravitational variation

In four dimensions the Chern-Simons like action becomes

1
Scg = ? / e A e’ A RCdﬁabcd, (E.12)
with
R = dw + w o A w® (E.13)
or, written with tensors
RZ‘fj = 0uw0d » + 2w c[uwd’ o (E.14)

A variation of this action with respect to w results in
1 a b cd
5S0s = — / ¢ A e A SR e gy, (E.15)
K

where the variation of R is
SR™ = dow™ + 6w® . A w® + W o A Sw?® = Diw™®. (E.16)

The derivative on the dw-term is not wanted and is moved to one of the vielbeins
through partial integration, leading to

0Scs = % / €apea€® N TP A Sw, (E.17)
where T is the torsion coefficient and is given by
T = De = de® + w®y A e (E.18)
Since the variation must vanish for any dw, the following expression is obtained
€aped€” N TP = 6€gpeacy, “Tyo) * = 0. (E.19)

To get the same zero-torsion condition as in three dimensions, implement the anti-

symmetry with the Levi-Civita symbol and make the contraction e,

€apea” e, “Tyo ' = 2607 T,0 " = 12T "e* 4 = 0, (E.20)
or
6Tpce " = Ty 0’ + Tog + Tip e o — TP g — Ty — Thoae* o =

E.21
:2<Tcd)\+Tbcbe>\d+Tdbb€)\c> =0. ( )

Closing A with d makes the two last terms vanish (notice that D is the total dimen-
sion, not the covariant derivative)

ekd(Tcd)\+Tbcb€)\d+Tdbb€)\c) =T+ DTy + Tht =

(E.22)
=D, =0 = T\ =0,
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which makes the expression (E.21) state
T..* =0. (E.23)

The variation with respect to e® is

1
58 = —/ ((56“ A€l 4 e A (5eb) A R%qpea =

K2

5 (E.24)
=—= / oe* N eb VAN RCdGchd = G#VU)\Eabcd = 52R =0,
K
which means (with R the Ricci tensor 2-form)
R=0. (E.25)
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The Schouten tensor

The Schouten tensor is mentioned in general relativity as a part of the Riemann
tensor and appears in several places in this thesis, especially since it is a part of the
Cotton tensor. Here, it is derived from an expression for the Riemann tensor and
some features of the Cotton tensor is shown.

F.1 Derivation
The Riemann tensor R, °* in general relativity can be expressed as
Ry ™ = W ™ + 46175, V. (F.1)

Where W, 7 is the Weyl tensor and S, ¥ is the Schouten tensor. However, in three
dimensions, an anti-symmetry in two indices can be represented using one index by
contraction using a Levi-Civita symbol. Since the Weyl tensor is identically zero for
arbitrary curvature in three dimensions, all information of the Riemann tensor is
contained in the Schouten tensor. The Riemann tensor is expressed in terms of the
Schouten tensor as

Ry, ™ = 4878, ", (F.2)

which means that the Schouten tensor can be solved for in terms of the Riemann
tensor. Multiply everything by €, (the factor of —2 comes from eq. (A.4))

— 2Ry, = 4€52,07,5, (F.3)
and now by €™
T _ [7V] so A [T v] __ T T
— 2R, T = 860,075 = =838, " = 2 (5,7 + 5}.5) (F.4)

where S = S, #. The trace of S,7 is obtain by closing i and 7 in the expression,
giving
R=8+38=48 = S=1IR (F.5)

and the final expression for the Schouten tensor is

1
SMV = R,u,y - ZQMVR. (FG)
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F.2 The Cotton tensor

The Cotton Tensor
Chv = €47 Spy = €7Dy (Rpy — 19, R) (F.7)

is a field taking on the role of the Weyl tensor in three spacetime dimensions in the
sense that a conformally flat space has a vanishing Cotton tensor. Hence, it is of
interest to not demand the Cotton tensor to be zero if the theory is to be coupled
to other fields (matter, radiation, etc).

F.2.1 Symmetry of the Cotton tensor

The Cotton tensor is symmetric in its two indices, which can be shown by figuring

out that their anti-symmetric part is zero. Contract it with the Levi-Civita symbol
GMVA

€ Cly = €€, 7" Dy (Rpy — 19 R) = —204p Dy Ry — 16D, R =

(F.8)
= —DRy, + DyR" 5 — $0{D, R = =D" (Rox — $goAR) =0,

since the expression within the last set of parentheses is the contracted Bianchi
Identity.

F.2.2 Trace of the Cotton tensor

Another thing that can be important to know about the Cotton tensor is the trace.
It is obtained by contracting the two indices

9" Chy = €7Dy (Ryy — LgaR) = 0. (F.9)

Both R,, and g,, is symmetric and hence, when they are contracted with the Levi-
Civita symbol, the expression is zero.

F.2.3 Conformal invariance of the Cotton tensor

To make a conformal transformation of the Cotton tensor, note that it consists of R
and R,,, and the variation of these were found in appendix D. Hence, the variation
of the Cotton tensor follows from those calculations and it is found to be conserved.
This makes it a good candidate for a conserved current, especially since it can be
found via a variation of the Lagrangian.
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F.2.4 Variation of the Chern-Simons action

In appendix E.2 it was shown how to do a variation of a Chern-Simons like action
where w® was independent of e®. The case where w® is expressed in terms of e®
is shown here. Since the variation of w® must be covariant, there is only one real
candidate for the variation

a __ 1 _vo) a a b
W =577 (ep"eny — 2exew) Oy =
a 1 _vol a a b
= dw, "= 5€7" (e "eny — 2ex"eu) Dybes .

(F.10)
It is the expression for w®, but with a covariant derivative instead of a partial.
Entering this into the variation of the Lagrangian

0L =0w* NR, = %e”"’\ (e, “exn — 2ex “euw) Dyde, "Ryra™™ (F.11)

or

6L = 1 (€77 4™ — 26”7, ") Rz Dy0e, " (F.12)

D=

Partial integration gives

6L = —1 (€77 4™ — 2¢""€,") D, Ryrade, (F.13)

1
2

which is zero for all variations de, hence

(€77 pe™™ ™ — 2¢"7%, ") Dy Ryrq = 0. (F.14)
Now, recognizing that
GIWUR/“,U = R, et aRuyb = 2Rab (F15)
gives
7 vD,R—4¢"°*D, Ry, = 0. (F.16)
or
EVJaDl, (ﬁabR — 4Rba> 0. (Fl?)

Shuffle terms and changing to curved indices now gives the Cotton equation

€Dy (Ray — 1gaR) = 0. (F.18)
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The parabolic subalgebra

The parabolic subalgebra discussed in this thesis is a subalgebra which emerge when
keeping all brackets of the algebra that result in an element with ¢ > p (here ¢
denotes the number of ¢ spinors and similarly for p). When setting the parabolic
part of F' to zero (as done in section 5.4.3) all projected fields F'(¢,p) where g > p are
set to zero, while the fields F(q¢p) with ¢ < p are kept. Note that if the bracket of
one element consists of two ¢ spinors (i.e. P*) and another element has m ¢ spinors
and n p spinors, the result will be an element with m + 1 ¢ spinors and n — 1 p
spinors, moving a step up according to the grading order. This follows since the
Poisson bracket removes one g and one p from the total number of ¢ and p spinors of
the elements that are included in the bracket yielding it non-zero. Similarly, if one
element consists of only two p spinors, the result is one step down in the grading
order. This means that if only the parabolic part of the equation F' = 0 is assumed,
i.e. all terms with ¢ > p are set to zero, there will not remain any elements whos’
bracket is an element with a grade (transformation under D, or, equivalently g — p)
higher or equal to zero. Hence, if the projection onto a closed subgroup of the
algebra is removed, what is left of the Bianchi Identities should still be zero, which
is exactly what is proved in this thesis.

A bit more technical, the full higher-spin algebra can be thought of in terms of the
matrix G.2. It is a matrix containing all basis elements ordered according to their
content of ¢ and p spinors, where ¢ spinors increase for each column and p spinors
increase for each row.

In the matrix G.1, the elements along the diagonal forms a solvable algebra and
it stays along the diagonal, while all off-diagonal elements are nilpotent, mean-
ing that for each pair of nilpotent elemens Jy and J, there exist an n such that
[...[[Jo, /], ] ..., J] =0, where n is the number of brackets. In other terms, all off-
diagonal terms will drift outwards, away from the diagonal and “escape” the matrix
(looking at the spin-2 and spin-3 brackets, this is seen to be true). Before explaining
how this relates to what is here called the parabolic part, the so-called Borel sub-
group must be introduced. To understand this, start with the general linear group
GL(N), this group has the generators (J™");; = 6;*97 for all m and n.

The algebra of the general linear group viewed as in the matrix G.1 where the
Cartan algebra (a solvable algebra), with elements called h, is placed on the diagonal
(m = n) and elements above (or below) the diagonal, called e (m > n) and f (m < n)
respectively, are nilpotent. The Borel algebra of this is all the h and e elements (B™),
or all h and f elements (B~). In other words, taking all elements on the diagonal
together with all elements above or below will result in the Borel algebra, which is
the largest solveable subalgebra. This Borel algebra is also the minimal parabolic
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algebra, where the parabolic algebra is any closed algebra equal to or larger than the
Borel algebra, but smaller than the ambient (full) algebra. Hence, by picking the
elements contained above the black line in the matrix G.1, a non-minimal parabolic
algebra is obtained.

Figure G.1: The generator matrix for GL(N).

What in the rest of this thesis is refered to as the parabolic part of the algebra is
the maximal parabolic algebra of SO3(3,2). The SO(N) algebras are not as easily
explained or visualized as the GL(N) algebras. However, the maximal parabolic
subgroup of SO(3,2) is exactly the subgroup obtained by taking the terms with
q > p. Including more terms would mean including terms drifting away to other
terms and hence, the only algebra larger than the parabolic one is the ambient
algebra.

1 q q2 q3 q4 q5 qG

1 1 spin(3) P*  spin(2) P® spin(f) spin(4)
p spin(3)  mep spin(3) pepe spin(f) spin(4)
2

p K spin(2) wmetwen spin(l) spin(4)
P’ spin(3) ker ke spin(Z) spin(4)
p* K  spin(Z) spin(4)

P spin(%) spin(4)

p° spin(4)

Figure G.2: The matrix of higher-spin basis elements.

The elements in the matrix where it says spin(@)) contains basis elements of spin
@@ — 1, used to obtain fields of spin (). For instance, the basis elements having
spin 2 gives rise to spin-3 fields. The term 1 is the so-called central charge, an
element commuting with all other. The central charge is obtained when promoting
the ¢ and p fields to operators (¢, p — §, p, quantizing the system), which gives the
commutators such as

[spin(4), spin(4)] = spin(6) + spin(4) + spin(2), (G.1)
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where the central charge corresponds to spin 1 (see fig. G.2) and thus appears only
when commutating an odd-spin field with an even-spin field, as in

[spin(3), spin(2)] = spin(3) + spin(1), (G.2)

similarly to how the central charge (or conformal anomaly) appears through a double
contraction in the Virasoro algebra in string theory.
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Integrability of the system

Assume that the field strength F' = dA and that A = dA, making F' = 0 (follows
from eq. (B.8)). However, it is not clear if it is true the other way around as well,
ie. F =0= A = dA, but this is solved by the so-called Poincaré’s lemma [28]
stating that if 9,&s = 0, then (locally) &, = 0a¢.

To show this, start with the expressions

ddA N5 (A2)] = E5(Ax) + Az®B,Es5(A) (H.1)

and
9p [2°6a(A2)] = 05&a(A) + 2705(Ea(Ar)) = Ea(Ax) + Az 0alp(A1), (H.2)

where the last equality comes from 0j,§s = 0 and hence, these two expressions are
equal.

= )] = 85 [ ()] (13
Now, £ is given by X
£(x) = /0 AN € (), (H.4)

wich follows from differentiating the expression

0.6(@) = [ V0N = [ DS DGO = &ale). (1)

This means that locally F' = 0 = A = dA, this is called the integrability condition,
showing that the field strength F' can be used to solve for the potential A. In three
dimensions this can be done for all points in space, this follows from that there are
as many equations in /' = 0 as the number of degrees of freedom in A (remember
that F' is anti-symmetric). If there are more spacetime dimensions than three, the
system becomes overdetermined and extra constraints have to be set on A.

The same argument as above also holds for the Bianchi identity, saying that if
dF = 0, then locally F' = dA.

Following from these arguments, the linear case studied in this thesis states that
F = dA+eA = 0, which can be inverted when the theory considered is gravity since
e # 0 (follows from det(g) # 0), hence A = e"'dA. Showing that when gravity is
considered A can be expressed in terms of its derivative and the inverse dreibein.
From this, since all equations relates the fields in A to some derivative of A, the
parts of the equation F' = 0 that does not solve one part of the field in terms of
another must be identities. In other terms, the system is exactly soluble [29].
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