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Data-Driven Decision Making in Requirements Engineering

How Simulated Data Can Be Used for Data-Driven Requirement Validation and
Elicitation

Oscar Johansson and Axel Bergrahm
Department of Computer Science and Engineering
Chalmers University of Technology

Abstract

Requirements engineering is a discipline that is exploring the opportunities in be-
coming data-driven. Since requirements engineering is a decision-rich field, it is
drawing inspiration from the activities of data-driven decision making. The activi-
ties make use of data in different regards to improve the activities conducted within
requirements engineering. This thesis makes use of simulated data from industry
and investigates which factors that are important for improving decisions for re-
quirements engineering. To achieve this, a method for data-driven requirements
engineering is developed and is used as a catalyst for deriving these factors. The
result shows a set of important factors to consider making data driven requirements
validation and elicitation

Keywords: Requirements Engineering, Data-Driven Decision Making, Visualization,
Data-Driven Requirement Engineering
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1

Introduction

Becoming data-driven is an industry trend that is finding its footing. The disci-
pline of data-driven decision making (DDDM) has many definitions but the one
used in this thesis is: “Data-driven decision making is seen as a continuum in which
data must be transformed into information and, ultimately, actionable knowledge
through a set of cognitive skills and processes [1].” Further breakdown of DDDM
can be described as five activities, namely; data recording, data cleaning/integra-
tion/representation, data analysis, data visualization and decision making [27][30].
The DDDM activities are often juxtaposed with data science and big data with
regard to decision making and their respective benefits [5], such as productivity or
profitability [27](37]. Improvements from all these activities are also becoming ap-
parent in a wide array of fields [6][7][8][21]. Moreover, as more fields are seeing
improvements from becoming data-driven it is natural that others will attempt join-
ing suite to reap their potential benefits.

Requirements engineering (RE) is a discipline for managing requirements [16]. As
a discipline, RE is a decision-rich process and is being explored with activities from
DDDM [46]. A single requirement in RE is defined as a condition or capability
needed by a user to solve a problem or achieve an objective [42]. Holistically,
RE consists of six activities for managing requirements, namely: requirement elic-
itation/inception, requirement analysis/negotiation, system modeling, requirement
specification, requirement validation and requirement management [16]. This re-
search investigates two of the activities closely: validation and elicitation, as they
are closely linked to decision-making activities. Current research is investigating
possibilities for making requirements data-driven, where RE and DDDM activi-
ties are being combined and aims to pinpoint the changes to the practice it would
bring [21][24]. Emerging from these attempts comes the discipline of data-driven re-
quirements engineering (DDRE) [20]. It is believed that making requirements more
data-driven will bring benefits to the discipline but the challenge is to derive how
[27].

To the best of our knowledge, there seems to exist a gap in the research where
practical attempts are made to understand what factors are important for combining
DDDM and RE. Most research centered around RE activities are based solely on
software systems [22][14]. Therefore, to fill this gap, we conducted a case study [38]
using design science [19] at Huawei, Gothenburg, where the decision-making process
is done by the users. Conforming with the activities in DDDM and RE, a DDRE
method is developed with a focus on validating and eliciting requirements with data.
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1.1 Project Description

Huawei Sweden is currently developing a software artefact named Coffee Grinder,
which is a simulation tool for 5G base-station placement. The simulations produce
a lot of data and the need from the company’s perspective is to be able to visualize
the data and validate their internal requirements.

The project description from our perspective this is to create a partner software
artefact to the Coffee Grinder’s simulation results. Into the artefact, well-formed
techniques from the research domain are matched with the functional needs of the
employees from the company. An array of techniques are implemented and evaluated
during the span of the project, if they are mismatched during an evaluation, other
techniques are tested for fitness to the company domain.

Runtime

opick
Z i

Storage // Collection Analytics\

Decisions

(o]
———
XU\/

Figure 1.1: Project process, where the highlighted square contains the parts this
research mainly focuses on

1.1.1 The Coffee Grinder

The Coffee Grinder simulator evaluates trillions of potential paths in a 3D environ-
ment, these paths are first reduced by GPU acceleration and then further reduced
in CPU post-processing. Still, the output of the simulator contains vast amounts of
information. To be able to make the right decisions for the users, this information
needs to be presented in a way to assist the decision making. Statistics, 3D visual-
izations, graphs etc needs to be generated from a large number of different variables.
The project aims to create a Python-based application that loads simulation results
from Coffee Grinder and visualizes them according to the needs in the industry.
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This method will be an essential feature of the simulator for the projects in 2020
and forward.

Given the Coffee Grinder, the problem statement would implicitly be that we imple-
ment the project description and embed a domain-specific decision support system.
This support system will be confined to only collecting and implying data directly
mapped to requested, necessary, decisions points. Moreover, the project implemen-
tation itself will be used for decision-making and thus we may have an interesting
comparison point to be made if the proposed decision support system performs
better or worse than the envisioned tool for visualization alone.

For Huawei, this will potentially give the stakeholders a stronger basis for making
decisions about their 5G development in the future. The data will be used as
performance indicators for 5G technology. Ideally, the data will be packaged in a
way such that it can be used for new requirements and decision-making on some
designed area of interest, both in traditional and novel ways. Finally, applying the
thesis idea onto a system like this can imply assertions on how well suited the thesis
is for similar projects. If the idea is successful it may serve as a steppingstone
of encouragement to conduct further research in developing these product-specific
subsystems that are separated from the concern of outside-acting variables. Figure
1.1 shows how our project process looks like and the highlighted square is where we
have put most of the focus in the research. The simulations generate simulation data
during run-time that is stored in a database structure. That data is then collected
by the software and visualized so it can be analyzed by the users. The insights from
the analytics are then used to make decisions regarding a certain algorithm or setup.
This process can also be seen as a validation process because the KPI:s are used
to see if a certain algorithm meets the customer needs. These are values that are
attached to a requirement, which means that the users are checking if the KPI:s are
within certain KPI target values and that reflects what the customer wants.
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Background and Related work

This chapter provides background information and related work for the thesis. Im-
portant topics the thesis grounded inspiration from and is supported by is brought
up in the following sections.

2.1 Data Driven Decision Making

Data-driven decision making (DDDM) has many definitions in the literature, ac-
cording to Mandinach et al [40] DDDM highlights the salient role of data in decision
making which refers to choosing a course of action from a set of options based on
data. Despite a large amount of data available, decisions from managers are typi-
cally subjective, frequently inconsistent, and often lack explanations as well as links
to which data and evidence they were based on [27]. The idea is that if there exists
evidence for why a decision should be better than another, then the rationality is to
conform with the evidence and let the data speak. The practice of DDDM can be
divided into five activities, namely: data recording, data cleaning/integration/repre-
sentation, data analysis, data visualization and decision making [30]. Data recording
activity envelopes storage of data, data cleaning picks out the relevant data and re-
moves unwanted data, data analysis is about getting an understanding of the data
that is then visualized in the data visualization step. Finally, the insights given by
the visualizations create the basis that the decisions are made upon. In practice
though, it is not always possible, nor practical, to only make decisions on data and
is:

“best used by those who reflect on their own practice as a mechanism for
improvement.” [23]

Meaning that in the end, someone’s judgement should be evaluating the data and the
potential worst outcomes from decisions made. Most of the research made has been
in an educational setting [39], and some research has been made in agile software
setting [27], but more research has to be made with respect to other fields. Fields
where data-driven practices are embraced to full extent include Business Intelligence
(BI) [2][3], Big Data (BD) [4][5] and Data Science (DS) [5][13].

BI can be categorized as “a data-driven decision support system that combines data
gathering, data storage, and knowledge management with analysis to provide input
to the decision process” [9] and often is used to predict a business’ success.
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BD can be categorized as a set of practices or activities to achieve a goal based on
the handling of a lot of data. Many of the activities in BD is overlapping with the
activities in DDDM and the terminology but with respect to decisions the termi-
nology used is usually Big Data Driven (BDD). When BDD is decomposed its end
result practically become data analytics and decision making. [4]

DS can be categorized as “an amalgamation of classical disciplines like statistics,
data mining, databases, and distributed systems” [13]. The DS discipline “requires
both domain knowledge and a broad set of quantitative skills” 12 and when scruti-
nized, the work from the DS discipline could be interpreted as the narrative from
data for decision making because it ultimately entails the activities from DDDM to
a large extent [5].

These mentioned fields (and more) are all comprised of the activities derived from
DDDM. Linguistically they all also seem to have in common are references to key
performance indicators (KPL:s) [2][10][11]. A key performance indicator could be
viewed as a composition of indicators that predicts performance onto a given model
[2]. Meaning that a KPI model formed should be able to predict performance on
some decision process or in other words “KPIs are quantifiable metrics which reflect
the performance of an organization in achieving its goals and objectives” [15]. A
lot of work is currently conducted in mapping out these KPI:s with respect to their
field and implications, some fields are more mature in adopting DDDM practices
and others are in a more exploratory phase in the adoption.

2.2 Requirements Engineering

Requirements engineering (RE) is a discipline for handling requirements. Single
requirements are defined as a condition or capability needed by a user to solve a
problem or achieve an objective [42]. The discipline of RE in its entirety entails han-
dling requirements as the following six activities: Requirement elicitation/inception,
requirement Analysis/negotiation, System modeling (coupled to software systems in
the book), requirement specification, requirement validation and requirement man-
agement [16]. Naturally, all six activities take form depending on the environment
the requirement discipline is practised in. For example, the requirement validation
processes are not necessarily exactly the same from one company to the next and
neither any of the rest of the activities. Apart from this, requirements engineering is
a decision-centric process and most of the decisions in this context should intensively
rely on empirical evidence and data [46].

Further RE abstraction separate requirements into functional and quality (non-
functional) requirements [16]. A functional requirement in software engineering is
a statement with respect to the functionality of a system, think of it as the func-
tions the system performs [34]. Quality requirements can be seen as the adjective
describing the functions of a system, a few examples could be usability, reliability
and performance. A definition of quality requirements from an ISO standard [28]
categorizes them as a discipline of RE that encapsulates requirement attributes such

6
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as mentioned above.

With this said, research has been done identifying KPIs as measurements to validate
requirements within 5G development. In that case the KPI:s serve its value as tar-
get values that will reflect the customer needs. In the research done by Tilemachos
et. al [50] several use case requirements are used as speed for the networks, which
has a KPI attached that tells how fast the network should be to fulfil the customer
needs. According to Tilemachos et. al. [50] KPI values from vertical leaders in
smart industry, city/health and energy sectors provide an indication of the expected
added-value of 5G by these sectors and assist the telecom operators and vendors in
designing their upcoming 5G networks and services. [50]

2.3 Data driven requirement engineering

Conventional Requirement Engineering(RE) decisions are usually based on user feed-
back from interviews, workshops or focus groups. Data-Driven Requirement Engi-
neering (DDRE) instead focuses on how developers, analysts can use data as a basis
to identify, prioritize and manage requirements. [21]

The data used for DDRE can be different depending on what type of decisions
needs to be made, the data required is coupled with the type of requirement that is
under scrutiny. Walid et. al. [21] addresses the importance of implicit and explicit
data provided by user feedback. The explicit feedback is defined as feedback that
the user gives intentionally (i.e ratings, reviews) and the implicit feedback is defined
as feedback that is indirectly implies something (i.e clicks, purchases)[41]. This is
two ways to gather data in which can be used to get a better picture of what the
user needs and from that data, elicit requirements.

Apart from looking into the user feedback, data mining from the software system
to improve software development processes. One of them is the Q-Rapids approach
that gathers runtime data and use this data for creating dashboards [22]. The dash-
boards are then used to gain insights that will elicit requirements and add new tasks
to the backlog. This is allowing the developers to create a basis for decisions and
still have alternatives that the data points at. Another way of getting requirement
insights is by monitoring a system’s behaviour in order to get a better understand-
ing of how to improve the performance of the system[54]. Research has also been
made on how to automatize the decision process by using a graph-based approach
to automatically elicit requirements [24].

Regarding potential future research in DDRE, Xavier et al.[49] addresses differ-
ent directions the research in DDRE can take in the future. The different directions
include for example a model-driven approach that accomplishes DDRE by making
use of Domain-Specific Languages(DSL). Xavier et al. [49] also suggests a research
direction to utilize advanced data analysis capabilities and decision support systems

7
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where he addresses that analytic can help with aspects as customer satisfaction,
risk, or time-to-market.

2.4 Visualization

Data visualization is one of the important aspects of data-driven decision making
[30]. Apart from improving the quality of decisions by processing the data correctly,
visualization also plays an important role in supporting decision-makers [48]. Previ-
ous research has been made on finding frameworks that supports visualization design
[25] and finding ways to evaluate visualizations [26]. In the research conducted by
Handcoff, the process of visualization design is described and provides a step to
step process of creating visualizations. These steps can be summarized as project
conceptualization, data characterization, visualization design, visualization devel-
opment and development use. Handcoffs research also mentions important hurdles
that are important during the design process. These hurdles are mainly adaption
of data changes, anticipating edge cases, handle data-dependent interactions and
handle of data mappings.

In order to know which visualization technique to use, we looked for patterns in
the data should be considered to maximize the insights from it. Different method-
ologies and conceptual background is provided by [26]. These metrics are made for
commonly used plots (Line Charts, Pixel-based Techniques, Geo-Spatial Data etc.).
These plots were in this research evaluated by their ability to identify 4 different
patterns, which included identification of Trend, Correlation, Outliers and Grouping
of data. The importance of identifying visual patterns is illustrated by the following
quote:

“The essence of effectiveness resides in the identification of interpretable
visual patterns that contribute to the overarching analysis goal.” [26)]

Previous research has been conducted on creating data collection and visualization
simultaneously [31], which is something this implementation grounded some inspira-
tion from to make the bridge more dynamic between data collection and visualization

32].
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Methods

This chapter entails all the methodological practices for producing the results of
the thesis. It begins with stating a research objective and its following research
questions. A general time-axis of the research methodology is presented with a
visual for how the project panned out with respect to the method.

Finally, the prestudy, first, intermediate and final prototypes are dealt with in indi-
vidual sections; respectively including the research practices, procedures, techniques
for evaluating the results and how prioritizations are made.

3.1 Research Questions

From the activities of DDDM and RE, we see an opportunity to explore what is
important for combining the disciplines. To conduct an investigation we propose
the following research objective for finding the important factors when conducting
DDRE:

Research Objective: To formulate a method supporting data-driven
decision making for requirements validation and elicitation.

Within the research objective, the aim is to investigate what is important to consider
when mixing the disciplines. We adopt a data-driven approach in which we gather
and analyse data from simulations to identify new requirements (elicitation) and
to use the data to validate identified requirement. Therefore, we decompose the
research objective into two research questions. We need to identify what is important
to consider (called factors) in a method when adopting a data-driven approach for
requirement validation (RQ1) and requirements elicitation (RQ2). The following
research questions are investigated:

« RQ1: What factors are important to consider for data-driven requirements
validation?

« RQ2: What factors are important to consider for data-driven requirements
elicitation?

Further, an evaluation of the research objective is conducted to its usefulness. The
usefulness is based on opinions from the users of the method and is compared to
related research.



3. Methods

3.2 Design Science Research

The design science research methodology can be referred as the process of learning
through building [18]. Tt is a method that is encapsulated by problem-solving from
identifying organizational problems [19]. The design science framework used for this
thesis is proposed by Hevner et. al., (2004) [19] and is shown in figure 3.1.

Environment IS Research Knowledgo Base

People Foundations
*Roles Develop/Build *Theories
*Capabilities *Theories *Frameworks
=Characteristics ~Artifacts sInstruments
. . *Constructs
Organizations | Business A Applicable | 00\
*Strategies Needs Knowledge | .yethods
=Structure & Culture Assess Refine *Instantiations
*Processes v
Methodologies
Technology Justify/Evaluate *Data Analysis
=Infrastructure ~Analytical Techniques
*Applications +Case Study *Formalisms
*Communications *Experimental ‘Measures
Architecture *Field Study +Validation Criteria
*Development ~Simulation
Capabilities
r 3

ﬂk

Application in the Additions fo the
Appropriate Environment Knowledge Base

Figure 3.1: Design Science practice followed as proposed by Hevner et. al. [19].

Figure 3.1 tangibly show the connections between the environment, information
system research and the knowledge base. Generally, design science couples domain
knowledge (environment) and theory (knowledge base) to build a model (IS research)
from which we learn from. The model is then refined iteratively and the learning’s
from each iteration are given back to the domain and theory. Decisions on the
actions carried over to the next iterations are based on the research objective and
its ability to answer the research questions. These refinings or actions are derived
from a summarizing activity at the end of each iteration, also when the final cycle
has been conducted a complete summary of the holistic result is made.

Design science has been chosen for this thesis because we are striving to match theory
to a domain and their identified problem. The functionality of the developed method
is elicited iteratively from the domain and matched with applicable theory. This
project is encompassed with three iterations (design cycles), but first, a prestudy
is conducted to attain domain knowledge. The design cycles include the following
phases: First Prototype, Intermediate Prototype and Final Prototype, see figure 3.2
for a visual on the sequence of the project.

10
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> Final
Prototype

Feedback/ Feedback/ Feedback/

Research First Research Intermediate Research
> >
Prototype Prototype

Insights Insights Insights

Figure 3.2: Research iterations for the different prototypes. Each of these phases
are described in further detail in subsequent sections.

In short, each prototype is based on the knowledge gained in previous phase ergo
the first prototype is based on knowledge from the prestudy, the intermediate pro-
totype is based on knowledge gained from the first and the final prototype is based
on knowledge gained from the intermediate prototype.

The participants in the interviews and the workshop are experienced engineers and
researchers within telecommunication. They have between 4-20 years of experience
within the field and most of the participants have PhD:s or masters degrees within
disciplines such as electrical engineering, computer engineering and telecommunica-
tions. Due to historic events (see 6.4.4.1) taking place in the world, the two last
cycles of the research (intermediate and final prototype) was conducted remotely.

3.3 Pre-Study

The pre-study is done by conducting semi-structured interviews and on-site obser-
vations. The interviewees have different backgrounds and responsibilities but due
to agreement with the company, we can not disclose personally identifiable infor-
mation. Five interviews are conducted with employees within the timespan of 20
to 40 minutes each and are recorded through dictation in writing. The questions
during the prestudy included how the users handle their requirements and what kind
of visualisations the users are familiar with. Apart from that the potential KPI:s
was found by asking the interviewee about the importance of the different KPI:s,
which is important for requirement validation [50]. In order to know which qual-
ity attributes to use for requirement elicitation, questions about system needs were
asked for. The goal with these interviews is to get a better understanding of the
domain and use that knowledge as insights for the visualizer during the set-up time
required for creating the first prototype. Further investigation during the prestudy
entails regular conversations and relaxed questioning of wants and needs regarding
the method developed. All knowledge gathered in the domain is documented for
our own use as feedback in the method. During this stage, we combined the domain
knowledge with visualization design [26][25] in order to find the right visualizations
to use in the software artefact.
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3.3.1 Analysis

Feedback from the prestudy is used to find the right type of plots and what KPI:s
that are important to prioritize. Further, the feedback also helped us to identify
what data can be used when eliciting requirements. For functional requirements,
a usage logger is decided to be used together with a performance visualizer that
supports the elicitation for quality requirements. The performance attributes are
divided into two parts, where we investigate memory usage and time efficiency for
specific tasks. Also from the feedback, a sufficient understanding of the domain is
established as a foundation the method to be developed. During the establishment
of the understand, usable data is documented by us to make it easier to understand
the KPI:s. This documentation is solely used for our own purposes such that we
can match the domain needs [29].

3.4 First Prototype

In this design cycle, we developed a method for DDRE based on the feedback we
got from the prestudy. Again, following suit with the data gathering process from
the prestudy, semi-structured interviews are used for data gathering again. Seven
interviews are conducted within the time span of 60 to 100 minutes each, where six
out of the seven participants also participated in the prestudy. The interviews are
dictated in writing and the feedback can be found in Appendix A.

The interviews are conducted by first demonstrating the method to the user, and
then eliciting the interviewees if it provides value for requirement elicitation and
validation. Lastly, we ask what the user would like to add in order to accomplish
better requirement validation and elicitation. The goal with the interviews is to
verify that decisions on validation and elicitation can be made, to some degree, with
help from the prototype.

3.4.1 Analysis

After the interviews are conducted, the feedback is dictated on notes and then cat-
egorized in factors via content analysis [17]. What this means is that factors are
found by grouping the feedback and see what they have in common, which in this
case is factors. The categorization of the feedback gave us an way to quantify how
important some factors are to the users when validating and elicitating requirements.
Both depending on frequency and relevance to the research, the factors are used for
creating actions that are performed in the next design cycle. The feedback received
in this design cycle allowed us to both strengthen our domain knowledge deciphered
from the prestudy and helped us pinpoint which areas we still need to understand
better. During this cycle, the several factors are identified (see Figure 3.3)
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Figure 3.3: The total number of found factors by looking at feedback occurrences
per factor

3.5 Intermediate Prototype

The intermediate prototype is a continuation of the method from the first proto-
type. The elicitation part of the method was placed on hold because of low priority
and therefore only requirement validation is tested in this cycle. This iteration,
the data-gathering is conducted differently. To avoid bias if one feedback may be
more important then others a workshop is conducted where a larger group of 14
employees is gathered in one session of circa 70 minutes, including six out of seven
participants was interviewed during the first prototype cycle. The workshop con-
sisted of a demonstration of the method, a feedback session and a prioritization
session. During the demonstration we show off the software artefact in the state
that it is in, and all of the modules that is created to support requirement vali-
dation. During the feedback session we take notes on the feedback and use that
for categorizing them into factors via content analysis. The prioritization session
is used to categorize what is important and was made by letting the group agree
on which factors they saw as most important to focus on going forward in order to
achieve efficient requirement validation. Since the setting is different for the data
gathering this time, another priority categorization system is used. The intention of
this session is to gather a wider array of feedback and have the participants discuss
promising potential prioritization going forward. The prioritizations mainly involves
the factors that the feedback is categorized within. A factor in this case could get a
priority of high, medium or low priority. This both helped us to see which factors
to focus on in the next iteration and which factors are important for the users.
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3.5.1 Analysis

The feedback from the second prototype contains both the prioritization of different
factors and a list of feedback regarding the artefact itself (see Appendix B). The pri-
oritization showed that the priority pointed towards the same result as the feedback
occurrences, but with some small differences. We chose to have a higher priority
on the priorities session from the collection of users than the individual feedback
occurrences because more stakeholder opinions are voiced in this session. A set of
factors are presented and the stakeholder’s voice which one they would like to see.
Democratically the opinions are collected and compiled into priority clouds based
on the frequency of the opinions (see Figure 3.4).

High Priority Medium Priority Low Priority

structuring

Filtering Adaptation

Mapping

Comparision Other

Scalability

Exporting

Access time

Identification

Figure 3.4: The different priority levels as a result from the conducted workshop

After the prioritization session, the attained knowledge from the domain points to-
wards that most users wanted data mapping and scalability, these are prioritized
for the final prototype. Medium priority items included more filtering and compar-
ison options combined with optimizations to access time. As these items are not
prioritized, they are given back to the company as knowledge for how to improve
the method in the future. The same goes to the low priority cloud, which includes
structuring, adaptation, exporting and identification.

3.6 Final Prototype

The final prototype is the last design cycle performed in the thesis. Each interview
lasted around 30 to 50 minutes, where all of the participants also participated in the
first prototype cycle. This cycle intends to act as a final evaluation and feedback
cycle for the thesis (see Appendix B). For this cycle, we defaulted to the same data-
gathering method as in the first prototype cycle. This included a demonstration of
the method and different techniques. These techniques included a DSL model and
a Python interface that both are developed for achieving mapping and scalability.
After the demonstration, the users gave us feedback about which of these techniques
they prefer and why. Apart from this, feedback about the DDRE method as a whole
was dictated by taking notes. Again, the sample of interviewees have different
backgrounds, and five interviews are conducted with a semi-structured technique.
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Figure 3.5: The five most important factors for requirement validation found by
priority and feedback occurences

3.6.1 Analysis

During this stage, all of the data from interviews and the workshop is gathered and
analysed to find the holistic answer for the research questions. This summarizing
activity serves the purpose to find all the factors found for requirement validation
and elicitation. The factors are mainly about requirement validation because only
one design cycle handled activities for elicitation and those activities were deemed
low priority. Below are the most common factors that were found after analysing
the aggregated collection of feedback data for validation. The five most important
factors can be found in Figure 3.5 and the feedback/categorizations can be found in
Appendix C.
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4

Development of Method

This Chapter details the software architecture of the developed method and each
phase of development from first to final prototype. Each prototype contains details
of the modules developed and finishes with the actions taken to the next iteration
of the project.

4.1 Software Architecture

The prototypes for the DDRE method uses a Model View Controller (MVC) design
pattern as a software design framework, an overview can be seen in Figure 4.1.
The MVC pattern contains a model, which manages data, logic, and rules of the
method. The controller dictates what the model should do and the view is the
actual representation of the data. This architecture provides the flexibility to split
the backend and the frontend so it is easy to add new features and work on several
software artifacts at the same time.

=

UPDATES MANIPULATES
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VIEW CONTROLLER
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% e
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Figure 4.1: Traditional Model View Controller (MVC design)[52]

Even if we used the MVC pattern as inspiration for the design, the final architecture
ended up being a MVC variant more suitable for data visualization, see Figure
4.2. The controller in this case was used as a mediator for all the components.
The interactions from the users start from the view where the users interact with
the GUIL. The GUI itself contains several components where every component is
a customized, self-contained, widget window. The controller keeps track of every
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widget in order to know what each widget should do. When a interaction is made
with the GUI, it goes through the controller that check what kind of mediation that
should be forwarded.

Controller

Visualization_handler Datahandlers '\

Data

<
3
<

Figure 4.2: Software architecture used in for the DDRE method for the interme-
diate and final prototype

The data-handler collects a set of data and grabs the data from where it is stored.
When a certain data is selected to visualize from the GUI, the controller tells the
data-handler to prepare and structure the data, so it will be ready to visualize in the
future. The reason why several datahandlers are used is to enable parallel execution
and provide a faster execution during the preprocessing of the data. The parallel
execution also let the user to do other tasks without having the software artefact
freeze while operations are loading.

When the data is prepared in the datahandler, the controller uses the visualiza-
tion handler to generate a certain visualization. Depending on what action the user
performs in the GUI, the controller will grab that data from the correct datahandler
and hand it over to the visualization handler. The visualization handler in turn will
use that data to generate visualizations in form of figures. These generated figures
are then sent back to the controller that will mediate to the GUI to visualize the
figure. A design decision made to use only one visualization handler is made because
the data is already prepared in the datahandlers and therefore does not take much
time to execute.

Apart from the MVC pattern, inspiration is drawn from the Q-Rapids approach
[22]. This model used mined data and dashboards that created value in order to
give insights for creating new requirements. In this requirement validation approach
that is not completely focusing on the software development, our design is a cus-
tomized variant. Our design has datahandlers that collect the extracted data and
the visualization handler that handles the dashboards and visualizations.

Finally, from the knowledge that internal goals may change during the scope of
the research, a fleet-footed approach has been made with respect to the view-model.
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The software’s view model is developed with a component, widget, based modularity.
This design pattern is inspired as proposed by Facebook’s React JS documentation
[53]. This architecture’s strength lies in that if internal needs change, new self-
contained widgets can easily replace, be added to, removed, and be changed if
desired without having to alter any dependencies between the code artefacts.

In the first design science iteration, a prototype is developed to test some func-
tional requirements elicited from the users. The three different things to test was
data-driven functional requirements, quality requirements, and decision making in
relation to requirements validation and elicitation, based on the prototype. Figure
4.3 shows how the flow panned out. Mind that the main task is to make a DDRE
method, though two sidetracks are also incorporated that will help the user or de-
veloper to find requirements, namely a textual logger and performance visualization
based on the Dask API. With the focus on understanding patterns and their corre-
sponding visualizations, the visualization will help the user to validate the data and
make it more insightful, which has potential benefits to the decisions made.

4.2 First prototype

The first prototype used the feedback we got from the prestudy. In order visualize
important performance indicators, the prototype resulted in three modules that con-
sisted of a Usage logger and performance visualization for elicitating requirements.
Finally a KPI Visualizer was developed to support requirement validation. This
stage of the prototype intends to verify that we have understood the domain knowl-
edge and can meet some expectations for DDRE, both on validation and elicitation.
Further, the prototype is used to elicit feedback from the stakeholders on how the
method should be developed further.

4.2.1 Usage logger

The logger is one of the requirement insight tracks for this prototype, which its pur-
pose is to show the user what is happening in the system and makes them aware of
what is happening in run-time execution and what functions are used. The idea is
to let the user and developer be more aware of system failures and what the user’s
preferred visualizations are. An example could be that a user frequently uses a
specific visualization more often than others and provide insight for the developers
on what visualizations to improve upon. These clues could potentially serve as self
monitoring feature request just based on the frequency a feature is used and perhaps
be indication whether further interactions should be implemented onto the popular
feature.

Furthermore, failure reporting is more tailored to the developer to get clues on
both where to find and how to fix bugs in the system. The data from the logger can
be used to create reports concerning usage that will catalyze the insights. For this
prototype basic bar charts are used to compare the frequency between functionality
that is used. This can for example be how often a user uses certain plottypes.
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4.2.2 Performance Visualization

The performance visualization gives the user an overview over tasks’ time and re-
source efficiency. Time, is measured by how long a specific task takes and the
resource efficiency is calculated by number of bytes used per task. A task in this
context is mainly considered as a function. Due to the need of high computational
power, each task in the system is distributed via Dask’s distribution API, which is
a framework for distributing computational work to remote data centers. Dask also
provides an API to get diagnostic data about time and resource efficiency, which is
used in this research. Furthermore, Dask also has some embedded visualizations for
diagnostics, though these were not implemented in this research due to dependency
issues. Data monitored for the thesis are solely the time and resource efficiency fac-
tors. These metrics in turn are used to make plots detailing the correlation between
the simulation setup and the run-time execution.

Into the first prototype we decided to visualize the ten most memory draining and
time consuming functions, using bar charts. This basic visualization is a means for
us to collect feedback on where future potential improvements can be made to better
answer our research questions.

4.2.3 KPI Visualizer

The overarching objective with this DDRE method is to handle and visualize gener-
ated data from simulations and that data was then used as KPI:s, used for require-
ment validation. Visualization is a technique for providing a user better insight into
data from which they can derive decision grounds. If the visualizations help the
users to understand the data, the software artifacts ultimately serves as a decision
support system for validating and conceptualizing further requirements.

The validation of certain scenarios and requirements means that the setups are eval-
uated and compared between the simulations, drawing reasonable conclusions and
decision points regarding which setup to go for. One has to keep in mind that there
are different parameters to consider when comparing several scenarios, this proto-
type use these parameters and attempt yielding insight into the setup.

The first prototype allows the user to select which generated data to visualize and
presents it to preference. Based on visualization techniques, and feedback, the avail-
able visualizations are quite limited but are in a state where they serve well as a
proof of concept. Data filtering techniques are also implemented for this design it-
eration, though only a few are available. Based on what is visualized, the user thus
has a certain degree of freedom for controlling what is visualized to their needs.

For this initiating iteration a large portion of the work entails structuring, or pre-

processing, the data such that it is accessible architecturally. Based on the prestudy,
our understanding from how the users work and would like to use the software led
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Figure 4.3: The first prototype design. The logger visualized the usage data,
performance visualization visualized the resource efficiency and time efficiency while
the data visualizer visualises the simulation used for validation

to our considerations for this prototype and how we design the method for further
development. The state in which the product is in for this iteration, mostly basic
visualizations are available such as the scatter-plots, pixel-maps and line-charts with
few interactions are ready. The feedback on these visualization techniques is used
for our own decisions on how to progress the research.

4.2.4 Actions for second cycle

From this iteration of the method, a complete list of feedback can be found in
Appendix A. The actions we decided to focus on with respect to the complete
feedback can be found in Appendix A.1, where each action also is categorized with
an estimated value and estimated difficulty by us.

4.3 Intermediate prototype

Due to low priority, the elicitation modules in the method are put on hold. Instead,
the KPI Visualizer is prioritized and the priorities within that module included
filtering the data, mapping between visualizations, side-by-side comparisons and fast
access time. The intention of this state for the method are to elicit the important
factors for requirement validation and to elicit further feedback for the next design
cycle.
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4.3.1 Filtering datasets

Filtering is one of the techniques implemented into the second prototype and it pro-
vides the ability to sift data within plots interactively and according to specification.
One example of filtering present for the second prototype is a double slider, where
the user has the ability to cut the ends off for sorted data by setting a minimum
and maximum accepted value. This slider filtering technique proved useful for most
of the already existing plot types, and perhaps most useful in the pixelmap where
the user would interactively see the data points disappear when they no longer align
with the selected range.

4.3.2 Mapping between visualizations

The mapping between visualizations was implemented by letting the user click on
points within the visualization and get the data associated with the points. An
interaction which provides the user with an interface which reduces the work required
to find and explore exact data points. Moreover a need for selecting multiple points
as sought after and also implemented is a lasso selector, where the user can click
and draw an area for which points to explore. To solve some of these challenging
mapping interactions, decisions on the type of interaction could either be connected
with the datatype or the type of visualization of the datatype [25]. Both variants
are tested.

4.3.3 Comparisons

Comparisons is also a factor categorized as important for this iteration. Two tech-
niques for categorization are considered, one being plots within plots and the other
is creating side-by-side views. After some consideration we settled with implement-
ing a grid-view type of solution as specifying what embedded plots are available for
every plot type would be a whole lot of manual labor which practically would be
infeasible for the time constraint given. Thus, the grid option is practically an ex-
tension to the current architecture where every plot-canvas widget are self contained
components but are all encapsulated within a larger widget and our solution for this
allows the user to create as many plots in the grid as they please. So accompanying
the solution, the users have the ability to set up their plot grid to personal prefer-
ence, both in size and locations for the plots, and that in itself may prove valuable
to some extent.

4.3.4 Multithreading

Since the user now is given the ability to plot multiple visualizations, it made sense
to architecturally change the data handler to plural data handlers, one per unique
set of data handled. Each data handler is also created in their own thread to avoid
having the software artefact freeze if multiple plots are created at the same time
with different data handlers. In each thread, on top of the visualization widget and
before visualizing the plot, a loading bar also is implemented which shows the user
how many percent of the data handlers have been loaded into memory - giving the
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user an idea of how long they have to wait before the preprocessing and creating
the data handler is finished, which of course is different depending on the simulation
sizes.

4.3.5 Additional Functionality

Finally, with regard to the new availability of multiple plot widgets, an interactive
element where the user is able to drag and drop their visualizations to match their
preference is implemented. This drag and drop functionality event is also sensitive
to what data is being handled and provide different options for different data-drop
events and this is good because all data forms will not be available, nor useful, in
all visualization techniques.

Accompanying the new visualizations and interactions, a plot action bar is also
added. Sometimes filtering is not the correct action as the data presented is already
holistic, but having the ability to: zoom, pan, export and change visualization
modes etc. the user can access parts of the data without updating the visualizations
themselves. Noteworthy benefit; export photo to a set of file-types for presentations.

4.3.6 Actions for final cycle

Despite getting positive feedback from both performance visualization and the logger
from the first design cycle, they are not tested further in this iteration. We reason
that they are promising tracks but too few users will immediately find value from
it, our time, therefore, is likely better invested in creating a solid architecture from
the feedback attained for the upcoming iteration.

The complete list of feedback from this iteration can be found in Appendix B. From
the workshop session, the compiled set of actions chosen for the final iteration can
be found in Appendix B.1 with their respective estimated priority.

4.4 Final Prototype

The final prototype’s status in this stage is that the software artifact is attaining
more convenient interactions and techniques for which the users can understand
their data for validation. Some of the feedback from the first test has also been
dealt with directly and indirectly as some of the feedback have overlapping values in
their nature. So the prototype is approaching a state for which it could be considered
a minimum viable product that can be tested for live use. Apart from general fluidity
updates to the method, the actions chosen for the final design cycle implemented are
custom visualizations and further interactions. Further interactions mainly entail
more ways one can handle the data through and practically is a continuation of the
data filtering which is considered as an important factor. Therefore, though, it does
not have an exclusive subsection like custom visualizations have. Compiling all ideas
and feedback gathered throughout all prototype iterations, the general need for the
company has and likely always will be further visualizations with more patterns and
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visualization types. If all those needs are to be catered to, our risk-assessment is
that the research likely would be ongoing for multiple years. Thus the interface for
custom visualizations elicited from the workshop in the intermediate iteration.

4.4.1 Custom visualizations

This subsection consists of two parts; DSL Design and Python Interface.

DSL Design:
A large portion of the allotted time is put into developing a dynamic way of making
customized plots i.e enabling mapping between data and visualization. The specific
steps of the process had to be thoroughly planned before the development of the
last prototype commenced. The implementation’s purpose is to find ways for which
the user can define scripts that collect the data and creates plots according to spec-
ification. One implementation for this interface is exemplified below in a Domain
Specific Language (DSL)[35] developed for this prototype and also tested for this
iteration:

o visualization_ tag

o visualization_ type

o datasets

o functions

o data-handler-ids
In the DSL example above each row is aggregated into one line and separated by
a space. The visualization__tag represents the name that the user wants to use
to identify this custom visualization. The visualization__ type dictates which vi-
sualization type that this data should be presented within. datasets is a collection
of data and it ends with an index number that decides what simulations to use
and the whole variable name is the same name used in the function parameters.
functions are used to manipulate the data from mapped with the specified data.
Finally, data-handler-ids picks the datahandler that the user wants to use i.e the
data that should be accessed. A screenshot of the DSL can be found in Figure 4.4

i1, data_handler idl)

 handler_idl,dzta hendler 3d2)

Figure 4.4: DSL format used in the final prototype. Each row represents one
specific visualization of a specific datatype

This DLS practically works as a parser to handle different mapping and assumes
parameters are provided on how the data should be handled for what visualizations.
The software can from these parameters provided derive which data handler to use
and how the function stack call chain puzzles together the correct visualization that
has been specified. One could say that this DLS is a sandboxr mode where it is
possible to specify new visualizations and try them out during runtime with the
need to restart the software artefact and reload code. Complying with feedback
from earlier iterations, a drag and drop abstraction is implemented for this feature
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as well, where the user can reload the text file containing all the DLS commands on
request for new visualizations. This text file mentioned is our attempt to abstract
every required combination through a DSL that can easily be learned with some
practice. Each line in the text file serves as a DSL command and should be a
complete query, at writing moment, few error handling cases are implemented and
thus requires precise input because no error handling is implemented.

An exemplified use case could be when a decision has to be made between two
different scenarios and the company may want to compare two collections to build
an understanding of how the data sets are different and make a single visualization
for it. A feature like this has the potential to make the system more extensible and
usable if a combinatory work of any kind is needed, then it is, plainly put, enough to
query the information required from which simulation, perform an action between
them and visualize the result.

This DSL parser also provides a way of dealing with adaptation to format changes.
Some of the responsibility will be laid in the user’s control that they indeed are
querying the correct visualization to their contentedness. So, given the scenario
that the data storage format changes, if the user is adept enough to query what
they need, even with respect to new changes, the generic interface can solve the
problem as it only needs data and visualization types to perform its duty. Therefore
assuming the user already is familiar with the data format before using the method
[25], they can perform almost any task they are required.

# |7

Relationships

Data

Visual representation

Figure 4.5: Dynamic data creation where the important mappings are shown.
Depending on the KPI, it should be mapped to an interaction type, other data
relations and a visual representation

Python Interface:
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CustomVisPython(tag=" , visualization_type r " function=func5)

CustomVisPython(tag="Fift ", visualization_type="si atter™ function=func4)

Figure 4.6: How custom visualizations are made in the final prototype. Same as
[4.4] but now abstracted solely from Python objects and function pointers

4l>{ manipulation }7

[ Data } >{ Visualization}

Figure 4.7: How the mapping combined with the Python Lambda manipulation
works in the the final prototype

This research experimented with a generic python interface where the user could
partially be responsible for creating the exact visualization they need. Therefore,
also in this final prototype, an implementation where python lambdas are stored as
function pointers is implemented, these function pointers can be passed as parame-
ters to the generic visualization function. At the cost of sacrificing run-time changes
to the visualization techniques, it is a choice that is likely going to be more sustain-
able over extended periods of time. Python itself is a very well established language
with a feasible learning curve, even for beginners. Thus let’s say new users having
to learn our implemented DSL which they will only be accompanying our software
product, they can instead learn a Turing complete [36] general-purpose language
and create as simple or complex visualization comparisons as desired. Practically,
if the user can apply or use shared pre-defined Python lambdas they can visualize
anything that is mapped and manipulated data to contentedness. We don’t either
rule out that it is possible to add run-time lambda function pointers, just that we
chose to be reasonable with our time left. The Python interface is shown in Figure
4.6

Moreover, the user has the ability to click and select multiple simulations, drag
and drop the selected group, and then use their custom functions for visualizations.
This interaction is necessary as it comes with the cost of not using the DSL ap-
proach where simulations are already specified. The following information had to
be provided to create a mapping with manipulation, see Figures 4.5 and 4.6:

o visualization__tag
o visualization__type
o function

And each seperate information here have the same purpose as in the DSL.
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4.4.2 Actions post final cycle

The final prototype has no continuation for this thesis. From this stage, the sum-
marizing activity mention in Section 3.6.1 is conducted and the feedback collected
from the design science methodology is given to the company. The results from the
thesis are presented in the next Chapter 5.
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Results

Below is the final result compiled from all of the design science cycles. Each cycle
conducted allot a number of feedback points to each found factor with respective
research question. A feedback point is the number of times an action from the
compiled feedback is voiced by the stakeholders. Note that the second cycle is
marked with priorities instead as that session was a workshop. From the workshop
(Appendix B) a priority list was compiled onto actions. The factors and allotted
points are compiled after the final design cycle was conducted. First, presented are
all our findings concerning RQ1. Second, presented are all our findings concerning
RQ2. Following the proposed results, the research objective and how the method
works is presented. Finally, the compiled lists of the complete feedback can be found
in Appendix A, B and C.

5.1 Factors important for data-driven requirement
validation (RQ1)

The result from the study is compiled into five different factors, namely: Mapping,
comparison, scalability, filtering and access time. These are the factors that are
considered as most important for data-driven requirement validation. Below are the
alotted feedback connected to the factors and priority orders:

Number of feedback occurrences in category (requirement validation)
Cycle Mapping Filtering Comparison| Access Scalability
time
Cycle 1 7 14 12 7 7
Cycle 2 HP MP IW&MP | 2W & MP |1 W & HP
Cycle 3 5 - - - 3
Total: 12 /wHP |14 /wMP | 13 /w MP |9 /w MP 11 /w HP

Table 5.1: Table for found factors and respective feedback occurrences when per-

forming data-driven requirement validation.

HP = High Priority
MP = Medium Priority
W = number of feedback occurrences from workshop

Jw= “with”




5. Results

From Table 5.1, the results are derived from content analysis from all data collected
over the whole research when focusing on data-driven requirement validation. Each
row in the table represents the result from the content analysis for a cycle. The final
row shows the total compiled result, paired with the priority set from the workshop.
Each factor is presented in further detail in subsequent sections.

5.1.1 Mapping

The mapping had a total of 12 feedback occurrences with a high priority and was
therefore considered as an important factor.
Mapping is a factor that involves the connections made between data to visualization
[25] and connection between visualizations. Below follows a list of how the users
preferred to use mapping.
o Mapping between visualizations
The mapping between visualizations gives the user the possibility to access
datapoints from a visualization. This gives the user a better understanding of
the underlying data that was used in the validation process. It supports the
user in retrieving their dataset from a visualization and visualize it according
to preference. The stakeholders especially found this useful when dealing with
large datasets that is in need to be structured with the help of visualizations.
e Mapping between data and visualization with manipulation
The mapping between the data and visualization allows the users to, in a flexi-
ble way, add new datatypes and use the manipulation to create new datatypes
for additional insights used in requirement validation. This provides a way to
compare different sets of data by combining their data and create new sets
of data from them (e.g. the difference between two sets). Derived from the
new information, validation of requirements can be performed. The mapping
provides the users a lot of freedom to “play around with the data”, explore it,
and find new insights used for their validation processes.

5.1.2 Comparisons

The comparison amassed 12 feedback occurrences with a high priority during the
workshop and is therefore considered as an important factor, refer to Table 5.1.
Comparison involves the ability to compare different datasets and draw conclusions
for requirement validaiton. In this research, two types of comparisons are identified.
o Side by side comparisons
Through side-by-side comparisons, the user can validate data by comparing
different datasets against each other. The number of plots and the size con-
straints of the visualizations differ depending on the scenario, therefore the
size of each visualization and number of visualization is something the user
finds important for requirement validation.
e« Multiple datasets in the same visualization
In order to compare datasets in detail, and to derive whether there are differ-
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ences in the data, multiple datasets in the same plot is deemed as a solution to
this problem. From the users, this is seen as a way to easily detect small dif-
ferences between sets of data and from those derivations internal requirements
can be validated.

5.1.3 Scalability

The scalability had 10 feedback occurrences with a high priority during the workshop
and is therefore deemed as an important factor, refer to Table 5.1. Scalability is
about adding new visualizations, datatypes, manipulations and mappings in order
to work over several projects with different datatypes/KPI:s.
e Add new visualizations
Even if a proper visualizaation can be found for a datatype by identifying pat-
terns the users look for [26], the proper type of visualization is also individual
depending on who uses the method. Familiarity plays a role in how people
work and how they understand the data.
e Add new datatypes
The datatypes/KPL:s could differ depending on which project the users wanted
to validate their requirements within. Therefore the flexibility of adding new
datatypes is important.
¢« Add new manipulations
Manipulation of data is found to be connected to the mappings, but this also
enabled the user to compare and see how datasets divert from each other
(difference between sets of data). It also provides a way to create new formats
of the data and make the data fit a specific type of visualization (right number
of dimensions for example).
e Add new mappings
This is connected to the Mapping factor dealt with in Section 5.1.1, but the
ability to create new mappings in a scalable way is considered important for
the users.

5.1.4 Filtering

The filtering had 14 feedback occurrences with a medium priority during the work-
shop and is also considered an important factor. Filtering helps the user to delimit
the number of datapoints to the ones that is interesting to look at during the vali-
dation process. The two most important ways the user finds useful is by having the
ability to look at a subset of data within a specific range or excluding outliers that
are not interesting to consider in the validation process.

5.1.5 Access time

The Access time has 7 feedback occurrences with a medium priority during the
workshop and because “time is money” it is deemed as an important factor as well,
refer to Table 5.1.

The Access time is the time it takes for a visualization to render. We saw that
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larger sets of data also resulted in longer time to render. This makes the validation
process take longer time and just as mentioned in [30] is something that should be
considered with smart algorithms. The users also wants the ability to multitask and
be able to access multiple datasets at the same time, without having to wait for a
dataset to finish loading before starting to load up the second, third, etc. This can
be considered as a usability aspect that makes the user validate their requirements
more efficiently.

5.2 Factors important for requirement elicitation
(RQ2)

The result from the study is compiled into two different factors, namely: Adaptation
and Identification. These are the factors that are considered as most important for
data-driven requirement elicitation. Note that fewer design cycles are conducted on
this track compared to the first research question. Below are the feedback point and
priority orders:

Feedback points in category ( requirement elicitation)
Cycles Identification | Adaptation
Cycle 1 4 /w LP 6 /w LP

Total: 4 /w LP 6 /w LP

Table 5.2: Table for found factors and respective feedback occurrences when per-
forming data-driven requirement elicitation.

LP = Low Priority
/w = “with”

From Table 5.2, the results are derived from content analysis from all data collected
over the whole research when focusing on data-driven requirement elicitation. Each
row in the table represents the result from the content analysis for a cycle. The final
row shows the total compiled result, paired with the priority set from the workshop.
Each factor is presented in further detail in subsequent sections.

5.2.1 Adaptation

The Adaptation has 6 feedback points with a low priority. Despite the low prior-
ity, it is considered as an important factor, refer to Table 5.2. The potential for
requirement elicitation is not only for developers but for other stakeholders too.
The stakeholders want to have ways to display the most used functionality within
the method so the knowledge is ready when it becomes a priority. The stakehold-
ers with a more software centered background want to see in detail where to make
changes and therefore have a lower abstraction level of detail, with respect to qual-
ity attributes and usage, than the other users. Therefore different “user modes” are
considered as important.
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5.2.2 Identification

The Identification factor has 4 feedback points with low priority. Also despite being
a low priority from the workshop, it is seen as an important factor, refer to Table
5.2. For quality requirements, the main datatypes are memory usage and execution
time. It is important for the developers to find the most time-consuming task and
from displayed information make correct optimizations. This also applies to the
usage reports, the most frequently used functionality is likely the most important
one to extract from the visualization with higher quality.

5.3 Data-driven requirement engineering method
(RO)

The research objective is to develop a method for data-driven requirement validation
and elicitation. To achieve this objective, we have developed the resulting method
based on the feedback attained from the research methodology’s iterations. The
method combines the activities in DDDM and RE and couples them to the factors
by enabling modules. A customizable gridview enabled the users to customize
how the data is displayed to preference and the grids allow for comparison, cross-
ing the DDDM activities of data representation, analysis, visualization and decision
making with requirements validation. A slider module implemented enables the
user to manipulate the data during runtime, crossing the DDDM activities data
representation and analysis with requirements validation. Datapoint selection al-
lows the user to derive further information from single or multiple points and create
new visualizations from the data maps on selection, this combines the DDDM ac-
tivities of data representation, analysis, visualization, and decision making, and the
RE activity validation. The Python Interface provides the users the ability to link
data together and make use of mappings to derive further insights in their work, it is
also a scalable interface which can extensibly add new mappings and visualizations
to, this interface combines the DDDM activities of data representation, analysis,
visualization and decision making with requirements validation. Access time is
the time aspect relating to how long time it takes to perform a task, the module
combines the DDDM activity of decision making with requirements validation.

The modules developed are further detailed in subsequent sections. The require-
ments elicitation factors are in their own subsection.

5.3.1 Customizable Gridview (Comparisions)

The gridview was important in order to do side by side comparisons between vi-
sualizations. As seen in Figure 5.1 the gridview contains several gridspots where
the visualizations can be placed. The gridview also allowed size changes for each
gridspot. This was good in order to make more prioritized visualizations larger or
make the size appropriate for that specific plot. In order to visualize the datasets,
the datasets are selected from the side-menu and dragged to the desired gridspot
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(see Figure 5.4). This was important because some datatypes had visualizations
that need larger screen real-estate in order to validate the values.

Figure 5.1: The red rectangle to the left represents the datasets and the grid within
the right red rectangle represents the gridview

5.3.2 Slider (Filtering)

A slider was implemented to allow filtering. The slider was made with two han-
dles that decide the lower and upper limit for the dataset (see Figure 5.2). This
allowed the user to exclude unimportant datapoints and select a range of interesting
datapoints that is interesting to look at in the validation process.

1.2445446e-07

Show Stats

Figure 5.2: Show the slider that has a upper and lower limit for filtering

5.3.3 Datapoint selection (Mapping, filtering)

Datapoint selection handled the mapping between visualizations. This allowed the
user to click a datapoint in a visualization and from there show a new visualization
with a dataset connected to the clicked datapoint (see Figure 5.3). This is simply like
a mapping technique that filters our visualizations from a visualization. In practical
terms, this is also a way for the user to filter information within visualizations. If,
for example, an outlier is interesting, they can select it and investigate it further in
a vacuum.
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(a) Select the datapoint that is mapped to (b) Drag that dataset to visualize the data
another dataset from the mapped dataset

Figure 5.3: The steps of navigating between different datasets by visualization
mapping via clicking. This helped the user get more details about the data and
therefore make better validations

5.3.4 Python Interface (Mapping, Scalability)

The python interface gave the user a chance to add new datatypes, add new map-
pings, and add new manipulations. Apart from this the user also had to select a
visualization from a subset of visualizations. This was made by creating python ob-
jects (see Figure 5.5) with certain parameters. The parameters contains a tagname,
a visualization type and a function-pointer. The function/manipulation also needed
to be specified by the user (see Figure 5.6). This let the user easily do mapping and
add new datatypes and manipulations. The manipulation also enabled the user to
combine several datatypes (by dragging several datasets) and visualize them in the
same visualization (see Figure 5.4).

(a) Select the datasets that will be visual- (b) When the datasets are dropped, only
ized. In this case 2 visualizations are se- mappings (created in python interface)
lected and dropped on a gridspot within with manipulations with that exact num-
the grid ber of parameters will be showed.

Figure 5.4: This shows how the python objects are presented in the user inter-
face. The user could select the wanted datatypes and connect them to a custom
visualization from the python interface
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, visualization_type="heatmap function=funcl)
CustomVisPython(ta d i , visualization_type="heat function=func2)

CustomVisPython(ta Third visualiza n" , visualization_type="advancec tter function=func3)
CustomVisPython(ta h i , visualization_type r oly function=func5)
visualization_type="simple_scatter” function=funcd)

Figure 5.5: Shows the python interface and how a new mapping is created with
a manipulation/function. The dataset used for these mappings are selected in the
GUI

funci(dataset1, dataset2):

datal = datasetl[ index"]
data? = dataset2[ index"]
return [datal, data2, abs(datal - data2)]

Figure 5.6: Shows one defined manipulation as a function. This specific function
takes two datasets (selected in the gui), picks out the interesting datapoints and
then returns the axis (in this case x, y, z with z as the difference between the two
datasets)
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5.3.5 Multithreading(Access Time)

Multithreading let the user load multiple plots at the same time (see Figure 5.7).
This was done by letting the loading of each dataset be done on separate threads.
This both allowed several visualizations to load at the same time and also led to no
freezing of the software artefact during loadtime. This led to a more time efficient
validation process that gave a quicker access to the visualizations.

Figure 5.7: One dataset loads on one separate thread for each gridspot and there-
fore makes the validation process more time efficient

5.3.6 Data-driven requirement elicitation

All of the factors for software requirement elicitation are not covered in the prototype
as the priority was toned down, but here is what was developed after the first cycle:

« Data collector from Dask API (Identification)
» Sorted box-plot visualization of performance (Identification)
» Usage visualization (Identification)

Below follows some screenshots of how the elicitation ended up in the prototype:
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Dask API

Memory usage per task

Figure 5.8: The software elicitation implementation of the prototype. The usage
report was accessible in the software artefact and the memory usage/execution time
was gathered from the DASK API during runtime

From Figure 77 it is shown how the identification is done for eliciting requirements.
When features are used, the usage information both concerning runtime tasks and
frequency of functional use is logged. The information is available for display to
elicit requirements for possible optimizations or improvements.

5.4 Evaluation of DDRE method

The method is seen keenly by the users. They saw a big potential in the method
and thought it would be a good method to use across several projects. The method
is at an early stage of development and should have some more development time
to be fully ready for production. The method was mainly developed to support
requirement elicitation/validation and here is what we got from each aspect:

5.4.1 Requirement validation

First Prototype: The first prototype focused on visualizing the plots with the
KPI:s found in the pre-study. The user found the plots to be sufficient in terms
of their preference and how particular KPI:s should be visualized efficiently. This
lets the users have a fixed connection between the given KPI:s and the visualization.
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The feedback was that the method should perform more plots and be able to present
the data in more diverse ways. Still, the prototype gave them a method that can be
used to easily access the data, visualize it, and validate the KPI:s. The elicitation
was done by having a usage logger and a performance visualizer and both of those
aspects were seen as good implementations in the future but were not prioritized in
the upcoming prototype.

Intermediate Prototype: The intermediate prototype contained drag and drop,
where the user could drop the data on a given grid-spot and choose from a set of
KPIL:s. This was perceived as a good feature from the users, it enables the user
to produce side-by-side comparisons and prioritize more important visualizations.
This provides the user with an interface to compare different KPI:s and from there
validate if there was an improvement or not. This also let them look at several KPI:s
at the same time, which led to a more efficient validation process. Moreover, the
users also said that it could potentially be a problem if the datasets are too large
because the preprocessing time of the data would be too long in order to validate
the KPL:s efficiently. The filtering technique with the slider provided a way for the
users to exclude data that should not be a basis for requirement validation and more
ways of accomplishing filtering was proposed. Finally, the multithreading was seen
as a way to do several tasks at the same time while loading the visualizations and
therefore validate the KPI:s more efficiently.

Final Prototype During the last prototype, two types of ways to accomplish scal-
ability which included a DSL language and the Python Interface. During the inter-
views, the common opinion was that the Python interface was better because the
users are familiar with Python and thought that it was a great way to be able to add
new mappings between data and visualization manually. To allow the users to easily
accomplish this, we added a way to create Python objects that took parameters to
specify the mapping. The definition of the mapping provided a way to find a visual-
ization that is suitable for that specific KPI and from there get the insights needed
for validation. The parameters dictated the abstraction level of how much the user
has to inform the system in order to make a mapping. Most of the interviewed users
agreed that three parameters consisting of tagname, plottype, and manipulation was
a good abstraction level to go for. The users also asked for making the mapping
automatic, which was a bit too ambitious for this software artefact at the moment.

All in all, the software artefact was seen as a good method to validate the re-
quirements for the users. Users saw the potential, especially when the requirements
are quantifiable (as it is in this case). It also allows the user to see if there are any
improvements when testing a scenario and validating it against the internal require-
ments. The users also appreciated the scalability of the software in order to use it
across projects and be prepared if new KPI:s have to be added to the validation pro-
cess. Even if the method covered many of the important aspects, it still lacked some
important features like textual representation of the data and multiple datasets in
the same graph. The textual representation was to some degree implemented, but
not enough to be usable. According to the users, textual representation was impor-
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tant for values like sample mean, median etc. Basically numbers that can represent
a dataset collectively and from there validating the datasets. Apart from that the
user also wanted to have the ability to implement new visualizations which was not
implemented in this method, but rather used a subset that the user can choose from.

5.4.2 Requirement elicitation

First Prototype: We saw at an early stage that requirement elicitation is not
prioritized in this research. Even if this is not prioritized in this research, some
important factors are still identified. These factors are unfortunately not tested
enough to get feedback about it. Even if the users are somewhat critical of the
elicitation approach, we still provided an API that can be used and prioritized in
the future. The main focus of this prototype is to enable identification for eliciting
requirements. The identification of the performance attributes and the usage logger
are not tested with the adaptation between the users and therefore difficult to get
an opinion from the users regarding different visualizations for different users. The
identification of different tasks memory usage and time efficiency was monitored to
the user and was seen as too complex to understand. Derived from this, we got the
adaptation factor. The usage logger is something that the users did not find value
in because of the small userbase, which means that the usage data collection will
not be large enough to draw conclusions from it.
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Discussion

The discussion entails our thoughts around the project from different angles. First,
we discuss the implications and our thoughts on the results from a requirement
validation standpoint. Second, we discuss the implications and our thoughts on the
results from a requirement elicitation standpoint. And finally, a section sharing our
thoughts on the method developed and its result.

6.1 Data-Driven Requirement Validation (RQ1)

From the results, we conclude that a set of factors are important to consider for
requirement validation. Data mapping is important as it is a way for which the
employees have a shorter lead-time for making decisions regarding requirement vali-
dations. If correct data mappings are pre-defined then they will not have to make the
connections themselves and can begin their analysis immediately. A correct map-
ping is also crucial in order to have appropriate visualizations for specific KPI:s.
This can both be something the team agrees upon or is individual for each specific
user. Data mapping between data and visualizations was also that was considered
as a challenge in visualization design [25]. The main challenge is to know which
data/KPI:s to connect to a certain visualization. This is mainly important for re-
quirement validation because new requirements can be added with corresponding
KPI:s and then this data has to be visualized in an optimal way in order to ac-
complish efficient requirement validation. More research should be done within this
area in order to create frameworks that can support the user to add new KPI:s
that can automatically be mapped to a visualization. This is something that also
is related to the Scalability factor that is one of the most significant factors found
with respect to the future. The ability to scale the application implicitly means as
requirements change, and they will, the need for adding new KPI:s to visualize is
crucial. If the system can not add new KPI:s, then it will not be possible to visualize
it if a new requirement is added for validation. Scalability also added value in the
way that the method can be used across several projects because each project has
their own set of KPI:s to validate. The reason why this is seen in particular as an
important factor for requirement validation is due to the need to add new KPI:s may
be fluctuating, requirements can quickly change. Comparisons could be viewed
as a form of benchmark between different scenarios. The ability to make decisions
from the data side-by-side basically provides a way for visualizing the two or more
decision points and pitch them against each other in a cohesive way for validating
performance indicators. This also makes the validation process efficient because
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the user can look at several KPI:s at the same time and come to quicker decisions.
Filtering is the means in which the user has control over the data. Depending on
their requirement they are working against, it may not be relevant to include the
whole dataset and, for example, only the 5% most prominent data is interesting for
the requirement validation. Having this control, the user is able to set the bounds
for which data is presented and can from one visualization and change the filters
to explore the information interactively. Some data may not be interesting to con-
sider in the validation and therefore it is an important feature in order to limit the
data within the boundaries that will be valuable for requirement validation. Access
time is the time aspect from where an employee knows what needs to be done and
it is accessible for visualization. So from a requirements perspective, this means how
long time does it take to validate performance indicators.

One could question whether these factors are particularly important for validation,
or important in any general visualization system. Comparison may be more im-
portant in requirements validation for this case because different KPI:s need to be
compared against each other, for example, to find the best algorithm. Comparing
several KPI:s may not be something that is important in other settings where the
user only validates single scenarios, but that really depends on what one is trying to
achieve. Apart from that, Comparison may be a factor that is important in many
other ways than only validation, because the visualizations are commonly used as
a measurement of performance in other fields as well. Access time is probably a
factor that is important for most visualization systems, because of the ability to
quickly produce a visualization from the data. Mapping is also probably a factor
that is important in general for a visualization software in order to know what data
should be visualized and how. Scalability and filtering are probably more important
for validation. The reason for this is that requirement validation can be seen as a
process where the user quickly wants to see if a specific requirement is fulfilled and
meets the customer needs. The needs can quickly change and therefore the user that
does the validation has to adapt and add new KPI:s to investigate. These KPI:s
reflects the need from the customer, therefore Scalability is likely more important in
requirement validation, but again; it all depends on what one is trying to achieve.
Filtering is extremely important for requirement validation, but depending on what
a general visualization method should do it could also be very important to have
filtering functionality. Coupled to validation though, we know that performing some
validations is not possible without having filtering techniques in place, while in a
general case of just needing to visualizing something one may not need to filter any-
thing. So once again, it all is depending on what one is trying to achieve.

\ 4
[ Scalability >‘ Mapping }( Filtering ]
J .

Figure 6.1: Both Scalability and fitering could provide new mapping functionality

Apart from this, it is also interesting to look into how the different factors relate
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Figure 6.2: The QRapids approach vs our approach. Where the difference is what
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to each other. Figure 6.1 shows how the different validation visualization factors
related to each other. They are connected in the way that a scaleable system can
create new mappings and filtering techniques can also provide mapping function-
ality. The filtering mainly provided a way to filter by clicking at datapoints that
contained datasets, which is a mapping between visualizations.

6.2 Data-Driven Requirement Elicitation (RQ2)

From the results we conclude that a set of factors are important to consider for re-
quirement elicitation. Adaptation is identified as important because every stake-
holder is different. Depending on what background or skillsets the stakeholders
have, they have a different need to get out of the software. For some, the ability
to just output something is most important for their work, and to others being
able to make implicit deductions out of the method is most important. Thus, a
need for different user modes could be sought after. Identification is also seen as
important. The case study points towards that there could be potential value in
gathering identifying data for future requirements, though the need explicitly is not
there today.

During this research, the Q-Rapids model [22] was used as inspiration for the DDRE
method. In the Q-Rapids model identification is important in order to eliciting
requirements. This is probably because quality requirements are based on runtime
data from the system that then can be measured that can be used to identify flaws.
As far as we know, no research has been done by eliciting requirements by having
adaptation i.e. different presentation layers between the users and the developer.
This is something that can potentially work by letting the users understand the flaw
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in a system and from there, communicate this to the developer, that then can use
this information to elicit new requirements. Due to this, a new problem will arise and
that is the communication between the user and the developer. This communication
may be too time-consuming and difficult to maintain over time in order to get an
effective requirement elicitation process.

These factors are just as the validation factors, probably to some degree important
for any visualization software artefact. Though, as current research suggests [22],
the attempts are about identifying flaws in a system in order to elicit new require-
ments. Identification can also be seen as a kind of identification of outliers, which
is an important pattern to look for in visualizations [26], which is not only used
in requirement elicitation. The Adaptation factor may be more unique because it
is about having different visualizations depending on the user. As far as we know,
there is no visualization tools that handles different abstraction levels in that way.

6.3 DDRE Method (RO)

The DDRE method includes several artefacts and each artefact supports the factors
found. The method is seen as a good way to validate requirements and the software
artifacts supported the factors found important for requirement validation. The elic-
itation part of the method was made by having performance measures taken from
the DASK API [47] and having user logs to see what functionality is used the most.
Both of these implementations fulfill the factor identification, but the adaptation
factor was unfortunately not implemented due to time constraints. The method did
not adapt to format changes either. In terms of the scalability factor, the indexing
of the data needed to be documented in order to collect the right data. This is
something that we see as a potential improvement in the future to have automatic
adaption to format changes, or that a data storage layer is able to process data for
usage to conform to data formats desired.

To the best of our knowledge, there is no software tools to validate internal re-
quirements. Studies have been made looking into existing visualization software
or tools [45] and these visualizations are commonly used for software development.
Many of these visualization tools are used for software requirement elicitation by
identification of software flaws. But as far as we know, no method has been devel-
oped that extends this idea and uses data for other purposes then software system
requirements. The reason may be that it can be difficult to make some requirements
quantifiable and therefore cant be associated with a KPI. If the requirements do not
have KPI:s to measure the requirement, then it will probably be more difficult to
visualize and validate. Therefore, more research should be done in visualization
techniques for validating non-quantifiable requirements.

The design of the method was inspired by the Q-Rapids approach [22] and the
difference between the DDRE method and Q-Rapids is shown in Figure 6.2. The
validation leads to an algorithm decision and the elicitation leads back to the system
for system improvements. By doing this, the method could both validate and elicit
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requirements. The commonalities between our approach and Q-Rapids is that the
decisions are based on visualizations. The type of visualization is therefore impor-
tant to consider in order to make the right requirement decisions based on them.
Visualization frameworks can be a potential way to get the most out of visualiza-
tions. In our research we mainly used inspiration from visualization design [25] and
Quality metrics [26] in order to accomplish this. More research should be attempted
to automatically apply visualization frameworks for certain KPI:s/data that can
find the optimal visualization and improve the insights for requirement validation
and elicitation.

Research has also been done addressing DSL approaches linked to DDRE [49]. In
this research Franch et. al. addresses the potential research in the future for DDRE
and one of them included a DSL model to treat requirements as functions. Functions
that can be linked to the system and mine data during runtime and automatically
validate the requirements. Comparing this to our approach shows that both look at
the values of the quantifiable requirements, but instead of automatically validating
the requirements in our system, we let the analyzer validate based on the visualized
data. Even if the Python interface and Franch et al. proposed DSL is not exactly
the same model, the Python interface is still a starting foundation for creating DSL
models for supporting DDRE. This can provide value by creating methods catering
to requirement validation, but still be customized depending on the requirement
validation scenario.

6.4 Threats to Validity

The following subsections detail plausible threats to validity of this study. This
discussion uses definitions for validity threats taken from Wohlin et al.[51].

6.4.1 Conclusion Validity

Conclusion validity is a threat with respect to how well one is able to interpret the
results and draw the correct conclusion.

To minimize this threat, each participant in the study were subjected to the same
demonstration of the software. Though, since the interviews were semi-structured,
opinions are of course voiced at different times of the demonstration so further
explanations and answers from us are provided when asked for. This means that
the exact same interview was not conducted every time, even if they were planned
to be the same. We do not think that allowing curiosity hurt the conclusion, rather
it provided more well-rounded feedback from the participants.

Further, the sample size of the case study is too small to claim any generalizability,
though that is not the scope of the thesis. Best efforts were made to bring as many
participants available as possible to do a good job as possible.
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6.4.2 Internal Validity

Internal validity addresses the causal relationship between the factors within the
study.

The first validity threat to our result is that we conducted a workshop. From the
feedback of the workshop, and comparing to the first prototype interviews, the mass
just seems lackluster in comparison. This could perhaps be due to when people start
voicing their opinions in a group, some part of the group becomes compliant with
the opinion and perhaps do not want to contradict popular opinions. So there is
a risk that some of the answers in this session are influenced by others. Since we
expected a wide array of opinions from the workshop (like the first prototype), we
did not prepare ways to encourage more outlying opinions either. So it is plausible
that a group of opinions that could lead to more factors or other priority orders is
maybe missing from that session.

Another threat to internal validity is that the selection of participants is not random.
Though, we deem that since the expertise and backgrounds of the participants are
largely different, differing opinions have been voiced and thus should not be a biased
answer. The selection of participants is also done based on their availability, and
their expertise, therefore different number of interviews were conducted in each step.

6.4.3 Construct Validity

Construct validity is concerned with how the operational measure reflects the pur-
pose of the study. This study does not intend to prove generalizability of the results
but does intend to analyze target stakeholder’s preferences concerning the developed
prototype.

The participants in the interviews were subject to demonstrations of the method
where they were asked questions around our research questions and allowed to voice
whatever came to mind during the time. To avoid the construct that they only
answer questions that we’ve prepared and allow a limited scope of possible answers
for factors, we believe that the freedom that comes with these semi-structured inter-
views allow the interviewee to feel that their opinion is heard and therefore a more
truthful and unfiltered answer should result from the feedback. However, in order
to maintain some order of scope for the breadth of answers, more specific questions
are asked if they did not voice their opinions with respect to the investigation.
Finally, we don’t either believe mono-operational bias is an issue for this study as all
the participants have a wide array of different backgrounds, different sets of working,
and projects that they are involved in.

With a larger scope of answers possible, the job of quantifying the feedback becomes
a validity threat. We are ultimately responsible to make sure that their answers are
understood correctly. To contest this threat, during the interviews when distinct
opinions were voiced, confirming questions were asked in our own words to confirm
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the understanding. Sometimes our understanding had to be corrected, but to the
best of our ability we’ve confirmed that the opinions are current.

Last, we’d like to consider the second design cycle being compiled together with the
other cycles. It could be seen as comparing apples to pears since the data gathering
format was different. Though to the best of our ability, we attempted to elicit the
feedback as openly as possible but this is of course a threat to validity, people do
indeed act differently in groups and we cannot guarantee that they either are as
comfortable to voice their opinions.

6.4.4 External Validity

Threats to external validity refer to the risk of generalizing the results outside of
the scope of the study.

The most obvious external threat with this study is that we are doing the research
for a company in a niche market of telecommunication. Every company is not the
same and the results have therefore a risk of differing depending on where the re-
search is conducted. To avoid this threat we tried to only implement modules in the
method that can be used in a generic way. Regardless, the aim of the study is not
to prove theories, but rather to obtain an understanding of the important factors at

play.

6.4.4.1 Historical Validity

Historical validity refers to the events taking place in the world at the the time of
the research.

This thesis was conducted during the pandemic outbreak of Covid-19. Halfway
through the thesis, the data gathering was done with remote tools and we cannot
say if the less intimate nature of video conferencing affects the results. Also, we
cannot either tell if the change in work environment or stress from the historic event
have any impact on the results.
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Conclusion

Becoming data-driven is an industry trend, i.e., adopting data-driven activities onto
other disciplines to make better decisions concerning the discipline. Research in
making requirements engineering data-driven has been conducted, though most seem
focused on eliciting requirements back to a software product. This study performed
a case study using design science in industry. The data collected was conducted
through 17 interviews and a workshop, the data is categorized through content
analysis. Further, the study focuses on the requirement engineering activities of
validation and elicitation, and what factors are important for making these activities
data-driven. The result is produced utilizing a method that is used for data-driven
requirements engineering.

The study resulted in five important factors to consider when performing data-driven
requirement validation and two factors when performing data-driven requirement
elicitation. The implications concerning data-driven requirements validation are
that there is a need for interactivity and flexibility when handling data, to be able
to from many angles analyze the data to understand it completely. The implications
with respect to requirements elicitation are that the need for identifying data and
have data adapt to the user is sought after but perhaps will not be used as immediate
decision points.

The method developed is based on the input received in iterations from industry
over the research scope. From evaluating the method with regard to validation
and elicitation; we find that having specific techniques for data-driven requirements
engineering is perceived as advantageous. Generally, the method was easy to use
and understand, and high hopes for usefulness were reflected on the scalability of
the functionality.

7.1 Future Research

The research made in this thesis will provide an insight into which factors that are
important to consider to gain insights into data during visualization and make the
decision based on the data. Even if this research developed a DDRE method based
on the insights given, more research should be done on the different aspects of data
visualization and what kind of interactions, graphical visualizations and relation-
ships that can be added to make a more generalized concept. More research should
also be made into the visualizations withing data-driven decision making to get
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support on which visualization to use for a certain KPI to maximize requirement
engineering efficiency and fulfil customer needs. Research should also be done in
looking in which circumstances KPI:s can be used to validate requirements. The
telecommunication industry has already established this in their field, but it would
be interesting to see if it can extend to other areas.

The dynamic behaviour is also something that is an important aspect to make a
product that can adjust if the format of the data changes and adds new data types
which can easily be mapped to an interaction, visualization and relationships with
other data types. This is a probable adding on the prototype and would be a good
extension of this research.

A continuation of this thesis could perhaps also be trying to investigate the remaining

activities from both DDDM and RE to derive more important factors when either
combinatorically selecting a few or holistically testing all at once.
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Appendix Design Iteration 1

Each point describes the a certain feedback from the user, followed by number of
users addressing that feedback and finally the factor category:

1.

w

11.
12.

13.

14.

15.

16.
17.

18.

Correlations between simulations visualization e.g. cost per performance.
(1/7) -> QR-vis Identification

Set upper and lower data bounds and add more filtering interactions (5/7) ->
Filtering

. Fix errors in logarithmic scale for visualizations. (3/7) -> Other

Specific fix suggestions for visualizations, e.g. Inverted X-Y axes, building
outlines, etc. (2/7) -> Other

. Removal of uninteresting points by default in CDF-plot but with option to

show them. And other good defaults. (1/7) -> Filtering

. Logger with basic information is good as it is, could perhaps work on the

presentation format for clarity. (4/7) -> Usage reports (Adaprion)

Added crash reports are important, though might be hard to collect them
between users for the scope of this project due to administration and some
services amd resources used are only available in Chinese. (1/7) -> Usage
reports (Adaption)

. Automatic usage reports and function memory usage may be good for making

decisions on what features to optimize, and plain knowledge on what opera-
tions take time. (3/7) -> Performance visualizaion Identification

. Add more ways to plot data. (7/7) -> Scalability
. Trend spotting on performance between releases. Perhaps make use of contin-

uous integration and continuous development tools in version control system.
(1/7) -> QR-vis Identification

Request to be able to plot specific algorithm schedulers. (1/7) -> Mapping
Cross simulation visualizations, co-joining simulation results. (6/7) -> Com-
parison

Visualization comparisons, pitch one plot against another. (6/7) -> Compar-
ison

File format change request for handling large storage better. (2/7) -> Access
time

Request to attempt combining multiple stored files into larger ones. (2/7) ->
Access time

More techniques for filtering data in visualizations requested (7/7) -> Filtering
Suggestions for data grouping, topologies and key performance indicators.
(4/7) -> Data structuring

Suggested textual search function. (1/7) -> Data filtering



A. Appendix Design Iteration 1

19. Export functions for visualizations. (2/7) -> Exporting
20. Multithread support to avoid application freezing. (3/7) -> Access time
21. Have between plot mappings with interactions (6/7) -> Mapping

Top categories & feedback points
1. Filtering (14)

Comparison (12)

Mapping (7)

Access time (7)

Flexibility (7)

AR

A.1 Actions for next iteration

This appendix is a compiled list of actions that are chosen to be implemented for
the next iteration of the project. It is based on the items from Appendix A and

each item selected is categorized by us with value and difficulty.

-> Filtering (High value / High difficulty).

2. Set upper and lower data bounds and add more filtering interactions (5/7)

o 3. Fix errors in logarithmic scale for visualizations. (3/7) -> Other (Medium

value / Low difficulty).

o 4. Specific fix suggestions for visualizations, e.g. Inverted X-Y axes, building

outlines, etc. (2/7) -> Other (Expected / Low difficulty).

« 8. Automatic usage reports and function memory usage may be good for mak-
ing decisions on what features to optimize, and plain knowledge on what oper-
ations take time. (3/7) -> Performance visualization Identification (Medium

value / Low difficulty).

e 9. Add more ways to plot data. (7/7) -> Flexibility (High value / Medium

difficulty).

« 13. Visualization comparisons, pitch one plot against another. (6/7) -> Com-

parison (High value / Medium difficulty).

e 16. More techniques for filtering data in visualizations requested (7/7) ->

Filtering (High value / Medium-High difficulty).

e 17. Suggestions for data grouping, topologies and key performance indica-

tors.(7/7) -> Data structuring (Medium value / Medium difficulty).

o 20. Multithread support to avoid application freezing. (3/7) -> Access time

(Medium value / Medium difficulty).
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Appendix Design Iteration 2

Following are the general opinions elicited from Design Cycle 2 feedback session.
Each point describes the a certain feedback from the user, followed by a category:

D.
6.
7.

. Delimitations of data handlers may be relevant as number of simulations in-

crease. -> Access time

. Preprocessing the data may cause a time issue when the byte size of simulations

increase, how you considered other compression-storage algorithms? -> Access
time

Could the plots be normalized in size? Have the x-y axis same even if size of
widgets are uneven. -> Format

Overlaying plots. For some plot types, it would be nice to plot them on top
of each other. -> Comparitions

3-D plots support are sought after. -> Other

Plot specific improvements e.g. building outlines on heatmaps. -> Other
Interface for custom functions e.g. for plotting. -> Scalability

Top categories & Priority

1.
2.
3.

Scalability, Mapping (High priority)
Comparison, Filtering, Access Time (Medium priority)
Other (Low priority)

B.1 Actions for final iteration

This appendix is a compiled list of actions that are chosen to be implemented for
the next iteration of the project. It is based on the items from Appendix B and each
item selected is categorized by us with value and difficulty.
« 6. Work on interactions between visualizations (High value / High difficulty)
o 7. Custom visualizations for mapping (High value / High difficulty)

ITT



B. Appendix Design Iteration 2

IV
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Appendix Design Iteration 3

1. Python objects preferred over DSL. (5/5) -> Mapping
o Expert users already familiar with Python and office aims to have all
employees learning Python.
o DSL may prove useful for beginners but in long-term Python will be more
relevant in all regards.

2. (DSL feedback) Use interactions to select the data instead of having to specify
the mapping. -> Already done through Python Interface. (4/5) -> Data
abstraction

3. Possible further abstraction on the data input. (1/5) -> Data abstraction

o Investigate different abstraction levels.
o Maybe further abstraction is good/bad.

4. Scalability, make it easy to add new plot. (5/5) -> Scalability

5. Possibility to specify plots within plots with new Python interface. (2/5) ->
Mapping

6. Further plot-specific visual requests (3/5) -> Scalability

o Standard axis lengths

« Plot Formats

« Plot settings, e.g. Label titles, set color scales etc.
» Label correctness

Top categories & feedback points
1. Abstraction (5)
2. Mapping (5)
3. Scalability (3)
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