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Emotion recognition and speaker diarization models for end-to-end conversational
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Abstract
Automatic Speech Recognition has become a key application of deep learning and
neural networks. Thanks to the development of new model architectures such as
transformers, audio processing tasks such as speech-to-text, audio classification, or
audio segmentation technologies are now a crucial part of human-computer inter-
action systems and widely used in commercial products. In addition, while models
are becoming more accurate and robust, an interest in emotion recognition systems
is growing to assist operators in their interaction with customers (or patients in the
context of healthcare). This thesis aims at improving the previous proof of concept
and develop speech emotion recognition and speaker diarization models for real-life
data.

Firstly, for speech emotion recognition task, we create a new conversational dataset
in French language based on real-life recordings from TV documentaries. It contains
a large plurality of speakers in various contexts, expressing a wide diversity of emo-
tions. We conduct a comparative study of various approaches and models with our
dataset and achieve state-of-the-art performance, beating pre-trained English-based
benchmark models on real-life data while still achieving acceptable results on the
RAVDESS benchmark dataset.

Next, speaker diarization relates to answering the question "Who spoke when?" We
conduct an in-depth comparative study of major open-source frameworks on chosen
test cases, with an emphasis on optimizing accuracy along with inference time and
hardware requirements.

Finally, we implement the emotion recognition and speaker diarization models in an
end-to-end conversational analysis tool, which generates a diarized text transcription
of the conversational content, along with intensity and emotion recognition on a
segment level for both text and audio. The tool also includes a zero-shot topic
detection feature, which can be easily extended with various other NLP tasks. The
web application can be used as a demonstration tool for business cases and showcases
the scalability and flexibility of the proposed approach.

Keywords: deep learning, automatic speech recognition, speech emotion recognition,
speaker diarization.
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1
Introduction

Artificial Intelligence is currently one of the most active fields of research. Especially,
deep learning is widely used to solve a large variety of tasks, and companies are ac-
tively seeking to take advantage of these new powerful tools [1]. The quantity of data
collected has exploded in the last decade, and the robustness and accuracy of neural
network models have incredibly improved in the last few years thanks to academic
research but also to tech companies. The fast improvement in the performance of
deep learning models have accelerate the development of applications for audio and
speech processing. The specific field of speech processing and recognition is an old
and well known problem : the first attempt to automatically retrieve language in-
formation from speech recordings wad made in 1952 in the Bell Labs to recognize
spoken digits [2]. Nowadays, automatic speech processing includes a large variety of
tasks aiming at extracting meaningful information from speech recordings. These
tasks can be considered as part of the larger field of Natural Language Processing
(NLP). Training models to automatically retrieve information from audio requires
specific architectures such as transformers [3] with a large number of parameters (up
to several billions) [4]. Thanks to recent advances, the development of unsupervised
learning allowed to significantly increase the quantity of training data available to
develop efficient language model for audio processing [5]. As an example, the current
state of the art model for automatic speech recognition, whisper, has been trained on
680 000 hours of audio content [6]. In addition, the use of transfer learning and fine
tuning to leverage pre-training of large audio embedding models such as wav2vec2
[7] allowed major advances in the field of audio classification as well as automatic
speech recognition.

While speech recognition models allow to extract information from audio input,
speaker diarization is critical when processing long conversational recordings. Speaker
diarization relates to answering the question : "who spoke when ?". It allows to seg-
ment audio input and cluster segments according to speakers [8] which constitute a
major challenge for information retrieval in conversations.

This thesis project, within the start-up La Javaness in Paris, focuses on state-of-the-
art deep learning techniques for Automatic Speech Recognition (ASR), Speech Emo-
tion Recognition (SER), and Speaker Diarization. The main scope of this project
is to develop a multi-task tool that performs various speech analysis tasks for the
French language in real-life contexts. Such a tool could be use for various application
: call center analytics [9, 10], media monitoring [11], language learning [12], etc.

1



1. Introduction

1.1 Context and scope of the project
As part of Research & Development team at La Javaness1, a French start-up based
in Paris, the project follows an initial Proof-of-concept developed in 2022 for an
end-to-end speech processing application. The project was initially launched by the
company to develop expertise and increase knowledge in the field of deep learning
for audio processing. The initial work includes a complete pipeline implementing
automatic speech recognition (ASR) along with speech emotion recognition (SER)
and various natural language processing tasks (NLP) such as topic detection or text
tonality recognition.

While the proof-of-concept seems very promising and works great on research bench-
mark datasets such as the Canadian French Emotional Speech Dataset [13], results
are not yet good enough to develop a working tool for real-life applications for the
French language. In addition, new machine learning models for audio processing
have been released recently, such as Whisper from OpenAI (September 2022) [6].
Thus, this thesis project aims at improving previous results on emotion classification
tasks, especially making the SER model more accurate for real conversations and
developing an efficient speaker diarization for the audio processing pipeline.

1.2 Planning and Progress
In the context of the R&D on Unstructured Data team, this project deeply empha-
sized on following IT/ML development best practices, and on exploring new methods
and approaches for data-driven and deep learning based products. The project was
limited to 20 weeks and was divided into 3 distinct parts:

1. Speech Emotion Recognition (SER) - Construction of the dataset, explo-
ration of data, feature engineering, improvement of previous models, design
of new approaches. This includes developing precise framework and tools for
audio dataset generation and labeling.

2. Speaker Diarization - State-of-the-art (SOTA) model/framework evalua-
tion and comparison, hyperparameters optimization, integration in the speech
analysis pipeline.

3. Implementation of complete pipeline - Improving demonstration appli-
cation for multitask speech analysis tool by implementing SER model and
speaker diarization pipeline within a web application for demonstration pur-
pose.

1.3 Ethical Considerations
Dealing with voice data and speech processing models require some ethical consider-
ations regarding the whole development and potential deployment process. Recent

1La Javaness helps European companies and public organizations to develop and deploy machine
learning-based tools in the context of the so-called digital transition.
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1. Introduction

advances within the connected fields of machine learning, big data and generally
artificial intelligence raised several ethical and environmental issues [14]. Especially,
regarding this project, one should be careful with :

1. Voice recordings - Conversational audio can be considered personal data
regarding the General Data Protection Regulation (GDPR)2 - the European
regulation on data protection and privacy. Indeed, the content of the con-
versation as well as the voice itself can identify individuals and can contain
personal information. Thus, collecting, processing, and using such audio data
should be done carefully.

2. Models - Deep learning models are often called "black boxes" as they are
meant to approximate functions without providing insights on the actual form
of the targeted function. Neural networks architecture relies on complex non-
linear algebra and most recent models for Computer Vision (CV) and NLP can
have several billion parameters. Therefore, it makes them less directly explain-
able, which can be an issue in many applications, especially when considering
security or health issues (e.g., in autonomous vehicles, conversational agents,
etc). Thus, one needs to be able to control or at least evaluate precisely the
quality of the model. Handle and mitigate errors is critical, and one should try
to maximize explainability. More specifically, in this project, SER is a highly
subjective task, and thus, there is a high risk of including bias in the training
data, and the quality of such a model can be quite difficult to evaluate.

3. Model deployment - When deploying AI-based applications, one should also
consider the use of the model and its potential consequences. Here, the work
focuses on ASR, and one major potential application of an ASR multi-task
tool could be, as mentioned above, in a call center. Considering this particular
domain of application, two major ethical issues can be identified: On the one
hand, it could help the operator in their work with a better comprehension
of the customer needs using an analytical tool based on speech recognition.
However, it is not meant to replace the emotional intelligence of the operator,
and the tool should be used wisely as it is only a support tool for the operator.
On the other hand, such a tool could be used to actually assess and control
the work of an operator. The use for worker surveillance should be considered
very carefully. Such a deployed application should be able to evaluate and
quantify possible errors in the predicted analytics.

4. Ecological impact - Finally, the ecological impact of AI needs to be con-
sidered when working with very large machine learning models. The process
of storing, processing huge amounts of data, as well as training and inference
with models, can have a massive carbon footprint. Indeed, most of the data
and models are stored remotely on servers with GPUs, which need a lot of
energy to work properly, and the resulting carbon footprint and ecological im-
pact cannot be ignored. Thus, tech companies have a significant responsibility
when they develop, manage, and deploy AI-based tools to make them as frugal
as possible to limit ecological impact [15].

2https://gdpr-info.eu/

3
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1. Introduction

1.4 Contribution
This thesis contributes to the development of AI-based voice processing with a focus
on developing deep learning models for real life conversation recordings and imple-
menting them in a complete machine learning based speech processing pipeline. The
final outcome is an end-to-end pipeline able to process and extract meaningful in-
formation from long conversation recordings. The detailed contributions on speech
emotion recognition, speaker diarization and multi-task speech processing are fully
described in the following subsections.

1.4.1 Speech Emotion Recognition
During this project, a new dataset based on real-life French conversational content
was built to provide a more versatile dataset, allowing for a real data approach for
the training of more robust models. While advanced deep learning models for SER
usually achieve accuracy scores up to 92% on research benchmark sets [16], they
actually have poor performance on real-life data. Moreover, most of the datasets
available contain only english data. Hence, this project tackle the lack of robust
models for recognition of non-stereotyped emotion expression for the French lan-
guage.

Indeed, a multilabel classifier model was trained on the new dataset. This model
adopts a new approach with a reduced number of emotions, which leads to improve
the previous results from the first proof-of-concept and gives higher scores on real-
life conversational test sets than publicly available SER models. In addition, the
trained model still achieves good scores on English benchmark research sets.

Furthermore, this project also explored data preprocessing and augmentation, as
well as different promising model architectures, such as multitask, multimodal and
quantitative approaches. This constitutes an interesting baseline for further work
to improve SER models and highlights the possibility to develop robust models for
emotion recognition in real-life contexts.

1.4.2 Speaker Diarization
Speaker Diarization is a key task when developing conversation analysis tools. This
project tries to leverage pre-existing frameworks and conducts an in-depth study
of the performance and behavior of speaker diarization frameworks. Especially, a
diarization pipeline is optimized for different test cases considering hardware and
time constraints. State of the art pipelines for speaker diarization such as pyannote
achieves, on benchmark sets, diarization error rates ranging from 8.2% (REPER
dataset) to 32.4% (CALLHOME dataset) [17, 18]. Through a deep understanding
of speaker diarization frameworks and pipeline, the final optimized diarizer matches
expected behavior and achieves a diarization error rate of 11% for our defined test
cases. This makes the optimized pipeline suitable for conversation transcription
with automatic speech recognition models.

4



1. Introduction

1.4.3 Speech Analysis Tool
Finally, an improved proof of concept for multitask speech analysis tools is proposed
as a web application able to predict from a single audio file: a clear segmentation of
speakers, a text transcription (or alternatively a translation to another language),
emotion recognition (speech and text) and may include various other natural lan-
guage processing (NLP) tasks.

5



2
Theory

This chapter aims at introducing and defining all the general concepts studied during
this project. It provides some context and basic scientific background of the main
domains explored throughout the thesis. A background in computer science and
mathematics is assumed as well as basic knowledge of machine learning.

2.1 Audio data and signal processing

2.1.1 Sound and Audio signal
Sound is a form of energy that travels through a medium as a series of pressure
waves, which our ears detect and interpret as sound. The properties of sound waves,
such as their frequency and amplitude, determine the characteristics of the sound
we hear, such as its pitch and volume. The numerical representation of sound is an
audio signal represented as a time series as in Figure 2.1. Usually, analog signals use
voltage levels, while digital signals use a series of binary numbers. The frequency
range of audio signals matches the lower and upper limits of human hearing, gener-
ally going from roughly 20 to 20000 Hz.

The sample rate is an essential parameter of the signal, defining its resolution and,
to some extent, the audio quality. In this project, all processed audio signals are
generally sampled at a rate of fs = 16000 Hz, meaning that an audio of length
1s will be a vector of size (1, 16000). According to the Nyquist-Shannon sampling
theorem [19], with a sampling rate of 16000 Hz, the maximum frequency that can
be represented in the audio signal is fmax = fs

2 = 8000 Hz.

Such a frequency range, up to 8000 Hz, is convenient for processing human voices and
has become the standard for Deep Learning-based applications with speeches. As a
reference, audiovisual content (music, TV, etc.) is usually sampled and recorded at
a sample rate of fs = 44100 Hz or fs = 48000 Hz to keep the whole frequency range
audible to human ears.

2.1.2 FFT and Mel Spectrogram
When using audio data with deep learning algorithms, usually, the audio signal is
not used directly as input data and first needs to be processed to be used. Especially,
when doing voice processing, it is much easier to process the frequency content than

6



2. Theory

Figure 2.1: Audio signal example.

the raw time series from audio signal as highlighted in a recent review on feature
extraction technique by Labid and Belangour [20].

The Fast Fourier Transform (FFT) is an algorithm that computes the Discrete
Fourier Transform (DFT) of a signal, which is a mathematical technique that de-
composes a time-domain signal into its constituent frequency components. It trans-
forms a sequence of complex numbers xn into another discrete sequence of complex
numbers Xk according to equation 2.1.

Xk =
N−1∑
n=0

xne−2iπkn/N , k = 0, 1, ...., N − 1 . (2.1)

Here, Xk is the kth element of the output sequence (the Fourier transform), xn is the
nth element of the input sequence. e−2iπkn/N represents a primitive N th root of unity.

In simpler terms, FFT is a method for analyzing a signal in terms of its frequency
content. In deep learning models for audio, FFT is used as a preprocessing step
to transform audio signals from the time domain to the frequency domain. This
transformation allows the model to analyze the audio data in terms of its spectral
content. Especially, the input audio signal is typically first divided into small seg-
ments called "frames," which are typically 10-30 milliseconds in duration. FFT is
then applied to each frame to compute a "spectrogram," which is a 2D representation
of the signal’s frequency content over time. The spectrogram is then used as input
to the deep learning model.

Especially, the most common way to preprocess audio for speech analysis tasks with
deep learning is to generate a Mel Spectrogram of the audio and then treat this input
spectrogram as an image [20]. The Mel scale, as shown in Figure 2.2 is a non-linear
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transformation of frequency that more closely matches the way humans perceive
pitch. Therefore, it provides a more accurate representation of the frequency con-
tent of a signal as it relates to human perception. This type of pre-processing is
used by models such as wav2vec2 [7] and whisper [6].

Figure 2.2: Mel scale versus frequency in Hz.

To create a Mel Spectrogram (Figure 2.3), the signal is first broken down into short
time intervals, and the frequency content of each interval is determined using the
FFT as described above. The resulting spectrum is then mapped onto the Mel scale,
and the amplitude of each frequency bin is represented by a color or grayscale value.

Figure 2.3: Mel spectrogram of a short audio sample.
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2.2 Neural networks and deep learning

2.2.1 Overview
Neural networks are a type of machine learning model that is inspired by the struc-
ture and function of the human brain [21]. A neural network, as shown in Figure 2.5
is composed of interconnected nodes or "neurons", represented in Figure 2.4, that
work together to process and learn from input data. Each neuron receives input
from other neurons, applies an activation function to the input, and then passes the
output to other neurons. The process of learning is done by optimizing a defined
loss function which mainly depends on the targeted task.

Figure 2.4: Simple artificial neuron operator scheme.

Deep learning (DL) is a subset of machine learning that involves the use of neu-
ral networks with multiple layers (DNNs), hence the term "deep". Deep learning
models can learn and extract complex features from large amounts of data, making
them well-suited for tasks such as image and speech recognition, natural language
processing, and more.

There are 3 main types of DNN models for supervised learning [22, 21] :

• Feedforward Neural Networks, as shown in 2.5, are the simplest type of neural
networks, in which the information flows in only one direction, from input to
output. They are often used for tasks such as classification, regression, and
pattern recognition.

• Recurrent Neural Networks or alternatively Transformers have loops in them,
allowing information to persist and be processed over time. The simplest
recurrent neuron unit is represented in Figure 2.6. They are commonly used for
tasks that involve sequences, such as speech recognition, language translation,
and time series prediction.

• Convolutional Neural Networks are designed to process data that has a grid-
like topology, such as images or videos. They use convolutional layers to
extract features from the input data and pooling layers to reduce the dimen-
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Figure 2.5: Simple scheme of a feed forward dense neural network.

Figure 2.6: Simple scheme of a recurrent neuron unit.

sionality of the data [23]. This type of architecture is represented in Figure 2.7
They are commonly used for image and video classification, object detection,
and image segmentation.

2.2.2 Typology of problems studied
Throughout this project, many machine learning approaches are discussed and
tested. For a given general problem (here SER), the optimization problem can
be formulated in several ways. The approach of a problem is mainly defined by the
data available (type, content) and the architecture of the model. This subsection
introduces important definitions for the main approaches studied during the project,
this has been extensively described in a 2021 review by Shiam & al [24].

Supervised vs Unsupervised - Supervised machine learning involves training
a model using labeled data (pairs of input/output), while unsupervised machine
learning involves finding patterns and relationships in unlabeled data without ex-
plicit guidance.
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Figure 2.7: Simple scheme of a typical one layer convolution network for image
classification, operation of convolution is followed by a pooling layer.

Regression vs Classification - Among supervised approaches, regression and
classification are 2 main types of tasks. Regression models predict a continuous
numerical output, while classification models predict a categorical output, hence,
discrete.

Multiclass Classification vs Multilabel Classification - Multiclass classifica-
tion involves assigning instances to one of several classes, whereas multilabel clas-
sification involves assigning multiple binary labels to instances. In other words,
multiclass classification deals with mutually exclusive classes, while multilabel clas-
sification deals with non-mutually exclusive labels. Practically, it involves using
a different loss function and handling output differently. For multiclass problem,
a standard loss function is the cross-entropy loss function 2.2 while for multilabel
problem, one may use binary cross-entropy loss function 2.3 :

Lcross−entropy(Yo, Ŷo) = −
M∑

c=1
yo,c log(ŷo,c) , (2.2)

LBCE(Yo, Ŷo) = − 1
M

M∑
c=1

yo,clog(ŷo,c) + (1 − yo,c)log(1 − ŷo,c) , (2.3)

where, in these equations, Ŷo is the vector containing predicted output ŷo,c and Yo

the vector containing ground-truth values yo,c.

2.2.3 Training
Training a DNN requires a large amount of data. One of the main assets of DNN is
that it often uses non-linear activation, which allows the network to learn non-linear
patterns and, therefore, makes it very powerful in learning complex information from
input data (eventually unstructured). Training a DNN is an optimization problem
that relates to finding the model’s weights wij of FNetwork, the global forward function
of the network, that minimize the defined loss function between the output from the
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network and the real expected output from the training data. It is formulated
mathematically in 2.4 :

min
wij

(L(ydata, FNetwork(xdata))) , (2.4)

where L is the loss function, ydata the ground truth value from the data and the
predicted output from the forward function of the model is FNetwork(xdata).

The most common approach used to solve this task is the backpropagation algorithm.
It is an efficient way to compute the gradient of the loss function with respect to the
weights and biases of the network, which can then be used to update the parameters
through an optimization algorithm such as gradient descent. An input example is
fed to the network (forward pass) and the error between output and ground truth
is computed. Then, starting from output layer of the network, for each neuron in a
layer, the error gradient is calculated with respect to its inputs by using the chain
rule of calculus.

2.2.4 Transformers models
Transformers models have been widely used in deep learning since 2017, primarily
for NLP and CV tasks but also in many other domains [3]. Such models use a
self-attention mechanism, which weights the importance of each part of the input
sequence when processing it. The basic building block of a transformer is called an
attention mechanism. The attention mechanism takes a sequence of vectors as input
and computes a weighted sum of these vectors based on their similarity to a query
vector. This mechanism is described by the scaled dot product attention equation
2.5 :

Attention(Q, K, V ) = softmax(QKT

√
dk

)V , (2.5)

where Q, K and V represents respectively query, key and values vectors and QKT

product is scaled down by
√

dk, where dk is the dimension of query and value vectors.

Transformers use multi-head attention, which means that they compute several dif-
ferent attention mechanisms in parallel and then concatenate their outputs, as de-
scribed in Figure 2.8. This allows the model to capture relationship between ele-
ments of the input sequence at different scale level and between all elements.
The attention mechanism was already used in Recurrent Neural Network (RNN)
with Long short-term memory (LSTM) architectures [25], but in 2017, a paper ti-
tled Attention is all you need [3] showed that attention mechanisms and especially
transformer units with multi-head attention alone were powerful enough to outper-
form RNN-based models. Especially, transformer units do not need to process input
sequences in a specific order while RNN models do. Although this gives a large ad-
vantage in learning features with global context information thanks to the attention
mechanism, it allows for more parallelization for model training and thus reduces
training time.
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Figure 2.8: Transformers model architecture, figure from Attention is all you
need by Vaswani & al. [3].

This led to the most recent advance in DL, especially in the field of NLP, with
the training of large language models (LLMs), with several billion parameters, on
massive amounts of data (see Figure 2.9). Some examples of such models are:
Generative Pre-trained Transformers (the so-called GPT, which is the base model
for ChatGPT), Bert (Google) [26], and many other models.

2.2.5 Transfer learning and fine tuning
During this project, transfer learning and fine tuning techniques of open source mod-
els have been extensively used. Fine-tuning and transfer learning are two related
techniques in deep learning that are used to get high performance with machine
learning models by leveraging pre-existing knowledge.

Transfer learning is the process of taking a model that has been pre-trained for a
specific task that is in some way related to the new task. The idea behind transfer
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Figure 2.9: Catalog of recent transformers models in 2023, by X. Amatriain [4].
It gives the year of release vs the number of parameters in the model.

learning is that the pre-trained model has already learned general features that are
useful for a wide range of tasks, and that this knowledge can be transferred to the
new task. Especially, models already trained on very large dataset for general tasks
(e.g. Object detection on images with ResNet [27]) can be used on smaller datasets
for more specific tasks (e.g. Flower recognition).

Fine-tuning is a specific form of transfer learning where the pre-trained model is
further trained on a new dataset, often smaller, that is similar to the original dataset
it was trained on. The weights of the pre-trained model are adjusted during this
process to better fit the new dataset. When fine-tuning a model one can use a
pre-trained model and freeze part of the layers, or just fine tune the whole model
and eventually additional layers (e.g. when adding classification head on embedding
model). This process has been proven to be very efficient especially as very large
model (such as SOTA-models for CV or NLP) are expensive to train since they
requires very large hardware resources (Graphics Processing Units - GPU - and
Tensor Processing Units - TPU) [28].

2.3 Deep Learning Applied to Speech Analysis
Machine learning with audio data is not an easy task, and it is a less developed field
when compared to Computer Vision (CV), Natural Language Processing (NLP)
with text data, or more common tasks based on structured data. Most of speech
analysis task can be considered as part of the larger field of NLP. NLP is the field
of Machine Learning that processes unstructured language data and is often asso-
ciated with text-related tasks. There are various tasks considered in NLP, ranging
from classical tasks such as classification or clustering to more complex tasks such
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as text summarization or text generation (e.g. ChatGPT). ASR involves many dif-
ferent tasks and is a key component of voice assistants such as Google Home, Alexa
(Amazon), or Siri (Apple).

Figure 2.10 shows the general architecture for Automatic Speech Recognition mod-
els. The Digital Signal Processing (DSP) part handles the preparation of the data
with eventual pre-processing (e.g. noise reduction, frequency filtering, resampling,
etc.) and then the feature extraction is performed. The feature extraction is always
specific to a model because it defines the size of the input tensor to the network
[20]. In this project, mainly pre-trained models have been used for fine-tuning and
inference, thus the feature extraction methods used were already implemented along
with the neural network model architecture.

Figure 2.10: Typical Automatic Speech Recognition algorithm general
architecture.

The feature extraction part takes the raw audio signal as input in the form of a
single-dimensional vector with a defined sample rate (16kHz in this project) and
performs FFT to construct the Mel Spectrogram of the input audio. The resulting
output tensor is defined by the parameters of the FFT and Mel Spectrogram. The
main parameters of the feature extraction are defined in Table 2.1. Especially, fea-
ture_size and n_fft define the size of the resulting tensor that will be passed to the
NN.

Then, the neural network part is often made of an encoder and a decoder part. The
encoder handles the embedding of extracted features of the mel spectrogram in the
latent space. The size of encoded tensor depends on the architecture of the model.
The encoder is the part that is always loaded pre-trained in this project. The qual-
ity of the embedding in the latent space is crucial because it needs to extract the
meaningful information for the considered task.

Finally, the decoder is responsible for generating the output of the network. The

15



2. Theory

Table 2.1: Main parameters of typical sequence feature extractor based on
Transformers library source code [29].

Parameter Definition
feature_size The feature dimension of the extracted features

sampling_rate The sampling rate at which the audio files
should be digitalized expressed in hertz

hop_length Length of the overlaping windows for the STFT
used to obtain the Mel Frequency coefficients.

chunk_length The maximum number of chuncks of "sampling_rate"
samples used to trim and pad longer or shorter audio sequences.

n_fft Size of the Fourier transform.

architecture of the decoder depends on the task considered and may take several
forms with an input tensor of size defined by the size of the embedding in the la-
tent space and output the target information : text sequence, classification output,
regression output, etc... This part of the network can be loaded pretrained (e.g.
speech-to-text, speech-to-speech) or initialized randomly, for specific classification
or regression tasks for example.

In the following subsections, the main DL tasks studied in this project are introduced
briefly along with the dedicated SOTA models architectures.

2.3.1 Speech-to-Text
Speech to text (STT) is a task in which spoken language is automatically transcribed
into written text. The goal is to retrieve the text transcription of a given input
audio containing spoken language as precisely as possible. This task is a sequence-
to-sequence task, which means that the network will take a sequence as an input
(i.e the tensor of extracted features from the audio signal) and output a sequence,
primarily a sequence of numeric tokens that can be transcribed into a sequence of
words, i.e the predicted text transcription.
The STT task is the most studied problem within the field of ASR. The first STT al-
gorithm was developed by Bell Labs in the 1950s and was based on pattern matching
techniques and was able to recognize a restricted vocabulary [2]. The major improve-
ment in STT technologies occurred with the development of Deep Neural Networks
(DNNs), which can model complex relationships between the acoustic features and
the corresponding text transcriptions. In 2014, the first end-to-end deep learning-
based speech recognition system, called DeepSpeech, was developed by Baidu [30].
This system directly maps the audio waveform to the corresponding text transcrip-
tion using a deep neural network, bypassing the need for feature extraction and
other processing steps.

More recently, the performance of STT models significantly improved thanks to
transformer-based models. In 2020, Wav2Vec2 developed by Facebook AI Research
introduced a self-supervised method [7]. The model was trained on a large dataset of
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untranscribed speech data and learned to predict the original audio waveform from
a sequence of masked or corrupted versions of the waveform. This pre-training stage
was followed by fine-tuning on a smaller dataset of transcribed speech data to adapt
the model to a specific speech recognition task. In September 2022, OpenAI released
the open source model Whisper, trained on 680,000 hours of audio. This large scale
training enables the model to achieve human-like performance on English language
[6]. This project leverages both the Wav2vec2 and Whisper models extensively to
perform audio embedding and STT tasks.

2.3.2 Speech Emotion Recognition
Overview

Speech Emotion Recognition (SER) is a task within the field of Speech Processing
and Automatic Speech Recognition that aims at predicting the tonality and emotion
expressed in an audio sample. It is a very complex task since emotion and tonal-
ity are directly associated with human social behavior. This means that a Speech
Emotion Recognition DNN should learn to mimic human-like emotional intelligence.
This type of problem depend highly on data since learned patterns are highly influ-
enced by the quality, quantity and potential bias of the training data. Therefore, it
requires a large amount of high-quality data.

Moreover, for SER with DNNs, specialized architectures and techniques such as
Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs) (or
alternatively Transformers) are required, and often a combination of both. These
architectures and techniques have been shown to be effective for capturing and mod-
eling the complex temporal and spectral characteristics of speech signals associated
with emotional states [16]. For handling audio embedding for SER task, encoder
models such as Wav2vec2 are suitable since they rely on both CNNs and Transform-
ers layers.

In the context of speech emotion recognition the encoder part of the model, as de-
fined in Figure 2.10, is a submodule of the global neural network that takes embedded
audio as input and outputs a vector representing the emotion classes (generally one-
hot-encoded). It is refered as the classification head. Meaningful feature extraction
is done through the embedding (or encoder) part of the network. In this project,
classification and regression heads are designed as simple dense feed forward net-
works with 2 to 3 layers, as shown in Figure 2.11.

Dense layer is the most common type of neural network layer. Layers of neurons are
fully connected to each other. Rectified Linear Unit (or ReLU) activation function
2.6 is also one of the most common activation function used in neural network [21] :

ReLU(x) = max{0, x} . (2.6)

Dropout is a regularization technique used in deep learning models to prevent from
overfitting. The dropout operator works by randomly dropping out (i.e., setting
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Figure 2.11: Basic architecture of classification head used in the project.

to zero) a certain percentage of the input units of a layer during each training
iteration. This means that some neurons will be temporarily ignored during the
forward pass, and their weights will not be updated during the backward pass.
By randomly dropping out neurons during training, the network is forced to learn
redundant representations for each input, reducing its reliance on any single input
feature. This can help prevent overfitting, which occurs when the model learns to
memorize the training data instead of generalizing to new data. Common values for
the dropout rate are between 0.2 and 0.5.

Metrics and evaluation

Since SER is basically a classification task, or alternatively a regression task de-
pending on the formulation of the problem, standard metrics for supervised tasks
can be used, such as accuracy and F1-score.

Accuracy is the ratio of correct predictions to the total number of predictions. It
is a very simple metric; however, when dealing with an unbalanced dataset where
some classes are underrepresented, it lacks information on how well the classes are
recognized and predicted. This is especially important for critical applications, such
as disease detection. More precisely, accuracy in equation 2.7 can be defined with
the notions of True/False Positive and Negative as :

Accuracy = TP + TN

TP + FP + TN + FN
. (2.7)

In this equation, TP stands for "True Positive," which refers to the number of cor-
rectly identified positive cases; FP stands for "False Positive," which refers to the
number of incorrectly identified positive cases; TN stands for "True Negative," which
refers to the number of correctly identified negative cases, and FN stands for "False
Negative," which refers to the number of incorrectly identified negative cases. Pre-
cision measures the proportion of correct positive predictions out of all positive
predictions made, while recall measures the proportion of correct positive predic-
tions out of all actual positive cases.
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A more meaningful metric is the F1-score , which is widely used to measure classifier
performance. It is defined as the harmonic mean of precision and recall (2.8 and
2.9) as :

Precision = T P
T P +F P

Recall = T P
T P +F N

, (2.8)

F1 = 2Precision × Recall

Precision + Recall
. (2.9)

In multiclass and multilabel classification problems, the F1 score is computed for
each class, giving an F1 score per class. Then, a global metric can be computed
as an F1 micro score, which is the precision and recall across all classes. The F1
micro score is similar to accuracy and is heavily influenced by major classes in the
dataset. Alternatively, one can compute the F1 macro score by averaging the pre-
cision and recall across classes and computing the global F1 score. The F1 macro
score is preferred in this project (and generally in classification problems with un-
balanced datasets) since it weights each class equally independently from its size in
the dataset. This leads to a better model evaluation.

When dealing with a regression model, where the output is a floating value (or a
vector of floats), one can use the standard Mean Squared Error (MSE) 2.10 :

LMSE(Yo, Ŷo) = 1
n

n∑
i=1

(yi − ŷi)2 , (2.10)

where yi represents the actual value of the target variable for the i-th observation,
ŷi represents the predicted value of the target variable for the i-th observation, and
n represents the total number of observations in the dataset. The MSE is a popular
metric used to evaluate the performance of regression models, and it represents the
average of the squared differences between the actual and predicted values of the
target variable.

Alternatively, the coefficient of determination (named "R squared" or R2) 2.11 can
be used to assess how well the trained regression model is able to represent the
distribution of training data :

R2 = 1 −
∑n

i=1(yi − ŷi)2∑n
i=1(yi − ȳ)2 . (2.11)

While these metrics are not as meaningful as accuracy for classification problem in
the context of SER. They are still useful to compare models one to another and
were used to assess the global quality of a model.
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2.3.3 Speaker Diarization : Who spoke when ?
Overview

Speaker diarization is the process of automatically identifying and segmenting an
audio recording into distinct speech segments, where each segment corresponds to
a particular speaker. In simpler words, the goal is to answer the question : Who
spoke when ?. It involves analyzing the audio signal to detect changes in speaker
identity, and then grouping together segments that belong to the same speaker. The
standard architecture for speaker diarization pipeline is represented in 2.12.

Figure 2.12: Typical deep learning based speaker diarization pipeline.

There are two main approaches for such a problem [8]:

• Supervised approach / Classification problem: The model is trained to recog-
nize a finite number of speakers (i.e. classes). Thus, it is expected that it only
works with speakers that were used among the training data.

• Unsupervised approach / Clustering problem: The model clusters audio seg-
ments according to the speaker based on extracted audio features. It is the
most versatile approach since it can detect the number of speakers involved
(number of clusters) and assign each voice segment to a specific cluster.

This project mainly focuses on the second approach.

Metrics and evaluation

The standard metric for speaker diarization problem, described in 2.12, is the Di-
arization Error Rate (DER) [31] :

DER = FalseAlarm + MissedDetection + Confusion

Total
. (2.12)

This metric computes the error in diarization in terms of a duration ratio. It can be
considered as a micro metric similar to standard accuracy for classification problems.
Here, False Alarm (FA) and Missed Detection (MD) are related to the voice activity
detection step of the speaker diarization pipeline and Confusion (SC) is linked to
the quality of the clustering.

While DER is a convenient and simple standard micro metric to evaluate global
quality of a model, conversational content can contains short speech segment that
are highly important in terms of linguistic content in the conversation. Therefore,
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the Conversational Diarization Error Rate (CDER) 2.13 was introduced in recent
research [32]. It is similar to the DER but consider the error rate in terms of seg-
ments and not in duration :

CDER = NumberOfMistakes

TotalSegments
. (2.13)

The number of mistakes is computed by checking for each segment in the reference
segmentation/diarization if a corresponding segment exists in the predicted segmen-
tation/diarization.

To handle imbalanced distribution among speakers, with large difference between
cluster size, one can defined the Jaccard error rate (JER), described in 2.14, which
computes error for each speaker and thus weight each cluster equally when comput-
ing error rate [31] :

JER = 1
N

Nref∑
i

FAi + MDi

TOTALi

. (2.14)

A more advanced metrics called Balanced Error Rate (BER) was proposed recently
with a sub-graph approach of reference and predicted diarization introducing a
Segment-level Error Rate. This metric is much more complex but also delivers
more meaningful information on the quality of a model, since it takes into account
the error on a macro level by balancing error rates by speakers, and improving
matching evaluation between reference and hypothesis. The details and algorithm
for implementing Balanced Error Rate are extensively described in the dedicated
paper [33].
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3.1 Framework and tools overview
As part of R&D in Artificial Intelligence (AI) at La Javaness, this project tries to
follow all the good IT practices and uses the IT-stack of Data and IT team of the
company. Especially, the programming language Python was used for most of the
development of this project except for the frontend part of the labelling tool which
was coded in the JavaScript web framework React.js.

Python is widely used in ML development because it has very rich libraries that can
handle every aspects of a ML pipeline, thus it is very convenient for quick proto-
typing. Its big popularity as an open source language makes it really versatile and
efficient for ML and especially DL. Table 3.1 lists all the main libraries used during
the project.

Table 3.1: List of main python libraries used during the project.

Library Usage
PyTorch Deep Learning Framework
Hugging Face Transformers API for SOTA pre-trained models
Hugging Face Datasets Data Loading and preprocessing
Pandas Data processing and analysis
Audiomentations Data augmentation for audio
Nemo Nvidia Speaker Diarization framework
Pyannote Speaker Diarization framework
Gradio ML web app prototyping

Hugging Face’s libraries [4, 34, 35] are widely used in industry and research for
deep learning applications and comes with convenient features for prototyping. Py-
Torch was used as the main python deep learning frameworks for this project [36].
Moreover, code management was handled with git and gitlab, datasets and trained
model are stored on S3 buckets (Amazon Web Services) and training was mainly
performed on a remote server with a 32Go Nvidia GPU, which allowed to train very
large model.
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3.2 Speech Emotion Recognition
The aim of the SER part of this thesis project was to leverage state-of-the-art
(SOTA) approaches for SER and improve upon previous research and proof-of-
concept developed within the R&D team. Due to time constraints, we choose to
adopt an iterative approach in order to get good results. Training and evaluation
of models along the process of the dataset creation allowed to address arising issues
with data collection and labeling within the short deadlines. Indeed, the process
of creating, increasing, and improving the new dataset was done in parallel with
the continuous training and evaluation of the models. This working process is in-
spired by the CRISP DM methodology for data driven product development [37].
It allowed the monitoring of results and continuous adaptation of the whole pro-
cess of generating, labeling, and processing data along with the design and training
of neural network models. Moreover, as Speech Recognition is a very active field
of research, several newly released models were tested during the project, and the
pipelines developed can be easily used with a wide variety of similar models, making
it possible to upgrade them at any time.

3.2.1 Emotion representation
Building emotion recognition systems implies defining a representation of emotions.
There are several ways to represent emotions, but the most common strategy is to
create a discrete map of emotions with a small number of emotions that the system
will be trained to recognize.

First, a set of meaningful emotions should be defined. Previous works on the subject
within the R&D team at La Javaness proposed a multilabel approach with 9 classes
that mixed common general emotions ("anger", "joy", "sadness", "neutral", "worry-
depression") with more linguistic ("unsatisfaction", "hesitation") and para-linguistic
("emphasis", "surprise") features of spoken language. While it provides a lot of infor-
mation and several comprehension levels of tonality expressed in speeches, it makes
the classification highly difficult for a single model and makes the labeling data very
likely to be biased.

This project proposes to focus on a simpler emotion mapping suitable for common
SER-system commercial use cases. The new mapping proposed is based on the
Russell’s Valence-Arousal 2D-Emotion space [38] (also called circumplex model of
emotions). This empirical model proposes to describe emotions through two inde-
pendant dimensions, namely Valence which describes how pleasant is an emotion
and Arousal which relates to the intensity of the emotion expression. In this work
the Valence-Arousal space is split into 5 subspaces (see Figure 3.1) that approximate
a complete mapping of common general emotions expressed in casual conversational
content. Previous works on speech emotion recognition propose similar representa-
tions of emotions with a small number of classes based on a conceptual splitting of
the Valence-Arousal space [39, 40] and inspire the proposed emotion space of this
project. Generally, basic emotion mapping additionally includes "disgust" and "fear"
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emotions [41] and are not considered in our SER model. A third dimension named
Dominance is often used along with Valence and Arousal to describe an emotion.
The 3 dimensions of the Valence-Arousal-Dominance emotional space are described
in Table 3.2.

Figure 3.1: Conceptual split of Valence-Arousal emotion space into 5 discrete
sub-spaces for classification task.

Table 3.2: Common definition of VAD emotion space as defined originally by
Russell [38].

Dimension Definition
Valence Pleasantness of a stimulus
Arousal Intensity of emotion provoked by a stimulus

Dominance Degree of control exerted by a stimulus

Arousal and Dominance are often considered as mainly para-linguistic dimensions
which refers to a non-verbal aspect of communication that conveys emotional in-
formation through variations in tone, pitch, volume, and tempo of speech. In the
meantime, Valence dimension is primarily linguistic based dimension because it of-
ten relates to the context of emotion expressed.

In addition to the 5-emotion mapping, the intensity of the emotion which mainly
relates to the Arousal dimension is considered separately as a binary information :
Normal vs Strong intensity. This is motivate by results from [42] : By treating SER
as a multitask problem with multi-class emotion classification along with binary
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intensity classification, the global performance of the SER system improves.

A secondary approach of the problem was explored through a quantitative repre-
sentation of emotion using the Valence-Arousal-Dominance. Focusing, on Valence
and Arousal dimension, a quantitative approach can be achieve using a rating scale
in each dimension. While this methods might introduce large bias without a very
precise definition of the rating scale, it allows a statistical approach of the problem
as in [41] which could be useful in the context of analytics for large conversational
contents. In addition, despite the potential large uncertainty of such a labeling prob-
lem, it brings a significant gain in the precision of emotion representation allowing
to map continuously the whole 2D-space.

To sum up, audio samples for emotion recognition are labeled on 3 different levels
in this project :

• Emotion class (5 classes) : pleased, relaxed, neutral, sad, tension.
• Intensity (Binary class) : normal, strong.
• Valence-Arousal quantitative rating : 2-dimensional rating between 0.0 and

1.0.

3.2.2 Dataset
A first benchmark on available datasets in French Language for SER showed that
there are a very few datasets available. The closest dataset that can be used in this
project, A Canadian French Emotional Speech Dataset [13], is a research set that
includes six different sentences, pronounced by six male and six female actors, in
six basic emotions plus one neutral emotion. Besides this dataset, there are cur-
rently no dataset in French language publicly available for SER Classification task.
This dataset does not include conversation, and the expression of emotions are very
stereotyped since it is performed by actors. In addition, this dataset only includes
12 actors and 6 different sentences which clearly constitute a problem for model
robustness to be used on real life conversational content. Therefore, this motivates
the necessity to build a new dataset from scratch in order to train a robust model
that is able to detect emotion from any voice in any context. Our dataset should
include a variety of speakers male and female, preferably in real life context (not
actors that are playing emotions) and expressing a large range of emotions with
various intensity. Moreover, the model must be robust to variations in the quality
of recorded audio.

There are 3 stages during the dataset generation as shown in 3.2, audio files are
stored at each stage of the process to keep track of the processed files. In order to
simplify the process and being able to easily increase the size of the dataset, a meta-
data format and a precise data storage organization have been defined beforehand.
Then, a tool for automatically prepare samples, i.e slicing the raw audio into small
samples and generates metadata have been developed as well as a web application
that allows the user to label audio data in a very efficient way. The detailed method
used for each stage is described in the following sub-sections.
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Figure 3.2: Dataset generation pipeline - it does not include eventual
preprocessing that can occur after.

Raw audio selection

Firstly, raw audio sources needs to be selected wisely. There are several require-
ments:

1. A large number of speakers, at least 30.
2. Speeches as close as possible to real life.
3. A large part of the audio content is conversational.
4. They are a large variety of context with a large variety of emotions.
5. Good quality of audio but it can have some background noise.
6. Audio content is large enough (at least 1 hour for a given source).

In addition, considering that dataset construction and labelling is very time con-
suming, the audio content needs to be easily available and should contain almost
only speeches in order make the slicing and processing easier to get acceptable re-
sults within the time constraint of the project. Table 3.3 sums up the selected audio
sources that satisfies the requirements.

Each of these sources have several hours of content available (at least 5 hours).
The most interesting source is Strip Tease documentary series since it provides the
largest variety of conversational content. Each episode is 10 to 20 minutes long and
introduces around 3 to 10 speakers in an everyday life context which includes very
diverse context, hence, diverse emotional content. Therefore, it was chosen as the
main source of conversational content for the SER task.
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Table 3.3: List of selected audio sources.

Audio source name Description
Strip Tease Documentary series focusing on everyday life moments

without any commentators or editing
Ultimatum French adaptation of a reality TV-show featuring

six couples
Les grosses têtes Daily talk radio program where a panel of guests

discuss current events and social issues.
It is known for its lively and outspoken debates.

Automatic slicer tool

The audio slicer tool, as described in Figure 3.3, was developed to help to create
consistent dataset with a clear defined pipeline. While it helps to define, automate
and make the training data generation process easier, it also provide a basic and
easy-to-use application to generate audio sets for augmentation purpose or even for
other speech processing tasks in the future. The slicer tool is fully written in Python
and it can be used as a python library to be included in notebooks or in script within
a larger data processing pipeline or as a Command Line Interface (CLI) application.

Figure 3.3: Audio slicer tool pipeline architecture.

The main features of the software are :
1. Slicing long audio files (up to several hours) into smaller audio samples (up to

10 seconds) that can be use as training data for speech processing models.
2. Managing the organization of files including the generation of metadata files

to have a clean dataset ready to be labeled.
3. Generating pre-annotation from pretrained model : text transcription, tonality

classification. This helps a lot during the labelling phase.
Whisper STT pre-trained model handles the text transcription of audio along with
associated time stamps. This methods have 2 main advantages : It generates a text
transcription with very good performances that can be corrected during labelling
phase, and text is generated with associated timestamps. Thus, based on Whisper’s
inference timestamps the slicer tool generate audio samples along with text tran-
scription. Each audio file has a unique id and is stored in a folder along with the
metadata.
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Based on the work done afterwards on speaker diarization, the slicer tool app was
updated to better handle the slicing by using Whisper’s inference transcription and
timestamps after a first slicing handled by a Voice Activity Detection model (VAD).
This helped to generate high quality data and improve performances of Whisper on
transcription and timestamping tasks.

3.2.3 Data Labelling
Labeling audio data is quite a difficult task since it does not rely on visual access to
the data but only on audio content. Thus, it makes the labeling process longer and
the data more likely to contains errors and bias. To tackle this issue, a labeling web
app has been developed to offer an efficient and convenient tool to label good quality
data quickly. This tool is built as a web application where the annotator can listen
to samples, edit metadata such as tags, label samples with discrete emotion and in-
tensity classes and write (or correct) the text transcription. An additional feature of
the web app is introduced to label audio on a 2-Dimensional Valence/Arousal map
in order to create a dataset for regression SER models. This features, as shown in
Figure 3.4, is very convenient and also add a visual interpretation of emotions con-
tained in audio. The feature has been specifically designed for the Valence-Arousal
labeling. Hence, this tool was extensively used to create a new original dataset for
real-life French conversational content. The whole dataset was labeled by the same
person.

Figure 3.4: Screen capture of Valence-Arousal 2D scale labeling feature.

Data cleaning

While it was needed to quickly label a large quantity of data to be able to fine tune
a classification model and get results, it was difficult to assess in the first instance
how good should be the audio quality of samples to get good performances from the
trained model. Hence, firstly, a large quantity of data has been labeled to be able
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to train properly a first model. Then, the dataset was refined as it was increased,
to get higher data quality.

The final cleaned dataset contains Ncleaned = 2513 samples against Noriginal = 4512
samples in the original set. The cleaning process is described in Table 3.4.

Table 3.4: Data cleaning criterion.

Description Criterion
Too short file <1.0s with no clear spoken content
Too long file >10.0s

Too much content more than 3 emotions clearly expressed
No emotion there is no clearly identified emotional content

Noisy sample Too noisy to clearly understand the voices

3.2.4 Data augmentation with third party datasets
As mentioned previously, Speech Recognition tasks with DNN are strongly data cen-
tric problems that relies on large quantity of high quality data. Data augmentation
is the set of techniques that allow to increase the size of the dataset, i.e. to have
more training examples. While already available datasets does not match exactly
the targeted task, they still can be used partly or entirely to increase training data.
Several third party dataset [43, 13] were included in the training data with a filtering
and/or processing as described in Table 3.5.

Table 3.5: List of third party datasets used for data augmentation.

Dataset Description
Call My Agent dataset 9-emotions multilabel dataset used in previous PoC

A Canadian French 12 actors performing
Emotional Speech Dataset 6 sentences with 6 emotions

IEMOCAP English benchmark dataset for speech emotion recognition

3.2.5 Speech emotion recognition model
This section presents the different classification models designed and trained.

Classification models

Audio classification models generally process Mel Spectrogram (frequency domain
representation) as input. The spectrogram input is encoded in a latent space using
an embedding model responsible for extracting important features and outputs a
reduced size vector or matrix that will be further processed by a classification head
to output a vector of the targeted dimension. This architecture, as represented in
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Figure 3.5, is the basic architecture we used to design and train our models.

Figure 3.5: Simple classification model based on wav2vec2 model for audio
embedding.

The main stage in this architecture is the encoder model which needs to be able to
extract important features of voices. This type of model has a very large number of
parameters (see Table 3.6). It is a general purpose model that is trained to trans-
form an input tensor of a given dimension to a smaller one in a latent space (i.e.
dimension reduction), it is very conducive to the use of transfer learning and fine
tuning techniques to leverage the quality of pre-trained models on massive amount
of data. Currently, the best encoder models for speech recognition task (including
classification of voice content) are Wav2vec2 (Facebook) [7] and Whisper (Open AI)
[6]. There are a lot of pre-trained version of these open source models which can be
easily downloaded and manipulate (thanks to Hugging Face libraries [29]).

Table 3.6: Number of trained parameters in main SOTA encoder models.

Model Parameters
Wav2vec2 - Base 95M
Wav2vec2 - Large 317M
Whisper - Tiny 17M
Whisper - Base 74M
Whisper - Small 244M
Whisper - Medium 769M
Whisper - Large 1550M

Since mainly pre-trained models are used in this project the feature exctraction part
is defined given the architecture of the model. Hugging Face’s libraries [4] provide
complete pipelines with implemented classes and objects to handle feature extrac-
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tion, processing and modeling with the studied models.

The last stage of the network is the classification head which was designed in this
project as a simple feed-forward dense network. Since latent space provides an
abstract representation of input audio in small dimension, a simple feed forward
network with dense layers can handle the classification task from the latent space to
the output vector. Having a simple architecture with a small number of parameters
for the classification head makes it easier for hyperparameters tuning, it prevents
from overfitting by avoiding too large number of parameters and it makes the train-
ing more efficient since the size of the classification head is negligible compared to
the size of the encoder. The base architecture is represented in Figure 3.5. With
the first basic architecture, two approaches are tested : Multiclass classification or
Multilabel classification.

While basic architecture might lead to good performance, available data allow us
to design more advanced architectures that might improve final performance of the
model. Firstly, based on literature, adopting a multitask approach of the problem
by adding a secondary task can improve performance on the main task (i.e. emotion
classification) [42]. The architecture of the multitask approach is represented in Fig-
ure 3.7. The first task is the classification of emotion (as a multilabel or multiclass
problem) and the model is trained with a secondary task as a binary classification
problem on the Intensity (which is labeled as Normal or Strong in the dataset).

Figure 3.6: Multitask classification model architecture : the model predicts
emotion as a multilabel classifier and predict intensity as a binary classifier.

Then, another alternative approach is to take advantage of the very good transcrip-
tion quality made by the whisper model and to consider the text transcription of the
audio as an input to the SER model (see Figure 3.7. This multimodal approach has
a more complex architecture with 2 encoders model : the audio encoder (wav2vec2)
and a text encoder (bert) which similarly to the audio creates an embedding vector
in a latent space of the input text. This approach should ensure that purely linguis-
tic features are also considered when predicting emotions.
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Figure 3.7: Multimodal architecture : Audio and text transcription are used as a
multimodal input for the network (using Bert model for text embedding and

Wav2vec2 for audio embedding).

Quantitative regression model

The classification approach is the most obvious because it allows to assign directly
understandable tags to determine an emotion. However there are several disad-
vantages to relying on this discrete approach. Firstly, once the problem has been
defined, and the data labeled, the model will only be able to predict the discrete set
of emotions. Secondly, the number of classes considered is quite small and, the more
classes in the problem, the more data needed which quickly limits the number of
classes since data collection and labeling is highly time consuming and,thus, expen-
sive. Finally, it limits the postprocessing possibility to compute advanced statistics.

When the data can be labeled quantitatively with continuous features, it can be
very beneficial. An alternative approach of the problem involves the architecture
described in Figure 3.8, the main difference is the use of a regression head which is
similar to the classification head but uses different activation and loss function. On
the one hand, the output as a 3 dimensional vector provides more information than
a single (or multiple) category, and from this 3 defined dimension predicted (Va-
lence, Arousal, Dominance), one can defined specific emotion sub-spaces depending
on external factor such as the context. On the other hand, it provides quantitatively
interpretable information, that can be further process for statistics and analysis pur-
pose on long conversational content for example.

Summary of tested approach

Table 3.7 sums up the different approach tested for SER. Most of them are based on
Wav2Vec2 model. These approach have been iteratively tested along the creation
and the improvement of the dataset. Thus, the performance of each model have
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Figure 3.8: Quantitative regression architecture.

been monitored along with different dataset. This makes the evaluation of the dif-
ferent approach even better and allows to assess wether each architecture/approach
requires more or less data than another.

Table 3.7: Summary of tested model and tasks.

Model Task
Wav2Vec2-based simple Multiclass classification
Whisper-based simple Multiclass classification

Wav2Vec2-based simple Multilabel classification
Wav2Vec2-based simple Multitask (Multilabel + Binary) classification
Wav2Vec2+Bert-based Multimodal multilabel classification

Wav2Vec2-based quantitative 3-Dimensional Regression

3.3 Speaker Diarization
As described previously, Speaker Diarization is the task that aims at determining
: Who spoke when ?. The primary objective through this project was to leverage
pre-existing SOTA approach and try to optimize the performance on specific use
cases. A secondary objective was to evaluate hardware requirements as well as to
assess the feasability of a real time speaker diarizer, or alternatively, trying to reduce
as much as possible the computing time.

3.3.1 Framework and models
The principle of speaker diarization is quite easy to understand : identifying and
segmenting an audio recording into distinct speech segments, where each segment
corresponds to a particular speaker. It has becoming a well known problem, how-
ever, there are not many frameworks available in Python for this task.
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Currently, the main framework are :

• pyannote.audio [17, 18] which is an open-source library based on pytorch
framework dedicated to speaker diarization

• Nemo developed by Nvidia [44] is an open-source deep learning framework,
also based on pytorch, for NLP tasks with a large emphasis on ASR. It provides
tools (pipeline, trainer, pre-trained models, etc...) to build AI applications.

Other models and approaches exist [45] with various model architectures. Other
SOTA architectures for speaker diarization includes bidirectional long short-term
memory (BLSTM) [46]. However, speaker diarization involves a complete pipeline
with several stages including different deep learning models for : Voice Activity De-
tection (VAD), Speaker Embedding, Clustering. Therefore, these two frameworks
are very convenient since they implement complete pipelines with custom building
blocks and provides pre-trained models. In terms of architecture, both framework
provide similar pipeline with some small differences within the models :

1. Voice Activity Detection : Pyannote’s default model is PyanNet which
has the particularity to take raw audio waveform as input, hence, limiting
signal processing [47]. Nemo implements MarbleNet (convolution network)
[48] which takes the usual Mel Spectrogram as input.

2. Speaker Embedding : Both model are quite similar in their architecture,
and encode input segmented audio in a latent space to extract meaningful
features from speakers. Pyannote default model is called ECAPA-TDNN [49]
and Nemo’s default model is TitaNet [50].

3. Clustering / Diarizer : While Pyannote is using standard clustering al-
gorithms (Hidden Markov Model), Nemo implements a deep-learning based
clustering called Multi-scale Speaker Diarization with Dynamic Scale Weight-
ing [51]. This approach relies on multiple embedding with different time scales
(window size and shift length) to optimize clusters. Thus, it requires more
hardware resources and time to compute.

To quick start with the models, the default recommended models and parameters
are used and constitute the baseline for testing the models. Indeed, these speaker
diarization libraries come ready to be used out-of-the-box with a suggested set of
parameters for common applications. In practice, Nvidia provides a catalog of pre-
trained models that can be used within Nemo’s pipeline. Pyannote’s also provides
tools to extensively customize speaker diarization pipeline and replace default mod-
els with customs one.

3.3.2 Labeling
Speaker Diarization includes segmentation to detect where there are people speaking
(Voice Activity Detection) and clustering to identify speakers. To be able to evalu-
ate the quality of diarization, a reference speaker diarization is required. Labelling
audio and especially segmenting is quite a long process and, hence, requires efficient
tools.
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Audacity is an open-source recording and audio editing software. It is developed
since 1999, thus, it is a well known and supported software widely used for audio
editing and processing [52]. The software comes with a marker function that is quite
convenient for the speaker diarization task and works as an independant track along
the audio track. Markers tracks from audacity can be exported as csv like files that
can be easily parsed. Parsing function are implemented in a custom python package
along with the testing pipeline and other useful functions as described in the next
subsection.

3.3.3 Evaluation and optimization
There are two challenges in this part of the project : Get high quality results (small
error on diarization task) through a deep understanding of the behavior of the mod-
els and optimizing computing time and required hardware resources for commercial
and production purpose.

Test cases

Two test cases are considered :
1. Simple test case : 2 men speakers in the context of a TV interview (30

minutes long). High quality recording, no background noise, a very few over-
lapping voices.

2. Complex test case : 7 speakers identified in the context of a TV docu-
mentary (15 minutes long). Varying quality of recording (from poor to good
quality), some background noise (outdoor working environment), some over-
lapping voices.

These 2 test cases serve as a baseline to optimize hyperparameters of the model and
measure computing time and hardware requirements. Audios are long enough to
consider results representative of the performance of the model.

Evaluation strategy

To evaluate diarization pipeline from both frameworks, the default recommended
parameters are used at first and used to pre-label the audio test cases. Then, the
reference file is created by relabeling correctly the most relevant prediction to create
a reference file for both test cases. From this point, it is possible to understand the
global behaviour of each model in terms of VAD, segmentation and clustering.

Then, hyperparameters can be tuned to improve diarization quality, and differ-
ent measures can be performed to monitor hardware requirements and computing
time. All these measurements are implemented in python scripts with standardized
pipeline which insure their repeatability and the liability of measures.

Three ways to reduce computing time are identified :
• Hardware resources (GPU/CPU) and parallel computing parameters
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• Models hyper-parameters, especially window/frame related parameters and
embedding parameters

• Pre-processing input file or in industrial application context adapting recording
settings.

While it is convenient to have large GPU resources when using large language and
audio processing models, these resources are also very expensive and thus may be
limited in production context. In addition, the carbon footprint must also be con-
sidered when performing large-scale inference, especially when deploying large-scale
pipelines.

3.4 Demo application
This project aims at improving previous proof of concept for a multitask speech
analysis tool and adding new features to the pipeline. Since, the development of such
a tool is meant as a demonstration for potential commercial application, one must
be able to showcase the results in a fashionable way. Thus, the complete pipeline is
implemented as part of a simple web application to demonstrate capability of the
model with a user friendly interface.

3.4.1 Speech processing pipeline
Once the SER model trained and the diarization pipeline optimized for a given use
case. They can be implemented in a larger speech processing pipeline that includes
:

1. Speaker diarization to generate audio segments.
2. Speech-to-text transcription to generate text from audio segments.
3. Emotion and intensity recognition models which process audio segments.
4. Various NLP tasks can be performed on the text transcription such as : Zero-

shot topic classification, text tonality recognition, translation, summarization,
etc.

While speaker diarization along with speech-to-text transcription constitute the base
steps of the pipeline to generate short audio and text segments, a large variety of
tasks can be performed thereafter which makes the developed pipeline very flexible.
The scheme of the complete global architecture of the pipeline is represented in 3.9.

The application is developed using Gradio library [35] which provides very conve-
nient tools to build web applications for demonstration purpose. The application
is built as flexible as possible allowing to turn on/off each of the performed task,
changing the working language and can currently handle pre-recorded audio file and
record from microphone for direct processing.

3.4.2 Optimization of inference time and required ressources
The complete pipeline includes multiple large deep learning models that process
either audio file or text. One major issue when sequentially computing with large
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Figure 3.9: Scheme of the complete pipeline leveraging : speaker diarization,
automatic speech recognition, speech emotion recognition and various NLP tasks.

models is the inference time and the reserved memory on GPU. To reduce com-
puting time one must review carrefully object types manipulated throughout the
pipeline. Especially, when processing one long audio file, the audio is loaded as
a unique tensor and passed to the speaker diarization pipeline. Then, the input
tensor is truncated iteratively to be pass as smaller inputs for text to speech model
(Whisper) and audio classification models. This method insure that the audio file
is loaded only once at the beginning of the pipeline and that a single tensor is used
as a base input for the whole pipeline.

Optimizing such a pipeline is quite challenging as it involved many models that
requires large hardware resources. While the pipeline is able to perform multi-task
in a reasonable time, it is currently not able to perform all the tasks real-time and
this issue still needs to be further investigated. This is elaborated further in the
discussion chapter.
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Results

This section sums up all the main results obtained throughout this project. Speech
Emotion Recognition and Speaker Diarization sections presents the results of model
training and optimization while the last section presents the final proof of concept
web application.

4.1 Speech Emotion Recognition
This section includes an overview of the newly built dataset and the results of the
training of the different models and approaches of the SER problem.

4.1.1 Datasets
As mentionned in previous chapter, the datasets has been created iteratively along
training and testing process of models. The first batch of annotation allow to get a
dataset containing 2.56 hours of audio. This larger set is called uncleaned dataset
in Table 4.1. This first dataset did not lead to good results and thus it was needed
to perform a large data cleaning by relabeling the dataset. This leads to the cleaned
dataset which was used to train the final classification model. The Valence-Arousal
dataset is a subset of the cleaned dataset and was labeled quantitatively on Valence
and Arousal scale (from 0 to 1) and was used to train the regression model.

Table 4.1: Size of the datasets used to train emotion models.

Dataset Size (samples) Length (in hours)
Uncleaned dataset 3598 2.56
Cleaned dataset 2513 1.87

Valence-Arousal dataset 835 0.64

Figure 4.1 represents the distribution of sample length among datasets. It shows
that the cleaning of the data change the distribution of sample length. Especially,
a large part of very short samples (< 2s) have been removed. Indeed, very short
samples are less likely to contain clear linguistic and emotionnal content.

Then, one need to check the distribution of classes among the dataset since unbal-
anced dataset can have influence on the quality of the trained model (see Figure 4.2.
In addition, one might need to check that the data has a distribution that is somehow
representative of the real life context for targeted use cases. As expected, Neutral
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Figure 4.1: Distribution of sample length within datasets. Data-cleaning process
change the distribution of sample length, especially a large part of very short

samples have been removed from training data.

class (the absence of emotion expression) is the largest class in the dataset. Then
Tension is the second most represented class which relates to the chosen source of
raw audio (Reality TV show and TV documentary). Overall, the least represented
class is Sadness with 10%, hence the dataset remains quite balanced and each classes
has an acceptable number of support samples.

Figure 4.2: Distribution of classes within the cleaned dataset.

Morevover, when looking at the distribution of classes with given intensity, Strong
intensity is over-represented within Tension classes while under represented in Re-
laxed and Sadness which is expected considering that intensity label is mainly linked
to Arousal dimension as explained in Theory part. Therefore, intensity class seem
to be a meaningful information on the tonality of sample : Strong intensity is most
likely related to high arousal emotion subspaces Pleased and Tension.

Finally, the Figure 4.4 shows the distribution in terms of Valence and Arousal scale
of the regression dataset. Neutral part ( the zone around (0.5, 0.5) ) is the most
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dense and most of the 2D space is covered by the dataset.

Figure 4.3: Heatmap of distribution in Valence Arousal set (as number of
samples).

4.1.2 Classification
Here main results obtained through the training of multiple models and approach
are presented. Complete results including the monitoring of scores with different
dataset size is available in Appendix.

Training of various models

As described in Methods chapter, several approach and models have been tested
during the project. Table 4.2 presents the global scores obtained with the different
models trained.

First results obtained by training a multiclass classifier based on Wav2vec2 architec-
ture lead to very poor results f1−macro = 0.28. As a consequence, the dataset has
been largely cleaned which allow to significantly improve the results. Using these
four main key points have been identified to improve model’s performance :

1. Cleaning the dataset by removing very short and long samples as well as
samples containing unclear emotional content.

2. Switching from a multiclass to a multilabel classification problem (mainly by
changing loss function).
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Table 4.2: Summary of main results of trained emotion models.

Model Dataset f1-micro f1-macro
Wav2Vec2-Multiclass Uncleaned 0.34 0.28

Wav2Vec2-Multilabel Cleaned+Augmentation 0.64 0.47
Whisper L-Multilabel Cleaned 0.47 0.32
Wav2Vec2-Multitask Cleaned+Augmentation 0.54 0.36

Wav2Vec2/Bert-Multilabel Cleaned+Augmentation 0.60 0.43

3. Perform data augmentation by adding third party datasets to the training
data.

4. Increase the size of the dataset.
From the results obtained, the best model so far is the wav2vec2 multilabel classifier
with f1 − macro = 0.47. However, other approach tested, especially multimodal
approach with wav2vec2 and bert (audio + text) seems very promising with similar
performance. For specific commercial use case, this approach might beat the simple
wav2vec2 multilabel classifier. Based on litterature, these more complex alternative
approaches might outperform the base approach with a larger high quality dataset
[10, 53, 42]. Moreover, results obtained with Whisper-based model were not satis-
fying but can be explained by coding and compatibility problems that are further
discussed in Discussion chapter.

Finally, Table 4.3 presents score by class with the Wav2Vec2 - Multilabel classifier
which was chosen as the final reference model. Every class are recognized and the f1-
score of each class is in correlation with the distribution of classes among the dataset.

Table 4.3: F1-score by class for Wav2Vec2 - Multilabel trained on cleaned data
and augmentation set.

Class f1-score
Pleased 0.29
Relaxed 0.36
Neutral 0.78

Sad 0.28
Tension 0.65

Model evaluation against pre-trained baseline

Most of the model publicly available for SER are trained on English research sets
(such as the IEMOCAP [43] or the RAVDESS datasets [54]) and thus give poor
results on other languages test sets. One way to evaluate the multilabel wav2vec2
model was to test it against a benchmark english pretrained model with a similar
architecture. Scores on French test set obtained with both models are reported in
Table 4.4
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Table 4.4: Test results of english trained benchmark model against our multilabel
wav2vec2-based model.

Benchmark model Our Wav2vec2 Multilabel model
F1-micro 0.41 0.56
F1-macro 0.31 0.45

F1-score by class
Pleased 0.07 0.35
Relaxed 0.18 0.32
Neutral 0.65 0.72
Sad 0.21 0.27
Tension 0.43 0.56

The model trained on French data performs way better than English benchmark
model especially when looking at f1-macro score. However, those results needs to
be considered carefully since the major difference is due to low f1-score obtained on
Please and Relaxed classes which could be explained by major difference between
the definition of those emotions. Overall, our multilabel model can still be consider
as better than the English benchmark model when tested on French conversational
content.

Model testing with research dataset (RAVDESS)

In order to test if the model is robust enough to perform on other data than French
conversational content included in the dataset, the model is tested on RAVDESS
[54] which contains same classes as the French dataset. Results are reported in Table
4.5.

Table 4.5: f1-score of our wav2vec2 multilabel model tested on Ravdess dataset;

Class F1-score Support
Pleased 0.00 192
Relaxed 0.43 192
Neutral 0.33 96
Sad 0.17 192
Tension 0.76 192

On the one hand, the model is really bad at recognizing Pleased emotion. This could
be explained again by a difference in the definition of the emotion or by linguistic
differences in the expression of such positive emotion (cultural bias). On the other
hand, the model performs quite well on Relaxed and Tension classes when compared
to the results on the French test set.

4.1.3 Regression model
For the regression task, the training dataset was smaller than for the classification.
However, english pretrained models exist and such a model can be finetuned on a
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French dataset to get acceptable results. The original pre-trained model is designed
for regression in a 3-dimensional space : Valence-Arousal-Dominance. The dataset
is labeled in a 2-dimensional space thus the model was trained considering only Va-
lence and Arousal dimensions. Especially, the loss function has been set to compute
loss only on Valence and Arousal. This leads to a correlation coefficient R2 = 0.576.
Considering the size of quantitatively labeled dataset and the complexity of predict-
ing emotions in a quantitative way, such a R2 can be considered as quite satisfying.
It suggests that the model is already able to extract information in a quantitative
way and somehow reproduce the distribution of available training data. Such a
model can be used to get a quantitative approach of the SER and allows to get sta-
tistical distribution of emotional content on long conversational content as shown
in Figure 4.4. This is an example of possible output to evaluate global emotional
content in long audio. The heatmap relates directly to the 2-dimensional emotional
space and gives insights on the tonality expressed during a conversation.

Figure 4.4: Example of a Valence-Arousal heatmap on long conversational
content (10 minutes).

4.2 Speaker Diarization
This section presents the results obtained on speaker diarization. The objective was
to test and evaluate available frameworks, optimize parameters on a chosen frame-
work and perform an in-depth study of requirements and possibility for commercial
application.
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4.2.1 Framework comparison
Test case 1 - 2 speakers, high quality recording

The first test case as described in methods chapter is a 30 minutes TV interview
with 2 speakers. This test case is simple as there is a limited number of clusters with
balanced size and the audio is recorded professionally. Here, the general behavior
of the models are tested as well as their performance. Table 4.6 give the number of
segments in reference file and in model’s prediction.

Table 4.6: Number of segments - Reference segmentation and model.

Model Number of predicted segments
Reference labeling 251
Pyannote 126
Nemo 1209

There is a significant difference in the behavior of the two models when used with
default parameters as described in Table 4.6. While pyannote is way more faster to
diarize a 30 minutes audio file than Nemo pipeline (2 vs 8 minutes), it also generates
10 times less audio segments. Hence, the granularity of each of the two models is
different.

Figure 4.5: Results of diarization for the simple test case (Screen capture from
Audacity interface).

This difference can be qualitatively observed in Figure 4.5. Pyannote is more likely
to create long segments, merging several sentences and creating overlapping seg-
ments while Nemo detects voices with way finer granularity detecting only audio
segments with linguistic content and deleting small non-speech segments (mouth
noise, breathing, etc...). This has been checked by taking results from Nemo di-
arization and concatenating non-speech segments in a new audio file. Then, this
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audio file has been labeled to detect missed speech (voice activity with actual lin-
guistic content). Actually, there are 8% of linguistic content in predicted non-speech
segments. Therefore, in spite of the difference in number of segments between Ref-
erence and Nemo’s prediction, the error rate calculated should be taken carefully
considering that Nemo’s VAD model detects speech segments with a very fine gran-
ularity.

Then, one can compute metrics as described in Theory chapter to evaluate per-
formance of the model. Error rates are computed against reference labeling and
reported in Table 4.6. Results are reported in Table 4.7. As expected, Pyan-
note achieves quite low error rate (especially DER) while Nemo with default pa-
rameters has very high error rates. However, the major contribution of DER (
DER = MS + FA + SC ) is the Missed Speech contribution MS which, as men-
tionned above, actually contain only 8% of actual linguistic content. When opti-
mizing parameters of Nemo’s VAD model (mainly window size and shift lenght) one
can change the granularity of voice detection and generate a segmentation similar
to the reference file (last row in 4.7)

Table 4.7: Diarization score on the simple test case (2 speakers).

Model DER CDER JER BER SER MS FA SC
Pyannote 0.10 0.14 0.14 0.18 0.21 0.01 0.06 0.03
Nemo
default parameters 0.37 0.32 0.35 0.44 0.60 0.36 0.01 0.01

Nemo
optimized VAD 0.11 0.16 0.11 0.15 0.20 0.04 0.06 0.01

Since the reference segmentation was labeled by a human, it considers segments
with a linguistic aspect : A segment is, generally, a complete sentence without
any noticeable pause in the discours. Hence, when listened to, isolated segments
keep a clear and undertstandable linguistic content which is critical to be used with
Speech-to-Text or SER models.

Test case 2 - 7 speakers, medium quality recording

For the second test case, Nemo’s VAD parameters are kept to get larger segments
similar to reference files. This test case is more complex and evaluate how the model
performs with lower quality audio and more clusters. A sample of diarization results
is represented in Figure 4.6. Here Nemo provides a segmentation closer to the refer-
ence than Pyannote segmentation. Then, the error rates is measured and reported
in Table 4.8

Nemo seems to perform way better than pyannote on this test case. Especially,
DER and BER are way lower. Moreover, when tuning embedding model’s hyperpa-
rameters from Nemo, one can obtain even better results. In addition to the lower
error rate obtained with Nemo on this test case, Nemo’s pipeline is more flexible
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Figure 4.6: Results of diarization for the complex test case (Screen capture from
Audacity interface).

Table 4.8: Diarization score on the simple test case (7 speakers).

Model DER CDER JER BER SER MS FA SC
Pyannote
7 clusters specified 0.49 0.80 0.63 0.74 0.45 0.07 0.23 0.19

Nemo
no cluster nb. 0.17 0.84 0.14 0.24 0.18 0.08 0.07 0.02

Nemo
optimized param. 0.12 - - 0.15 - - - -

and hyperparameters can be easily tuned through a YAML file. Therefore, Nemo
was chosen as the reference framework, hence, following inference time measures
and hardware dimensioning was done only for Nemo Framework.

4.2.2 Inference time and hardware resource dimensioning
All the following results are obtained only for Nemo framework

Sample rate

Input format has a large influence on computing time and performance of the model.
Nemo’s models process audio at fs = 16, 000 Hz according to the documentation1.
When using complete pipeline as an end-to-end diarization tool, one can provide
audio at any sample rate. However, it has been noticed that providing audio files
already sampled at 16, 000Hz reduce by around 85% inference time.

Batch size

Figure 4.7 shows the influence of batch size on computing time for 2 cases : a 30
minutes conversation and a 2.5 hours conversation. From theses results, one can

1https://docs.nvidia.com/deeplearning/nemo
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define an optimal batch size that can be adapted with GPU memory available. To
get significant improvement in computing time with resonnable GPU size, one can
choose a batch size between 4 and 16 above this batch size there is no significant
improvement.

Figure 4.7: Speaker diarization time vs Batch size.

GPU memory

Then, the required GPU memory can be monitored, results are reported in Figure
4.8. The GPU memory reserved by our diarization pipeline is computed at every
second and plotted. The main observation here is that there is a minimum of mem-
ory reserved (1.5Go) by the pipeline for VAD model. Then, the larger the batch
size, the larger the memory reserved. These results confirms that having a batch
size of at most 32 is convenient and limits hardware requirements (< 4Go) while
keeping low inference time.

Multiscale embedding

Nvidia clustering method involves multiscale clustering MSDD. This method relies
on several consecutive embeddings which are weighted and used for the clustering
step. The optimal number of embeddings for typical use case (such as our 2 test
cases) is 5 [51]. This has been checked through several test cases with a minimum
of DER for 5 embeddings equally weighted. However, one should also notice that
the influence of the number of embedding seem to vary with the sample rate. In
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Figure 4.8: GPU memory reserved during speaker diarization for different batch
sizes.

spite of an in depth study of Nemo’s source code2, the cause of this observation
has not been found. In addition, for the given test, case it seems that there are
no significant differences when changing the number of embedding (from 1 to 8).
Thus, 1 embedding can be sufficient when trying to minimize inference time and 5
embeddings can be used to obtain slightly lower error rates.

Recommended parameters

To sum up, Table 4.9 provides recommended value for some parameters based on
all the results obtained through the testing and evaluation of Nemo’s pipeline.

4.3 Multi-task conversational processing tool
This sections presents the final web application used to showcase the complete mul-
titask pipeline along with results on a real test case based on the recording of a
weekly team meeting of the company.
The trained models and optimized pipelines are implemented in a complete data
pipeline taking audio file as input and generating predictions output for multiple
tasks. The frontend part of the web application (see Figure ??) is developed with
Gradio library and the back-end part use pipelines and datasets from Nemo and
Transformers libraries.

2https://github.com/NVIDIA/NeMo
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Table 4.9: Recommended parameters for optimal error rate with low inference
time.

Parameter Value
General

Input sample rate (Hz) 16 000
Batch size 4 to 32

VAD
Window size (s) 1.0
Shift length (s) 0.08

Embedding
Number of embeddings 1 or 5
if 1 use only the larger value for window and shift
Window size (s) [ 1.5, 1.25, 1.0, 0.75, 0.5, 0.25 ]
Shift length (s) [ 0.75, 0.625, 0.5, 0.375, 0.25 ]

Input panel - Left

The application is quite simple, the left panel provides 2 tabs for audio input :
one to directly record audio from local microphone and the second to upload audio
file. The left panel also come with a set of menue and checkboxes for pipeline
settings. Especially, one can switch on/off each of implemented models, choose the
transcription language in French (transcribe mode) or English (translate mode),
choose a SER model with different output mapping and version of the model.

Output panel - Right

The output panel, comes with the transcription of the conversation in the form
of a table (i.e a Pandas DataFrame in Python) providing timestamps, speaker la-
bels, text transcription, emotion recognition outputs. In addition, a zero-shot topic
recognition model predict potential topic within the conversation. This prediction
is based on the whole text transcription of the conversation.

Screen-captures of the front end user interface of the application are available as
appendix.
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This chapter addresses discussion of key results in further details. It highlights main
potential issues, limits as well as assets of the developed methods and results.

5.1 Results overview
The final outcome of this project is an improved multitask speech processing tool
that performs speaker diarization, text transcription, and emotion recognition. It
can be easily extended with zero-shot topic classification and various other NLP and
audio processing tasks. This tool is meant as a proof of concept and a demonstration
for potential commercial development in the near future.

While the results seem quite promising, there is a huge gap between an R&D demon-
stration tool and a potential commercial tool. Firstly, the quality of models needs
to be improved, or at least one should be able to accurately assess errors and miti-
gate them better. Increasing size of datasets is critical as well as being able to get
high quality data, this issue is discussed further in following sections. Secondly, the
pipeline developed needs to be significantly improved in terms of computing time
and efficiency of the code. The complete pipeline performing the different tasks
includes several large neural networks : 317 millions of parameters for SER model
and 1550 millions for Whisper model (ASR task) the two largest models. Not only
this requires very expensive hardware for storage and computing (GPU, servers)
but one should carefully think about the use of such a tool and the cost of deploy-
ing huge machine learning based pipeline in terms of cost but also ethics and ecology.

Nevertheless, the great development of automatic speech recognition (text-to-speech,
SER, speaker diarization) allied with new Large Language Models such as ChatGPT
or LLama could lead to major innovation in the field of human-computer interactions
in many research and industrial fields: healthcare, entertainment, customer services,
art, etc.

5.2 Context specific applications
The final pipeline contains models trained for general-purpose analysis. On the one
hand, it makes the approach very versatile and, as shown in the results, efficient in
a general context. This is a great asset for showcasing the possibilities of the models
for a large variety of potential business cases with acceptable results. Moreover,
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training models on general-purpose data at first might improve results when further
fine-tuning them. Here, our approach provides models with already acceptable per-
formance. On the other hand, while the results are promising, they might not be
good enough to scale the method for a business case. Therefore, the models need
to be fine-tuned for a specific use case and require a context-specific dataset as in
[10, 42].

Some examples of limitations of our implemented models are:
• The SER model can predict emotions in a large variety of contexts with a

reduced number of classes, thus the same emotion can be expressed in very
different ways depending on the context of the conversation.

• Speaker diarization hyperparameters can be tuned depending on the context
(large number of speakers, phone call, outdoor conversation, etc.), and there
are different VAD and speaker embedding models that can be used depending
on the characteristics of the audio. Therefore, the context needs to be reviewed
carefully to optimize diarization.

• Speech-to-text models such as Whisper are general ASR models and thus lack
accuracy with audio containing technical or context-specific vocabulary.

To sum up, the proposed pipeline, while promising and being a good demonstration,
needs to be further fine-tuned with a context-specific dataset for a given business
case. This also relates to the fact that language/voice models training relies on a
large amount of data, and hence, providing specific examples will significantly help
in improving results for given business cases.

5.3 End-to-end approach with real life data
The final demonstration web application provides an end-to-end pipeline to process
conversational content and perform various tasks. In addition to the implemented
tasks, one can easily use this work to implement a wide variety of tasks involving
the processing of voices, text (from the transcription), or both at the same time, as
demonstrated with the multimodal approach of SER. This offers a lot of flexibility,
allowing the use of this proof of concept as a demonstration for various commercial
purposes.

Our approach focuses on training and optimizing models for real-life data in the
French language. The creation of a French dataset of real-life conversational content
addresses the lack of such publicly available data. Indeed, most available datasets
and, hence, pre-trained models are trained on English data. In addition, these mod-
els are only trained and tested on benchmark sets, which makes comparison with our
approach quite difficult. However, it seems that fine-tuning pre-trained models on
real-life data makes the resulting models more robust and more accurate for real-life
applications and, hence, more suitable for commercial deployment. Then, the major
challenge to improve the proposed method and achieve high-quality results on the
SER problem is the data collection and labeling.

ASR-related tasks as well as NLP are known to be highly data-centric problems.
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SOTA approach for many problems includes training neural networks on massive
amounts of data. In the context of fine-tuning SER models with real-life data, one
must be able to provide a very large dataset to expect high accuracy (or F1-score).
In this thesis, the size of the final dataset can be considered quite small, and one
must consider building a larger audio corpus to scale up the pipeline for commercial
deployment. Our dataset contains only 1.5 hours of conversational content, and
we expect that creating a 5- to 10-hour high-quality dataset could significantly
improve results and even allow alternative approaches such as multitask (emotion
and intensity) or multimodal (audio and text) to beat simple multilabel approaches
[10, 42].

5.4 Labelling uncertainty and limits of the model
Data centric problems relates not only to the quantity of training data but also on
their quality. Especially, SER tasks rely on highly subjective considerations from
human emotional intelligence. Emotion expression and language are unique to hu-
mankind and the development of emotion and language related machine learning
is often rightly criticized. Tech companies and research organizations hold a great
responsibility for developing unbiased, accurate and transparent models and for
tackling privacy and ethical concerns.

This starts by defining and implementing a precise protocol to build emotion dataset.
Especially, in this project, the dataset was labeled by a single person which makes
it inevitably biased. To mitigate this issue data must be labeled and reviewed by
several persons. This is a sensitive issue since it is very difficult to assess to what
extent such data can be biased, however going through multiple labeling (with sev-
eral labelers) and statistically defines unbiased labels for the set should help to build
datasets and trained model that are less biased.

Moreover, benchmark models (IEMOCAP, RAVDESS) are generally build with prior
knowledge of targeted emotion : Actors are performing predefined emotions. On the
one hand, this reduce the risks of mislabeled data and should somehow reduce bias
on emotion interpretation. On the other hand, this lead to very stereotyped emotion
expression which, as highlighted with our results, make the model less robust when
it comes to real life data.

Overall, one must carefully think about limitations and drawbacks when develop-
ing emotion recognition models. Here, our approach focuses on French language,
this induces a cultural and linguistic bias and makes the resulting model suitable
for French conversational content. Furthermore, the reference trained model is a
multilabel classifier (or multiclass) with 5 classes defining subspaces of the Valence-
Arousal 2D space [38]. These generic classes are convenient, easily understandable
and helps map emotions in a reduced number of categories. However, it makes the
use of the model very shallow with a wide range of emotion for a single class (e.g.
tension relates on both deep anger and simple unsatisfaction). To tackle this issue,
we propose two possible solutions. The regression model outputs floating values on
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Valence and Arousal scales which allows to handle the complete range of emotions in
the Valence-Arousal space, however it is less directly understandable with no prior
knowledge on the definition of this specific emotion space. Alternatively, one can
use intensity label in combination to create a more complete mapping of emotion as
described in 5.1.

Table 5.1: Mapping example based on combination of 5-class emotion and binary
intensity prediction.

Intensity level Pleased Relaxed Neutral Sadness Tension
Normal Happy Peaceful Neutral Depressed Unsatisfaction
Strong Excited Content Vehement Crying Anger

Increasing the granularity of the emotion space (i.e. having more emotion classes) is
a way to improve interpretability of the model. Nevertheless, depending on the use
case, it might be better to actually reduce granularity by mapping several classes
to larger classes. For example, by reducing the 5-classes model to a 3-classes prob-
lem (Negative, Neutral, Positive emotion) could help building more accurate and
interpretable model for certain purpose. For instance, in the context of call centers,
providing the operator an estimation of the Positivity / Negativity of the current
conversation with a client could be more helpful than very precise emotion predic-
tion.

Finally, our multilabel approach tries to provide a versatile and flexible model.
Hence, the model is meant as a tradeoff between the granularity of emotion predic-
tion (up to 10 combination of tonality/intensity which can be combined to quan-
titative prediction) and good performances to build highly accurate and efficient
prediction for coarser granularity, closer to binary classification.

5.5 Real time tool
The conversational analysis tool developed in this project might be used for several
business applications, and the demonstration should showcase the possibilities of-
fered by the proposed pipeline. However, in many expected use cases, such as for
call center operators, one might want to have a tool able to evaluate the content of
a conversation in real time. For now, models involved in the current pipeline require
large hardware resources and are not able to perform the inference in real time.
Specifically, consecutive steps of speaker diarization with Nemo and speech-to-text
transcription with Whisper take around 10 seconds for 30 seconds of audio. Thus,
further development needs to be considered to improve the pipeline, making it more
efficient and able to take streaming audio as input and output real-time diarized
transcription along with other tasks (emotion, topic, summary, etc).

Since ASR is a very active field of research, new models or alternatively new im-
plementations of models might help to achieve reduced computing time. Especially,
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a new implementation of Whisper with JAX (a deep learning framework similar to
PyTorch) [55], recently released, makes the transcription of audio 70 times faster.
Alternatively, when looking for high-speed computing, one might want to imple-
ment models and pipeline in C++ to highly increase performance. However, this
requires a lot of work to re-implement the pipeline in a completely different language.

Overall, the main asset of our end-to-end approach might be its flexibility. Indeed,
with a few efforts, one can update and adapt models to specific needs: reducing
model size to increase performance, perform parallel computing inference if a large
GPU is available, adding new models for specific tasks, etc...
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This master thesis is the final outcome of a Research & Development project at
La Javaness within the Unstructured Data Team. Based on previous research and
proof of concept, the objective was to contribute to the development of a robust
multitask speech analysis tool for French conversational content for real-life data.
The project mainly focused on improving Speech Emotion Recognition model and
leveraging state-of-the-art Speaker Diarization frameworks, but it also led to a large
exploration of deep learning for speech processing. In the end, it aims to showcase
the feasibility of potential commercial use.

Through a simple 5-class approach to the emotion classification problem, we show
that fine-tuning a wav2vec2 model encoder with a simple dense network as a clas-
sification head is very effective in predicting emotions in conversational content.
Especially, when inferring on casual conversational content, our model beats similar
SOTA models trained on English research dataset while still achieving good results
on the English benchmark set RAVDESS. Indeed, our own dataset contains a large
plurality of speakers expressing a wide range of emotions which allows us to effec-
tively fine-tune the model and make it robust enough to predict emotions in any
context with good accuracy.

In addition, the proposed multitask and multimodal architectures seem very promis-
ing for context-specific applications (i.e potential business cases) assuming the avail-
ability of a large high-quality dataset. Actually, by leveraging the speech-to-text
capability of Whisper, the multimodal approach is able to combine voice analysis
along with purely linguistic features from the transcribed text.

Speech emotion recognition remains a highly data-centric task requiring very large
dataset. Therefore, while the possibility of developing efficient speech emotion recog-
nition with deep learning is highlighted through our results, the developed models
still lack robustness to predict emotions in any context with any voices. Especially,
commercially deployed models should be inclusive by being able to accurately detect
non-stereotyped emotion expressions, including variety of accents, specific vocabu-
lary and non normative social interactions.

The speaker diarization pipeline is a critical stage when processing conversational
content. We propose a comparison of two current SOTA frameworks that come with
complete flexible pipelines: pyannote and Nemo (Nvidia). Then, we explore Nemo’s
capability and try to optimize models’ performance for two test cases and propose
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optimized parameters in terms of computing time and low error rate.

The developed SER model and optimized speaker diarization pipeline are then im-
plemented in a demonstration web application showcasing the capability of a com-
plete multitask pipeline for conversational speech processing. The demonstration
is designed with high flexibility, allowing leveraging all kinds of SOTA models for
various tasks involving audio or text inputs.

Overall, results are very promising but still need to be improved with more high-
quality data on specific use cases. This project demonstrates a wide range of possi-
bilities for multitask speech processing for real-life conversation. Nevertheless, one
must carefully keep in mind ethical and ecological concerns before potential scaling
and deployment of such a tool.
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Table A.1: Table of all results with the first draft of the dataset on multiclass classification task

# Base model Nb of rows (train/val) Total length f1 micro f1 macro f1 on each class

1 wav2vec2 1109 / 278 1.3 0.32 0.28

0 - Pleased : 0.21
1 - Relaxed : 0.22
2 - Neutral : 0.43
3 - Sad : 0.17
4 - Fear : 0.22
5 - Tension : 0.42

2 whisper medium 1109 / 278 1.3 0.32 0.17

0 - Pleased : 0.10
1 - Relaxed : 0.20
2 - Neutral : 0.49
3 - Sad : 0.00
4 - Fear : 0.00
5 - Tension : 0.27

3 wav2vec2 1992 / 499 2.1 0.32 0.25

0 - Pleased : 0.18
1 - Relaxed : 0.24
2 - Neutral : 0.48
3 - Sad : 0.11
4 - Fear : 0.11
5 - Tension : 0.38

4 whisper medium 1992 / 499 2.1 0.33 0.18

0 - Pleased : 0.05
1 - Relaxed : 0.05
2 - Neutral : 0.48
3 - Sad : 0.09
4 - Fear : 0.09
5 - Tension : 0.32

5 wav2vec2 2126/532 2.3 0.41 0.28

0 - Pleased : 0.39
1 - Relaxed : 0.14
2 - Neutral : 0.59
3 - Sad : 0.04
4 - Fear : 0.13
5 - Tension : 0.40
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Table A.2: Table of all results with the first draft of the dataset on binary classification of intensity

# Base model Nb of rows (train/val) Nb of audio hours f1 Accuracy
1 wav2vec2 1109 / 278 1.3 0.71 0.83
2 whisper medium 1109 / 278 1.3 0.59 0.80
4 wav2vec2 1992 / 499 2.1 0.71 0.86
5 whisper medium 1992 / 499 2.1 0.66 0.85
6 whisper large 1992 / 499 2.1 0.70 0.85

III
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Table A.3: Table of all results with the cleaned dataset

# Base model Nb of rows(train/val) Data processing techniques f1 micro f1 macro f1 on each class

1 wav2vec2 590/148 None 0.49 0.33

0 - Pleased : 0.33
1 - Relaxed : 0.00
2 - Neutral : 0.68
3 - Sad : 0.25
4 - Tension : 0.38

2 wav2vec2 843/211 None 0.44 0.34

0 - Pleased : 0.36
1 - Relaxed : 0.14
2 - Neutral : 0.58
3 - Sad : 0.23
4 - Tension : 0.36

3 wav2vec2 1102/276 Training set augmentation
with French Dataset 0.55 0.37

0 - Pleased : 0.48
1 - Relaxed : 0.15
2 - Neutral : 0.70
3 - Sad : 0.0
4 - Tension : 0.49

4 wav2vec2
Multilabel 1102/276 None 0.54 0.40

0 - Pleased : 0.29
1 - Relaxed : 0.26
2 - Neutral : 0.72
3 - Sad : 0.18
4 - Tension : 0.55

5 wav2vec2
Multilabel 1315/329 None 0.56 0.39

0 - Pleased : 0.24
1 - Relaxed : 0.15
2 - Neutral : 0.74
3 - Sad : 0.21
4 - Tension : 0.59

6 wav2vec2
Multilabel 1315/329

Training set augmentation
with French Dataset
and Call my agent

0.58 0.39

0 - Pleased : 0.35
1 - Relaxed : 0.12
2 - Neutral : 0.73
3 - Sad : 0.16
4 - Tension : 0.58

7 wav2vec2
Multilabel 1544/386

Training set augmentation
with French Dataset
and Call my agent

0.64 0.47

0 - Pleased : 0.29
1 - Relaxed : 0.36
2 - Neutral : 0.78
3 - Sad : 0.28
4 - Tension : 0.65

8
Whisper
encoder
Multilabel

1742/436 None 0.47 0.32

0 - Pleased : 0.19
1 - Relaxed : 0.19
2 - Neutral : 0.64
3 - Sad : 0.10
4 - Tension : 0.49

9

Multimodal
classifier
Bert +
Wav2vec2

1742/436 None 0.60 0.43

0 - Pleased : 0.38
1 - Relaxed : 0.16
2 - Neutral : 0.76
3 - Sad : 0.27
4 - Tension : 0.59
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Appendix - Demonstration application for

speech analysis

Figure B.1: Screen capture of the input panel of the demonstration web application.
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B. Appendix - Demonstration application for speech analysis

Figure B.2: Screen capture of the output panel of the demonstration web application.
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