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Abstract

Advancements in the sensor networking field, both software and hardware, while
utilizing low-cost embedded devices, has helped outline the Internet of Things (1oT)
framework and slowly bring it from aspirations into reality. Wireless sensor networks
can be adopted in private, small-sized projects like workplace monitoring, threat de-
tection or resource allocation. Being also scalable to intra-city projects where a
city can have its di [erent infrastructure units like water, sanitation, transportation,
agriculture, healthcare, etc., linked through sub-networks and connected through a
backhaul to the main network core, making wireless sensor networking technology
become a buzz word in Information and communication technology field.

Thus, this thesis undertakes hurdles that still exist when it comes to wireless sensor
outdoor deployments, specifically in urban environments on the ground-level, due to
the harshness of the wireless channel e [edts on signal propagation and the hardware
restrictions imposed by the embedded devices.

Pycom embedded devices were used, called "LoPy’, that utilize LoRa (Low power,
long-range) communication technology to link the di Lerent modules to test the via-
bility of an outdoor ground-level deployment of wireless sensor networks in a confined
location in central Gothenburg. The study argues for the benefit of adopting this
set-up in a decentralized mesh architecture approach for the network as opposed to
star topology used by LoRaWAN to provide better connectivity range in the ex-
treme urban RF environment by utilizing mesh properties like node hopping and
redundancy.

Along with the creation of a prototype sensor network and empirical testing of the
Quality of Service (QoS) metrics for such network deployments, the report also pro-
vides an attempt at creating a path loss model to predict the connectivity status of
the nodes in the network by tracking several quantitative assessment measures like
packet success rate and RSSI with respect to the location of the nodes to assess the
correctness of the model and the feasibility of the demonstration created.

Keywords: Internet of things (loT), Wireless Sensor Networks (WSN), Quality of
Service (Qos), mesh, shadowing, attenuation, urban.
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Introduction

Internet of things (I0T) mesh networking is popular with its various applications in
vehicular, home, industrial automation, and city monitoring/control applications.
This project is to conduct a feasibility study for implementing a quasi-static LoRa
mesh sensor network system in an exposed radio frequency (RF) setting in the area
of Gothenburg city and analyzing the di erent connectivity parameters. The mesh
implementation is the unique element that will allow all nodes to share information
across the network rather than the traditional ow from a single node to the base
station, extending both range and robustness. The LoRa protocol has several unique
challenges: low data rates, high latency, ground-level node placement, and limited
communication time that injects di erent challenges compared with other shorter
range, higher throughput technologies in a mesh architecture. The aim of this study
Is to expand the research and development in the eld of long-range 10T mesh sensor
systems into the urban setting and highlight the viability and weakness of this type
of deployment.

1.1 Background

IoT has some truly transformative potential in today's modern world. The ability

to scatter sensors that use low power over a wide range has potential in several
applications such as to track water levels in the event of ooding or register gunshots
in neighborhoods or even something as mundane as tracking cargo containers at a
port to speed up the delivery of a Christmas present [3]. Networks value is measured
by the value of the data it handles but it is worthless if the data cannot reach its
destination or is too expensive to transmit. This is where a network like the one
presented in this thesis is useful. It is low cost and separates from other potentially
more expensive options like cellular and LoRaWAN networks [4]. By investigating
the ability to use LoRa in a mesh network like the one presented could open up
the potential for whole new custom and or private deployments of sensors that are
robust and highly exible in modern urban environments where the use case can be
any number of applications that require long-range, optional low power and don't
need very high data rates.

1.2 Related work

One of the limitations of LoORaWAN presented in its single-hop nature was addressed
[5], where their solution implemented building a proof-of-concept routing protocol to

1



1. Introduction

enable mesh networking between LoRa gateways. Applications like Urban drainage
system performance monitoring and real-time data gathering can be a handful of
tasks due to the remote locations' nature and harsh RF environment. Thus, a
synchronous Lora mesh network [3] was developed to enable more e cient commu-
nication with sensor nodes placed in such locations where LoRaWAN can face low
penetration rates for nodes positioned in range-critical situations like sewers as well
to increase the reliability of transmission and exibility of deployment. In a simi-
lar deployment for underground and open-pit mines [6], high coverage and network
Quality of Service (Qo0S) metrics are vital to providing real-time monitoring and
push warnings in case of intrusions. We can see the bene ts of mesh routing instead
of the centralized topology of LoRaWAN in urban areas where connectivity was
limited by signal attenuation even in campus-scale implementations where LoRa
mesh-networking devices [4] showed a signi cant improvement in packet delivery
rate.

1.3 Purpose

The purpose of the project was to create a demonstration and evaluate the feasibility
of a long-range mesh sensor system using a custom network stack utilizing the LoRa
communication protocol in an urban environment at ground-level while comparing
the network functionality to a LoRaWAN network operating on a star topology.
The network proposed by this report is to serve as a viability study and potential
proof of concept along with a demonstration of one potential implementation of
such a network with several unique criteria. These criteria are loosely based on
a small eet of e-scooters in the city while also providing the exibility for other
potential applications like various smart city services [7]. The criteria targeted by
the goals that were, more concretely, fault tolerant network creation and recreation,
50 meters of node movement, a packet success rate of 90% of LoRaWAN, a network
range of 1 km in the urban setting given the approximate 3 km range of LoRaWAN
devices usually in urban environments, at least 50% packet throughput compared
to LoRaWAN when the network is active, automated provision of a new device and
network updating handled by the gateway and network capacity of a minimum of a
dozen nodes per gateway.

1.4 Proposed approach

With the constant escalation of the number of connected devices operating within
networks in urban settings, Infotiv and other users are looking to either have a
backup network for sensors or deploying sensors in such a way where they are not
completely dependent on external networks to collect data. The traditional solu-
tions to this are either cellular connections that are power hungry and monetarily
expensive or LoORaWAN, which necessitates the installation of a stationary base sta-
tion serving as the single node of contact to all nodes in the network. The main
goal was to determine if a di erent and potentially better solution to this problem
exists through a distributed LoRa mesh network.

2



1. Introduction

1.4.1 Environmental connectivity data gathering and anal-
ysis

The connectivity for Point-to-Point (P2P) communication will need to be evalu-
ated on both a general and scenario level in order to determine the design and
performance of an eventual LoRa network deployment. Therefore, this paper will
produce testing data for Central Géteborg and show how the environment will im-
pact said performance and design and thereby possibly lay the groundwork for more
detailed modeling of ground-level LoRa communication for the future. Many stud-
ies have been conducted in urban spaces previously [8]. The key di erence here is
the ground-level communication between nodes which is what is required from this
network given the mesh functionality. From these, a simple model based on the
statistical characteristics of the connectivity data will be created to help provide
broadened insight and serve to validate or invalidate the notion of generalized test-
ing and positioning. This will also help determine the viability of placing such a
network in such an environment.

1.4.2 Network creation, deployment and evaluation

This thesis presents the necessary building blocks to design and deploy LoRa mesh
networks in urban environments separate from LoRaWAN implementations utiliz-
ing a single base station and the bene ts and weaknesses of such a system. For this
approach to be viable, the network needs to function in the environment of central
Goteborg described in the data above, have some scalability against the increas-
ing amounts of real data handling while displaying the properties of self-healing and
adaptability despite constant change in the network. This viability will be evaluated

by the design and then operation of a relatively simple custom-designed mesh pro-
tocol in a variety of tests. Additionally, the network will have certain requirements
that depend only on its performance but also the restrictions of the LoRa Protocol
and governmental regulations of the operating spectrum. The design of a mobile
loT sensor system with a mesh network needs to ful Il the following requirements.

1. Have robustness to interference and node failure and movement
Synchronization of packet exchange through routing protocols or whole net-
work information sharing via ooding
Scalability of implementation of dozens of sensors
Accommodate node movement up to 50 m before network recreation is needed
Extend coverage in urban Goteborg for up to 2 km using relays
Extend the sensor's battery lifetime of up to several months
Be able to maintain network operation and fault tolerance without the need
for an application server after network initialization
Device provisioning handled by using an application-level database

9. Flexibility with where a data sink can connect to the network
10. Abide by duty cycle restrictions for the spectrum in use
11. Utilize communications protocol speci cations to allow for variable data rates
dependent on conditions
12. Have interoperability with larger LoORaWAN gateways and applications[7],[9].

No s~ DN
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1. Introduction

If the network cannot ful ll these restrictions then it will be concluded that this
implementation is lacking and based on performance, further research and imple-
mentations will be suggested. This network should be deployed using the available
hardware described in the equipment section and be further simulated using network
simulation software to test device number limits.

1.5 Scope and limitations

This project had several varying criteria in the design of a network that are unrea-
sonable to investigate within the time and resource limits placed on the project.
The physical testing of the network will not expand beyond the hardware
already described due to cost constraints. Other hardware implementations
also won't be considered outside of Pycom modules.

The power requirements of devices will be theoretically calculated but not
experimentally measured. Additionally, this physical testing will not allow for
the movement of more than two nodes at a time at a speed greater than stated
above due to logistical challenges. Range testing greater than three hops will
not be conducted. Connectivity measurements will not be highly granular nor
cover all of Central Goteborg given time and accessibility limitations. Due
to battery limitations, pushing data in the network outside of predetermined
time frames will not be considered. A custom application is not planned to be
addressed unless necessary.

Channel compensation will not be researched or attempted given the robust
nature of the LoRa protocol. The channel will not be measured using the
USRP beyond the Infotiv o ce, located at Vastra Hamngatan 8 Goteborg,
given logistical and power delivery constraints.

Sensor coverage will also be overlooked in this paper as this is not applicable
to the demonstration.

The network will not be simulated and only practically tested due to timing
constraints for the project.

Area Testing will be conducted in motion and Doppler frequency spread will
not be taken into account given the frequency robust nature of the LoRa
protocol

Area and mesh testing at altitudes above the height of an average person i.e.
(2 meters) will not be conducted due to timing and access limitations

Area testing will cover a majority but not all possible locations within the
proscribed area in light of time limitations

Connectivity modeling will be limited to simple conclusions based on statistical
analysis from gathered data and not designed in a user-orientated fashion or
for practical application

Advanced routing techniques will not be considered due to the limited nature
of the LoRa protocol and time and knowledge limitations

Various power levels and frequency bands will not be considered due to the
increasing testing required being outside of the time allowed for the project
and in potential con ict with legal restrictions
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Node positioning during testing will be as close to the desired points and placed
on physical objects in the vicinity. Thereby positioning will not be consistent
during testing between physical testing locations.

" Security concerns beyond DDOS and relay attacks will not be considered as
other concerns are too far from the focus of the project. Security Implementa-
tions will be restricted to encryption and authentication on the physical and
application layer protocols.

1.6 Tools and equipment

1.6.1 Communications hardware

The hardware used to run the communications protocol and the mesh networking is
the 1st generation LoPy Board that runs Wi, Bluetooth and, LoRa using an ESP32
microcontroller and a Semtechs SX1272 LoRa Modem [10]. These are programmed
via MicroPython and have the ability to communicate P2P using the physical layer
LoRa protocol with a custom network layer and additionally as nodes in a LoRaWAN
network and as a nano-gateway to act as a LoRaWAN gateway. These boards are
then connected to an omnidirectional 1/2 wavelength whip antenna designed for
868/915 MHz [11]. The LoPy boards are also connected to 4 AA batteries via a
DC-to-DC down step converter to provide a steady 5 volts to the boards. The boards
are programmed via Expansion Boards that connect via Serial USB connections to
VS code.

Figure 1.1: Block diagram for LoRa hardware

1.6.2 Evaluation hardware

To evaluate the RF characteristics of both the channel as well as the LoRa Transmit-

ters an N210 USRP with a WX daughter board from Ettus is used as a mixer which

allows for upconversion and sampling of the 868 MHz band [12]. The N210 block
is where the analog to digital conversion as well as the di erent signal processing
computations is handled utilizing the FPGA and allowed to the network through

a Network Interface Card. The same antenna was also used for the LoPy boards.
This USRP has been used with Matlab to gather and analyze information collected.

5



1. Introduction

Figure 1.2: Block diagram for USRP

1.6.3 Software

Visual Studio Code is the primary IDE used for programming the LoPy boards,
which are coded using MicroPython [13]. MicroPython is a Python wrapper for C99
code, which allows for the usage of most basic python libraries and code structure.
[14] For the data analysis and connecting to the USRP, Matlab is used, which is
a programming language with specialized tools for signal analysis and statistical
analysis [15]. A network simulation software needed to be chosen to run network
simulations, but was later removed from the scope of thesis.
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1.7 Contribution

The contribution of this thesis would be in evaluating the ground-level performance
in an urban space of the 863-870 MHz band typically used by long-range IoT devices.
This would de ne the viable 'space’ of these types of systems allowing future use
cases to be designed around these criteria. Additionally, the creation and evaluation
of a simple model for connectivity would shine light on the complexity of wireless
connectivity at ground-level in urban environments.

1.8 Report outline

Chapter 2 covers the relevant theory in this thesis. The theory covers the ba-
sics behind the LoRa and LoRaWAN protocol, basic communication theory, mesh
networking, and path loss aspects of wireless connectivity as well as the statistical
metrics.

Chapter 3 covers the methodology used in this thesis. It also presents how the
Pycom modules were set up to run LoRa and LoRaWAN, how the connectivity test-
ing was conducted and the simple connectivity model was designed. Finally, how
the mesh network was implemented and subsequently tested is also be detailed.

Chapter 4 covers the results of the tests presented in the methodology as well
as how statistical measures of the data gathered in addition to describing the model
criteria.

Chapter 5 discusses the results in more detail and elaborates on the veracity of
the testing and network design as well as discusses their viability.

Chapter 6 elaborates on how future work could expand or apply the conclusions
found by the report.

Chapter 7 contains conclusions drawn from the discussion in Chapter 5 thereby
making a determination of the viability of the demonstrator.
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Theory

2.1 Wireless sensor networks

A fundamental application of the LoRa standard has been deploying low-power
devices that can communicate with each other or a base station at long ranges
[16]. This type of application is typically called a Wireless Sensor Network which is
important to introduce to frame other discussions and stated requirements properly,
although this section only provides an introduction to the subject with a few nuances
applicable to an urban LoRa network. A Wireless Sensor Network is a network of a
large number of sensor nodes deployed to collect information from the environment
or itself which is then sent through the network to a sink node for collection and
analysis.

While the use case and sensing requirements dictate many of the challenges and
trade-o s of a WSN, the connectivity requirements are also a critical aspect to
take into account as without stable communication, the information being gathered
cannot be recorded or analyzed. This connectivity requirement impacts primarily
the scalability, energy e ciency, QoS, and range [17] [18].

2.2 Communication theory and performance

Communication theory is the science of the transfer and storage of information from
one place to another. At its simplest, the process starts with bits which are simple
1's and O's like an on-o switch. Sending bits from one place to another is never
a guaranteed process as each time bits are transferred, they go through what is
called a channel. Channels can be everything from a physical medium like paper
to electronic conduits like wires to the air itself through which radio and sound
waves propagate. Since this paper focuses on wireless communications, the channel
of interest is the air with bits being carried on radio waves of certain frequencies.
Information is encoded on these radio waves by altering them in terms of amplitude
(power), phase (the shape of the wave at a certain point), or frequency (the number
of times the wave oscillates per second). Radio waves that are pure sinusoids at
speci c frequencies have the unique property of being completely orthogonal allowing
them to be layered over each other without corrupting each other. This means that
bits encoded in a wave of a certain frequency or frequencies are able to be layered
on higher frequencies called carrier frequencies. This then gives them the properties
of the higher frequencies. As information, like bits on radio waves, travel through
their channel, they always encounter a corrupting e ect which typically impacts the
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strength of the signal in the case of radio waves. This, combined with the noise of the
environment captured at the receiver, can possibly lead to the erroneous decoding
of the information. This e ect is at its simplest described by the Shannon Hartley
theorem show in 2.1 [19].

C = Wlog(1 + ): (2.1)

NoW

As the above equation shows, noise a ects the probability of whether the bit will
change as it passes through the channel. Noise is often described as a ecting a signal
in a probabilistic fashion with varying estimated values, variance, and distributions.
This makes the identi cation and understanding of the impact of noise on a com-
munications system essential in order to understand how the system will behave.
Bit error rate (BER) is described as how often noise a ects a bit that it changes
erroneously or in error. The BER de nes how well a system can communicate as
error necessitates re-transmission or lead to a system that cannot communicate at
all. Bits are typically packaged in packets which is a group of bits grouped together
to store information. These packets can be compressed which correlates extra in-
formation in the larger patterns of the bits in addition to having the bits be coded
which also means that information is correlated in the larger patterns of the bits to
allow for recovery in case of a bit error [20].

2.2.1 Networks and open systems interconnection layers

Often information that is being transmitted from one place to another lacks a single
direct communications channel necessitating the need for a network of nodes that
transport information from its origin to its destination. This network is often de-
scribed in terms of the open systems interconnection (OSI) model which partitions
the various aspects of the communications model into seven di erent layers. These
are shown in gure 2.1 and start with the physical layer, which is where the hard-
ware is typically grouped along with any software that handles the individual bits.
Next is the data link layer which handles the grouping of bits into what are called
frames along with most error correction checks and Medium Access Control (MAC)
procedures that dictate the destination of information in a P2P format. Following
that is the network layer which groups frames into packets and attaches them to
information that allows them to be routed by other nodes in the network getting
them from source to destination. Above that is the transport layer which acts as
a handler between the upper levels and the network layer by breaking down larger
data streams into segments, sending them through certain sockets attached to the
network and makes sure that said segments can be properly recreated after trans-
mission and handling any errors with the network layer if necessary. It is the rst
layer with a destination to source understanding as compared to the previous layers
which handles strictly node to node communication. Lastly are the nal three lay-
ers, the session layer, the presentation layer and the application layer which all serve
to handle data creation, high-level data exchange or translation between standards
if necessary, data storage and user presentation. The user typically only sees the
application layer when communicating with modern networks [20].

10
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Figure 2.1: OSI model

2.3 LoRa

LoRa, stemming from Long-Range, is a proprietary wireless communication protocol
residing on the physical layer of the OSI communication model. It was developed
by Semtech based on earlier modulation schemes to meet the ever-changing and
growing demand for low-power, stable-long range communication in M2M and loT
network devices. LoRa operates under the one GHz unlicensed ISM (Industrial,
Scienti ¢ and Medical) radio band available for use worldwide [21].

LoRa is a product of the evolution of spread spectrum modulation technologies dat-
ing back to the 1950s where it was used for radar and military purposes due to its
ability to avoid intentional and unintentional interference [22]. It uses chirp spread
spectrum (CSS) which mainly comprises of spreading a certain information signal
of narrow bandwidth into a wider spectrum while distributing the energy density
uniformly throughout the band keeping the same energy consumption levels (even
lower than most) but adding what can be kilometers to the range of transceiver
coverage. This makes it also incredibly reliable and robust against co-channel noise,
and insensitive to frequency o sets. Forward error correction with a redundancy
factor between 1 and 4 to protect the data is implemented along with whitening
(randomizing) of the generated sequence before modulating the signal [21]. Prop-
erties like long-range, low power, reliability and robustness to noise along with the
low data rate requirements for operating sensor network nodes makes LoRa a great
physical layer wireless communication protocol for building IoT application systems
where uplink communication is key.

11
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2.3.1 Chirp spread spectrum

Lora operates using a derivative of the modulation technique called chirp spread
spectrum which allows for data that would have normally been sent using a certain
frequency bandwidth to be spread out over a larger spectrum as can be seen in
gure 2.2. This results in the data being sent with a similar power per hertz as
the noise occurring across the channel. When information is sent in this way, the
signal becomes highly robust to not only channel noise, but also multipath fading
given the large frequency spread and Doppler shifting since a frequency shift of a
few dozen Hz does not intractably corrupt the signal. This method also highly
contributes to reducing the complexity of the receiver as the timing and frequency
o sets will be approximately similar. The way this works is that the carrier signal
constantly 'chirps,’ rising or falling through the entire channel bandwidth and then
jumping back to start. This can be seen through the frequency waterfall chart below.
Information is encoded by interrupting this constant chirping process and restarting
the chirp at a di erent frequency for the next chirp cycle.

2.3.2 LoRa PHY layer and modulation

LoRa is a low power, long range communication standard that operates in the un-
licensed bands under 1 GHz (di ers for di erent regions). In the Swedish Region
where the demonstrator is being developed the band allotted is 863-869 MHz. Dif-
ferent restrictions imposed on the transmissions limits the duty cycle to 1% per node
as well as putting a limit on the payload size.

LoRa uses chirp spread spectrum which mainly comprises of spreading a certain
information signal of narrow bandwidth into a wider spectrum while distributing
the energy density uniformly throughout the band keeping the same energy con-
sumption levels (even lower than most) but adding what can be kilometers to the
range of transceiver coverage. LoRa uses dierent channels for upload (125 kHz)
and download (250 kHz) which makes it easier to abide by the duty cycle regulations
of limited air-time per node of the network.

2.3.3 LoRa demodulation

A LoRA modem rst modulates the data signal using a proprietary chirp spread
spectrum method, which widens the bits in the frequency band depending on the
spreading factor chosen which trades of throughput for energy consumption and
range. The LoRa packet frame is divided into pilot and synchronization symbols,
a header with the frame information and a variable payload that contains the data
ended with a cyclical redundancy check (CRC) for error detection [23]. This modu-
lation technique uses wide-band linear frequency sweeps over the allotted bandwidth
(whether over 125 kHz, 250 kHz or 500 kHz) called chirps to encode information.
The sweep can range from minimum to maximum frequency and are called up-chirps
or reversibly from max. to min. which will then be a down-chirp.

When information is sent in this way, the signal becomes highly robust to both
channel noise and multi-path fading, given the signi cant frequency spread and
Doppler shifting. A frequency shift of a few dozen Hz does not corrupt the signal.
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This method also highly contributes to reducing the receiver's complexity as the
timing and frequency o sets will be approximately similar [22]. In the following
gure, with frequency and time as our x-axis and y-axis respectively, the waterfall
spectrogram of the LoRa signal picked up by the USRP where the pilot pattern of
up-chirps, followed by two frame synchronization down-chirps. After the sync, data
can be seen.

Figure 2.2: LoRa chirps captured by USRP

Information is encoded by interrupting this constant chirping process and restarting
the chirp at a di erent frequency for the next chirp cycle. The input data is mod-
ulated on the higher rate chirp signal,R., which is the total selected bandwidth.
The spreading factor (SF) controls the symbol's distribution over the signal, is an
integer value in the range of 6 to 12 [22], [24].

Thus R, the symbol rate :

Rs = 25F=BW (2.2)

Another advantage of the LoRa protocol is the low complexity of the required re-
ceiver. The message consists of a preamble pilot to alert the receiver of incoming
data [22]. An important factor to consider is the synchronization, which is made
to tune the receiver precisely for the chip alignment. The incoming signal is de-
modulated by multiplying with separate conjugate up-chirps and down-chirps. The
result is a constant frequency component, and using Fast Fourier Transform, the
component with the most power and the intended symbol will be determined

2.3.4 Use cases and implementations

LoRa technology characteristics of long-range, low power and high tolerance to noise
bring it forward as a candidate in many wireless wide area network 10T applications
of small and large-scale like Industry 4.0, smart city projects, logistics, tracking,
etc. In these unusual circumstances due to COVID-19, LoRa can help facilitate
safer operation in o ces and workspaces by providing solutions to increase facility
hygiene, ensure social distancing and monitor air quality. LoRa loT deployments
began in Helsingborg, Sweden, include a LoRaWAN network and is planned to
extend throughout the country. Other LoRa use cases around the world include
smart water-management solutions in Spain and India [25].
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2.4 LoRaWAN

LoRaWAN is the open standard protocol added on top of LoRa layer. It facili-
tates addressing, networking and application functionalities like managing security,
medium access, node provisioning and so forth. LoRaWAN speci cation, developed
by Semtech and part of LoRa alliance, is designed for providing low power, wide
area networking and support for two way secure communication across devices that
are battery operated in order to serve loT, Machine-2-Machine (M2M) and smart
grid applications [26]. LoRaWAN employs a centralized architecture, which means
all communication can occur only through a gateway (nodes can not talk to each
other), which is also responsible for connecting the nodes to the network infrastruc-
ture through the internet or cellular backhaul like seen in gure 2.3.

Figure 2.3: LoRaWAN architecture

2.5 Statistics

Given the inherently random nature of noise in communications networks, this means
that communication links and networks will always have a degree of randomness
associated with them [19]. This randomness is accounted for by using statistical
models which allow for the characterization of such systems and the phenomena that
a ect them. These take the shape of random variables which are functions that show
the likelihood of certain values occurring as the result of an experiment or event.
This distribution is shown often as a probability density function (PDF). Arguably
the most commonly occurring and used distribution is the Gaussian distribution
shown in (2.3).
(x  m)?
2 2

The Gaussian distribution is often used to estimate a range of random phenomena
such as thermal noise, which is the root source of noise in basic communications

) (2.3)

1
fx (x) = pﬁ exp(
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models. When considered as a function of an external variable such as time or
space, these random variables become random processes [27].

2.5.1 Random variables

There is a range of random variables, several of which are listed below, that occur
besides Gaussian distributions which are able to better model a variety of phenom-
ena. The most basic of these are Uniform Random Variables, who's PDF is shown
in equation 2.4, where all values across a range are equally likely to occur.

4. .
fx(x) = ba @ x<D;

0; elsewhere (2.4)

An expansion on the Gaussian distribution as shown in 2.3 are Log-Normal Random
Variables which are the exponential of a Gaussian distribution as shown in 2.6.

N (In(x) )2,
fx(x;; )= fﬁeXp( = 2.5)
1 X 2
fxe (X; aB; dB) = G=——=exp( M: (2.6)
2 >2(dB 2 XdB

This can be summarized simply as the Gaussian distribution of a variable de ned in
dB. The following two listed here, the Rayleigh and Rician distributions, are closely
related to each other with the Rayleigh being a special case of the Rician where
the a value in the Rician case being zero. Both, unlike Gaussian distributions are
single-sided and typically used when studying wireless non-coherent communication
systems as described in section 2.6.2.3. These two distributions are shown below
with equation 2.7 showing the Rician distribution and equation 2.9 showing the
Rayleigh distribution.

2 2
(6 )= exp( o lo(Hu) @7
120
lo(x)= =~ e°0¢( (2.8)
2 2
2
fx 06 )= S exp( o —5u(x) (2.9)

Lastly, the power distribution Xz, Of the Rayleigh distribution takes the form
of the exponential distribution which is shown below in (2.10) where is

(
e * x O

fX(X; ): 0 X< 0 (210)

2.5.2 Monte Carlo simulation

The Monte Carlo Simulation is a method of 'brute force' to combine multiple dis-
tributions. Probability distributions that are combined either the same, di erent or
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a combination of probability distributions rarely has de ned probability distribu-
tions as a result. Gaussian distributions are a common exception given their linear
nature allowing them to be added together to form further Gaussian distributions.
However, for other distributions, combining either requires complex math such as
convolution for the addition of independent distributions. To avoid this, a tactic is

to generate a large number of samples from the rst known distribution and then
use those values as 'seeds' (or means) for the following distributions to generate
a large number of samples per 'seed. The result is a large number of values that
roughly mimic what would have been a probability distribution if a mathematical
combination was possible. While computationally di cult, Monte Carlo simulations
allow for the analysis of models that otherwise would be di cult or impossible to
generate purely mathematically [15].

2.6 Urban path loss

Wireless connectivity in an urban setting has signi cant di erences from a lab setting

or even a rural or suburban setting. In Sweden, the location of the testing site, urban

is de ned as an area of 200 or more inhabitants where the buildings are no more than
200 meters distance from each other [28]. Such an environment creates signi cant
issues with the propagation of wireless signals particularly in regard to path loss and
interference [29]. Among these issues are shadowing by objects such as buildings
and vehicles, multipath fading as a result of signal re ections o of obstacles and
noise/interference from other competing broadcasts. This is in addition to other
more universal e ects such as ground re ection loss, Doppler shift, and standard
signal Free Space Path Loss (FSPL).

2.6.1 Free space and simpli ed path loss

FSPL is the result of the signal dropping in power density over distance as the
signal spreads out over a greater area. This decrease in received power is fairly
well established by the FSPL model shown below in (2.11) wheR is the power
transmitted, Pr is the power received(, is the gain of the receiver and transmitter's
antenna and ampli cation, is the signal wavelength, andl is the distance between
the transmitter and receiver.

10 Togio(F) = 10 logre S 2.11
Oglo(FTr) = OQIOW (2.11)

FSPL works well in environments where there are no obstructions between or near
the transmitter and receiver which have Line of Sight (LoS) in a straight line between
each other. However, when this is not the case, several other phenomena have an
impact on path loss [30]. In the case of non-ideal situations and real-world scenarios,
a model called the simpli ed path loss model can be used. It takes into account a
rough assumption of the space and estimates what would be considered to be the
signal power loss. This is however a broad average and typically a very rough
estimate of the connectivity conditions. This model is shown in equation 2.12 where
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do is the reference distance and is the path loss exponent that e ectively averages
out the impact of the environment in terms of scattering and shadowing.

2

G
(4d)? (d=dy)

10 |Oglo(::t): 10 |0910 (212)
r

2.6.2 Stochastic signal fading

When radio waves come into contact with objects, they are re ected and absorbed
to varying degrees according to the type of the material, the wavelength of the wave
and the angle of impact. All these factors make the understanding of how radio
waves interact with complex environments very di cult. The most accurate way to
approximate these factors in the far eld, where2d >> |, would be to ray trace the
path of the radio waves as they travel from the transmitter to the receiver. However,
this is incredibly di cult and computationally taxing, so a variety of documented
phenomena have been approximated [30].

2.6.2.1 Ground re ection

The rst of these is the ground re ection phenomenon which results from the radio
waves hitting the ground and re ecting up towards the receiver's antenna. Figure
2.4 illustrates this issue which results in increased interference in the signal making
the resulting path loss more erratic and generally higher as shown in gure 2.5,
whereh; was 3.7m andh, = 1.7m [1].

Figure 2.4: Two ray geometry for both direct signal path and ground re ection
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Figure 2.5: Path loss over distance for ground re ection fading [1]

However, the path loss does end up stabilizing at what is called the break-point
distance. This distance can be calculated using (2.13) below in which is the
break-point distance and is wavelength

S

d = 1 (2 2) 2 2( 2+ 2) 2(1)2.._(1)4

2.1
= h1+ h2 ( 3)

hy + h;
The ways to avoid this issue is by raising the height of the receiver antenna or

lowering the transmitter antenna making the resulting re ections o the ground at
too low of an angle to be picked up by the receiver.

2.6.2.2 Fresnel zone; NLOS vs LOS

While ground re ection path loss is relatively stable at the distances considered,
the concept brings up an important aspect to additionally consider which is Fresnel
zone blockage.

The Fresnel zone is a zone that is typically modeled as an ellipse with the antennas
as each foci. If objects are present within this zone, signals that are sent from an
antenna that would typically not be a LoS component of the signal interact and
diract o of the objects within the zone, causing a phase shifting and similarly to
multipath fading described below in section 2.6.2.3 results in signal inference and a
loss of received signal power. The rst Fresnel zone is described by equation 2.14,
wherer is the radius of the rst Fresnel zone,d; and d, are the distance from the
transmitter and receiver, respectively, and is the wavelength of the sent signal [31].

s
d, d
= —= 2.14
r a4 (2.14)
The addition of the various di racted waves is very complicated and modeling this

behaviour is outside of the scope of this report but it is important to note that as
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long as more than half of the Fresnel zone is lled then it is reasonable to assume
LoS parameters [31] [30].

2.6.2.3 Multipath fading

The second is multipath fading where the radio signals sent out from the transmitter
re ect o of the surrounding environment which then reaches the receiver. Since
these signals re ect o of various di erent surfaces at di erent distances and angles,
they both interact constructively and destructively in addition to arriving at the
receiver at di ering times. The receiver then receives all of these re ections which
range in phase with some re ections sharing similar phases and appear as another
copy of the signal. This signal is therefore the sum of both the LoS signal and
all multipath components as de ned by (2.15), whereu(t) is the equivalent low
pass signal and . is its corresponding carrier frequency. AdditionallyN (t) is the
number of resolvable multipath components, each component paths length(t),
their corresponding delay ,(t), their amplitude , and their Doppler phase shift
b, for each multipath component.

"P Ny (2ot () °
r(t)=Re = 2 n(tu(t n(t)d@l et n* on))
n(t) = rp(t)=c

This combination of signals results in the receiver receiving echos of the original
signal which then interfere with receiving any subsequent signals. This can be
simpli ed by assuming that the delays of the multipath components, known as

delay spread, are comparatively small compared to the length of the signal (inverse
of bandwidth). This allows for the use of a narrow band fading model described by
(2.16).

(2.15)

n P . 0
r(t)= Re ut)e’ <" 1 (el O) (2.16)

By modeling it in this way, the lowpass signali(t) becomes independent of the mul-
tipath components and does not need to be considered to characterize the random
path loss caused by multipath. This allows for the splitting of the signal into the
in-phase and quadrature components which is shown in equation 2.17, wherds
the in-phase component andg is the quadrature component.

nhp N (1) _ i o] _
r(t)= Re o5 n(t)e’d ®) Tt =r(t)cog2f ) ro(t)sin(2f t) (2.17)

N(t)
r = n(t)cog n(t)) (2.18)
n=0
(t)
rQ = n(t)sin( n(t)) (2.19)
n=0
n)=2fc:n(t) o, o (2.20)

If N is large and and ,(t) can be considered independent random variables be-
tween di erent components, thenr, andrg can be considered to be jointly Gaussian
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random processes which are both zero mean and equal variance since they have no
deterministic scaling factor and similar distributions given their shared origin. With

this assumption it is then possible to calculate the signal envelope of the sigmél)
since adding the square of two Gaussian distributions and then taking the square
root creates a Rayleigh distribution as shown in equation 2.9 [27]

z="xzav2 (2.21)

z(t) = jr(t)) = i rEt) + ra(t (2.22)

Thus, the probability distribution function (PDF) of r(t) is equation 2.23.

2z z
Pz(z) = —exp 22 (2.23)

This is where2 2 is the average received power of the signal's multipath components
minus the FSPL and shadowing loss. That is also the value in Z? (the power dis-
tribution of (2.9), which is an exponentially distributed probability function shown

in (2.10). This power distribution is achieved by substitutingz(t)? with jr(t)j?,
which results in the exponential distribution shown below wher®, is the averaged
received power.

1 .
P,2(X) = o€ X=Pr (2.24)

r

Since these re ections are incredibly complicated they are typically described in
probabilities in either a Rayleigh distribution for non LoS communication or in a
Rician distribution for a LoS scenario. The Rician pdf is shown in equation 2.25
wheres is is the power in the LoS component.

' #
(22+ %)

1o (2.25)

z
pz(2) = —exp

who's received power is? +2 2. As the environment becomes increasingly compli-
cated, the K should decrease until it reaches 0 denoting the loss of LoS. Unfortu-
nately, the power distribution of Z is not well de ned unlike for Rayleigh fading.

The receiver should be ideally picking up the LoS signal if it exists and, if not,
then the primary re ection. However, there are risks that the receiver may pick up
echos from later in time resulting in small scale fading which reduces the power and
corrupts the information carried by the signal. Research does show however that
given a robust coding rate, LoRa shows signi cant robustness to multipath fading
with only SF 7 showing any susceptibility as shown in the gure below 2.6 from an
experiment conducted in an anechoic chamber with a metallic stirrer and a metal
plate blocking LoS communication [2].
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Figure 2.6: Multipath testing data [2]

2.6.2.4 Shadowing

The third of these is shadowing which is the result of obstacles in the path of the
signal. This is a particularly detrimental form of fading as radio signals have di -
culties in penetrating buildings in an urban environment and instead have to either
take a signi cant power loss going through buildings or have to be re ected around
by other buildings. While this type of path loss is often estimated with a value in
the simple path loss model, this can be expanded with a stochastic model where the
fading has a log-normal PDF which can also be written as a Gaussian distribution
of decibels as shown in equation 2.262, and P, stand for power transmitted and

power received respectively, . is the standard deviation and , is the mean.
P 1 ( )2#
p(P—t = @)= 92—79Xp d;—de (2.26)
r

dB dB

This model has a good amount of empirical support although the mean and stan-
dard deviation needs to be supported with empirical data often times for the most
accurate prediction. It is also important to note that this model gives the average
path loss irrespective of local deviations. This means a potential decorrelation where
the model stops closely correlating and is typically on the order of the size of the
buildings, groups of buildings or other obstacles. This is why the statistical model
of shadowing should be based on a variety of di erent empirical samples at di erent
spatial points in order to create as accurate a model as possible.

2.6.3 Doppler frequency shift

The Doppler shift is a shift in frequency of a radio signal caused by the transmitter
or receiver moving in relation to the other which results in either a shift up of the
frequency if the two are approaching each other and a shift down if they are traveling
away from each other. This relationship is described by the Doppler equation in
(2.27) wheref is the observed frequency,q is the emitted frequency,c is the speed
of light, v, is the velocity of the receiver, andss is the speed of the transmitter.
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C V
C Vs
These shifts are comparatively small when compared to higher frequencies with the

Doppler shift being around 100 Hz for frequencies of 1 GHz at speeds around 75
km/h

f=(

)o (2.27)

2.7 Wireless mesh networks

A mesh network is the result of the continuous evolution in the application require-
ments of mobile ad-hoc networks (MANETS) to t the growing and changing need
for data and connection.

A MANET is a network topology used to provide ubiquitous connection and band-
width for a number of users/nodes, whether stationary or mobile, without the need
to install a rigid infrastructure or have a pre-existing network con guration by allow-
ing single, or multiple, wireless link hops between those nodes. The rst MANET's
date back to more than 30 years ago and were rst developed by DARPA (Defence
Advanced Research Projects Agency) [32] which was targeted to provide military ap-
plications as a part of the packet radio network (PRNeT) projectin 1972. The packet
radios supported spread spectrum, half-duplex communication. Routing protocols
that ensured reliability, speed and correctness were implemented. And as radio
communication research developed with improvements to WiFi technology (802.11)
in the 1990's, commercial applications for MANET's on laptops became more and
more prevalent eventually giving rise to wireless mesh networks (WMN).

In a similar manner to MANETs, WMNSs provide a decentralized, peer-to-peer wire-
less connection service between nodes with multi-hop ability, but they require a
more rigid infrastructure for network support because of their hierarchical approach
to the network architecture as opposed to the at structure of MANETs. The mesh
routers tend to be generally static to provide connectivity to the nodes over a cer-
tain area. So one could say that a wireless mesh network is a speci c type of mobile
ad-hoc networks [33].

Mesh network's ability to self-build and heal through dedicated routing protocols
makes them fault-tolerant, robust and highly adaptable. WMNSs' hierarchical struc-
ture enables integration and interoperability with other networks by supporting mul-
tiple network access and wireless communication technologies, therefore, allowing for
a high range of use cases. Depending on the application requirements, whether it
is high bandwidth, reliability of communication or low-cost connectivity, the char-
acteristic exibility of WMNs make them an integral part of the IoT revolution
where they are applicable in numerous services like disaster recovery, logistics of
transportation and tracking, cellular backhaul, and smart city projects[34].

2.7.1 Architectures

WMN comprises wireless nodes or clients that are interconnected with gateways
or access points. Each node acts as a router in transferring the data from one
neighboring node to another until the packet reaches the network's access point.
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This results in the hierarchical decentralized mesh network structure. Mesh networks
can have 3 di erent types based on the purpose they intend to serve.

2.7.1.1 Infrastructure/Backbone mesh architecture

In backbone mesh, the network relies heavily on the interconnection of routers to
act as access-points for the nodes as they have the responsibility of routing data and
serving clients. They also integrate the mesh with pre-existing wireless networks and
internet by performing bridge/gateway functionalities. This type of mesh networks
serves infrastructure connectivity applications. The following gure illustrates a
basic mesh infrastructure deployment and how it can serve multiple sub-networks.

Figure 2.7: Infrastructure WMN
[35]

2.7.1.2 Mesh architecture based on clients

Mesh architecture based on the client have their client nodes serve the routing
functionalities through P2P connections and provide the user-end applications are
known as Client wireless mesh networks. There is no need for mesh routers in this
type of networks as it is seen in the following gure.

Figure 2.8: Client WMN
[35]

23



2. Theory

2.7.1.3 Hybrid mesh architecture

The combination of the prior two networks is known as a hybrid wireless mesh
network, where the infrastructure connectivity links like WiFi or cellular is provided

to the client nodes through mesh routers and gateways while also allowing the client
nodes to access the network through P2P connection with other client nodes. Private
mesh networks to serve sensor and monitory purposes usually deploy their own
infrastructure and sub-networks to serve these applications as in the following gure.

Figure 2.9: Hybrid WMN
[35]

2.7.2 Routing algorithm

Due to energy and air-time restrictions of mesh networks and the necessity for nodes
to repeatedly discover and con gure routes and pathways for packet forwarding be-
cause of their dynamic topology, this puts a great deal of importance on choosing
the suitable routing protocol for the node operation. Picking the wrong protocol
depending on the network's intended application may deteriorate the e ciency of
transmission heavily and deem the network unusable. Routing protocols use soft-
ware algorithms to determine optimal network data transfer and communication
pathways between network nodes. Routing protocols can vary in complexity and
functionalities depending on the requirements and can be generally categorized into
3 groups [36].

2.7.2.1 Proactive routing protocols

In networks that utilize a proactive routing algorithm, each node maintains one or
multiple routing tables representing the complete topology of the network. These
tables are updated regularly in order to maintain up-to-date routing information
from each node to every other node. In order to keep an updated table, network
topology information is exchanged regularly between the nodes, leading to high
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control overhead tra c. On the ip side, routes will be available on demand which
means no delay in communication. An example of a proactive routing approach can
be Destination Sequenced Distance Vector Routing (DSDV).

2.7.2.2 Reactive routing protocols

Reactive routing protocols use route determination procedures. The on-demand
routing protocols symbolize the nature of ad hoc networks, where high node mobility
Is needed. When a packet is to be sent between nodes, rstly, the path to the
destination is discovered on the spot and then a connection is established. The
procedure for route determination is usually done by ooding the network with route
request packets. Even though ooding is a reliable method of spreading information
over the network, it is bandwidth consuming with the increase in number of network
nodes. Reactive routing approach uses broadcasts whenever a packet needs routing
causing high latency but induces very little control tra ¢ overhead and memory
usage when compared to the proactive routing protocol. An Example is Ad hoc On
Demand Vector Routing (AODV).

2.7.2.3 Hybrid routing protocols

Combining proactive and reactive protocol to t the latency and control overhead
limits of the network, i.e., small scale networks can maintain routing tables to utilize
low delays while networks that tend to be larger in size can use on demand routing
to decrease the load on memory and control overhead. This type of algorithm is
best suited for the Zone Routing Protocol (ZPR).

2.7.3 Multiple access schemes

In half-duplex communication, meaning either transmitting or receiving at a cer-
tain time, one of the challenges of wireless networking using embedded devices is
their limited radio capabilities. When the gateway and the nodes all must share the
same medium, i.e., broadcast on the same Radio Frequency (RF) band, this poses
interference and collision issues during detection. Thus, di erent techniques can be
used to allow transmission with a minimum amount of packet loss while sharing the
same channel. The rstimplementation is to dedicate separate time intervals for the
devices to use the radio medium, meaning prevent them from transmitting simul-
taneously. This technique is called Time Division Multiple Access (TDMA). The
challenge in this scheme is how to be able to time synchronize the di erent network
radio devices in order to prevent overlap but also minimize the dead airtime as much
as possible. Dividing the available frequency band into di erent channels to use by
the transmitters can be a solution to packet collisions. This technique is Frequency
Division Multiple Access (FDMA). FDMA was used in the rst-generation(1G) ter-
restrial cellular systems, but it comes with an inherent disadvantage of the limited
available spectrum to use and with the scaling of devices, it needs highly accurate
Iters in order to use closely adjacent channels without interference issues occur-
ring. Another multiple access technique is Code Division Multiple Access (CDMA).

It allows radio devices to transmit on the same bands simultaneously without in-
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terfering with each other by using di erent code schemes. These codes are used to
spread the signal over a wider bandwidth; thus, CDMA is considered as a spread-
spectrum multiple access which can be highly robust to interference as long as the
coding schemes used are orthogonal (codes correlation should be close to zero). This
increases channel capacity which is controlled by the ratio of how much the data
bits of the signal are spread over a wider frequency band which is called processing
gain [37]. Wideband CDMA was used in 3G cellular technology. Other techniques
that enable sharing of wireless communication medium exist like Spatial Division
Multiple Access (SDMA) which can utilize numerous antennas and directed signal
power.
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Methods

This chapter details the testing methodology creation and the construction of the
demonstrator. This begins with simple LoRa and LoRaWAN communication de-
scription in section 3.1 and then goes in to the details of the setup and implemen-
tation of connectivity testing for the communication protocol in sections 3.2 and
3.3. To gain insight into the data, various types of analysis was done on the results
from the testing which is detailed in section 3.4 leading to the creation of the simple
predictive connectivity model and the testing of the model which is explained in
section 3.5.1. To wrap up the methodology, a deeper dive is done on the design of
the network based on said data and testing of the network as described in section
3.6. Given the phased nature of the report, this chapter will, by necessity, refer to
various sections in chapters 4 and 5 to give context to the methodology presented
in later sections of this chapter.

3.1 Implementation of LoRa and LoRaWAN com-
munication

The project's initial part was demonstrating a simple P2P communication using
the LoRa protocol at the physical layer. This is relatively simple as most of the
protocol is API driven and technical aspects like the pilot, SF etc., are handled
by the microprocessor and LoRa modem. The goal should be packet transmission,
successful reception and, subsequent acknowledgment. The next step to networked
communication would be multi point communication between nodes with acknowl-
edgment. However, this necessitates the implementation of some channel multiple
access schemes to overcome the very likely possibility of crosstalk. The option that
appears most viable is a combination of TDMA and FDMA as the LoPys are only
capable of listening to one frequency band at a time but can receive and transmit
on a variety of bands. Once implemented, it is easy to gather basic channel infor-
mation such as packet success rate and SNR and RSSI through APl commands.
Once this basic communication was achieved, the LoRaWAN network protocol was
implemented to act as both a test case and baseline for the custom protocol. While
the protocol is self-contained and easy to deploy package, certain elements bear
explanation below.

27



3. Methods

3.1.1 Regulatory limits

Given the inherently limited nature of the frequency spectrum in nature, the Euro-
pean Commission through the European Conference on Postal and Telecommunica-
tions' Electronic Communications Committee has harmonized a set of standards that
divided this spectrum among a variety of uses [38]. For the purposes of this report,
these standards are very important in that they dictate the way the LoPy modules
can communicate in terms of frequency, bandwidth, time on-air, and transmission
power. The speci ¢ standard that is applicable to the modules is Recommendation
70-03 dealing with short-range devices (SRD) and speci cally, the rst annex which
regulates non-speci c use case short-range devices [38]. LoRa uses the frequencies
de ned in the document between 863-870 MHz with LoRaWAN using the frequen-
cies around 868 MHz. For this report, the frequency band of 869.4-869.65 MHz
was chosen given its advantageous criteria of having a transmit power of 500mw
e ective radiation produced at the antenna and a 10% duty cycle for transmission
time allowing the device to be transmitting for 6 minutes for each hour. Despite this
being superior transmit power and duty cycle time compared to LoRaWAN, it was
decided that this would provide a best-case scenario for this type of demonstration,
providing a more robust conclusion on viability. These restrictions do present signi -
cant barriers to having a traditional always-on mesh network and making continuous
live updates from sensors in a network signi cantly more di cult and practically
nonviable.

3.1.2 Micropython and LoPy

As explained in section 1.6, the communications hardware used is built and pro-
grammed by the company Pycom. Their implementation contains a sizable amount
of API functionality that proved invaluable in the creation of this report. As op-
posed to other common embedded electronics, the LoPy modules used ran a C99
wrapper using a simpli ed version of Python called Micropython that could interact
with bare-metal functions of the chipset. While this functionality was not used in
signi cant ways, the high-level nature of the python language did cause signi cant
issues with memory handling, such as socket bu er with was used to gather data
from the LoRa modem and hardware pins.

3.1.3 LoRa PHY layer communication using MAC address-
ing

Communicating between LoPy modules is done at the lowest level by using the LoRa
physical layer protocol with MAC addressing. The step-by-step process to do this is
detailed in the Pycom documentation but the basic steps will be laid out here [39].
The modules uses APl commands that are processed by espressif processor which
translates these commands into bit signals to the LoRa modem which handles all
transmission and reception of the wireless LoRa signals. The modem is initialized
by creating a LoRa object with a variety of various properties of which the operating
mode (LoRa physical or LoRaWAN), the operating region(EU, NA, Asia, or AUS),

the frequency, the SF (7-11), the bandwidth(125 kHz or 250 kHz), forward error
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correction coding rate (4/5,4/6,4/7,4/7), and the transmit power (2-20) are the
relevant properties to LoRa communication at the physical and data layers. This
object also holds information pertaining to the properties applicable to the last
received and transmitted packets such as received packet timestamps, received signal
strength (RSSI) in dBm, signal to noise ratio, transmit power, transmit time on-
air, and packet counter among others. These properties are very important in data
gathering in tests detailed later in sections 3.3, 3.5.1, and 3.6. The information that
Is transmitted is packaged in bytes and sent to a custom implementation of the
python object socket, which sends the information to the LoRa modem which then
codes the message and appends the necessary preamble and generates the RF signal
for transmission.

3.2 Evaluation of LoRa packets structure and chan-
nel using SDR

An important part of evaluating the urban factor of the demonstration is to measure
both the channel in terms of noise level and interference and to measure the e ect of
multi-path fading and other corrupting factors a ecting the signal. This was done

by using the URSP described in the section 1.6 connected to the same antenna used
by the LoPy modules and connected to a computer running Matlab which served
as the data sink and user interface for the USRP. The channel was evaluated by
taking multiple long-term sample sets from the USRP and measuring the noise oor
over the frequency being investigated in the later tests (868 and 868.4 MHz), any
coloring of the mentioned noise oor and, any interfering signals and what strength
they may have. The USRP is also used to take measurements of LoRa packets sent
at various SFs to provide spectrograms of the sent packets to ease the explanation
of the packet structure of the sent signal. Measurements of these signals were also
attempted at longer ranges but the level of signal loss and insu cient processing
power of the computers used made spectrograms and other measurements of this
signals unpractical. The measurements of the urban channel were taken at the
Infotiv 0 ces with the antenna outside the window to ensure both an unimpeded
measurement of the channel and a power source for the USRP. Noise measurements
were taken over the course of an hour or more to gain a more time independent
result.

3.3 Urban wireless connectivity data gathering

Any wireless network must maintain a reasonable connectivity stability in order to
ensure the smooth ow of information. Without this, the usefulness of the network
becomes incredibly limited. Thus, when performing data gathering tests, it was
assumed to have a directionally agnostic channel, meaning the signal sees the same
channel whether traveling from or back to a node [40]. To evaluate the viability

of a demonstrator of a LoRa mesh network in an urban setting, the connectivity
limits need to be explored and de ned. This will be conducted via a series of tests
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gathering connectivity data and then analyzing this data to draw conclusions from
as described in 3.4. These tests are divided up into two groups, tests to calculate a
rough e ective range and tests that roughly evaluate connectivity over larger urban
areas from multiple testing locations. While these testing protocols are not based
on the established methodology for this kind of tests, as there are none readily
available, there are grounded assumptions that support the methodology presented
that will be explained as needed.

3.3.1 Physical setup

The LoPy nodes were powered using a 4 AAA battery pack and mounted on Infotiv
scooters' stand which had a height of 1.2 meters like in the following gure. The
scooters were used mainly to have as a close of demonstration to real life application
as possible. Another reason was to speed up the data collection process allowing for
more samples recorded.

Figure 3.1: LoPy rig

30



3. Methods

3.3.2 E ective range testing

In order to gain a basic understanding of the connectivity, the rst round of tests
was conducted with the main goal of establishing a distance at which there was an
80% packet success rate which would provide for a 50% packet success rate over 3
hops in a network. This measure was deemed acceptable for a worst case semi stable
network communication. The location was chosen to act as a roughly average point
in an urban setting with a reasonable LoS but with buildings surrounding and both
roads, alleys, and a somewhat open space.

Figure 3.2: E ective range testing area

As can be seen in gure 3.2, the testing area of 460 square meters, within the
red polygon borders, contains a blend of environments with open and closed spaces
which should prove a good rough estimate for the e ective range of LoRa urban
ground-level communication.

Additionally, this proved a logistically advantageous measuring location given the
nearness to the o ce here the analytic work was being conducted allowing for sig-
ni cant debugging of the testing hardware and software. These proved very di cult
to get robustly working given the imprecise nature and lack of experience with LoPy
and Micropython. The tests consisted of two LoPy modules, one acting as a sta-
tionary 'base station' (the base station) and the other connected to a mobile LoPy
module (the node) that was attached to a backpack containing a laptop which when
worn would move on an electric scooter to ease in mobility when testing. The base
station was roughly 1 meter o the ground as shown in an example placement in
gure 3.3.
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Figure 3.3: Base station position example on the bike rack

The node then sent out a ping signal consisting of a packet with a dummy payload
that would be received by the base station which would then send back a packet
containing information regarding the statistics of the packet that was pinged out by
the base station. This return signal would then be received by the base station and
the same statistics would be derived from the return signal. The statistics would
then be outputted via a serial connection to a connected computer and recorded in
a CSV le for further analysis later. These tests were conducted at three SFs, 7,9,
and 11 at two di erent times to reduce the temporal impact on the testing. The
path taken to collect the data was chosen as it balanced the variety of environments
and with su cient distance while making the path as e cient as possible to reduce
the time necessary for each test which resulted in data being taken primarily on
roads or larger pedestrian paths. This results in a total of 6 tests, excluding testing
necessary for debugging the software.

Traditionally these tests would be done with packets being sent in one direction
rather than a round trip. However, as these tests are informing not only a path loss
model but a general evaluation of the viability of network connectivity with both
data and acknowledgments being integral to a network and the lack of hardware and
time available for the testing, the ping and return method of measuring was decided
as the most e cient in gathering larger amounts of data despite the potential issue
of outage rates suppressing otherwise successful transmission.

3.3.3 Area testing

Where as the previous testing was a rough estimate of the connectivity potential of
the LoPy modules at ground-level, the second group of tests were conducted to more
rigorously evaluate the connectivity potential. This was done by using the e ective
range determined in the previous tests to position more base stations in di erent
locations to attempt to make any conclusions spatially independent although this
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is something that was evaluated using the created predictive model. Below are two
gures that visually explain the methodology of the area testing. In the rst, the
inner hex has a radius of the e ective range found from the previous e ective range
testing which can be found in section 4.2.1. The outer hex has a radius of twice
this e ective range. This outer hex describes the range that will be tested for each
testing location. The second gure describes how the testing range of each location
will overlap with one another with the red e ective range hex having a node at
alternating corners of its hex resulting in every point in the red central hex having
a measurement either on or near it with two base station locations within e ective
range and two or more in ine ective range.

Figure 3.4: Area testing positioning template picture

This overlapping nature gives to an extent, a more spatially independent measure
of how well the connectivity potential of a location is in the urban environment. If
this is not the case, then the area tests should, at least, provide a good measure
on how e ects such as multi-path fading and shadowing e ect the connectivity of
the LoRa protocol and the LoPy modules. These tests will be run at three SF, 7,
9, and 11 at multiple di erent tests sites. This is done by deploying several base
stations at once, two for SF 11, three for SF 9 and 4 for SF 7, allowing for greater
e ciency in gathering test data since it will require fewer testing passes to gather
the data. This is done by having the node ping all the base stations in the same
fashion as the e ective range testing which then replies in a staggered fashion with
each packet labeled by the base station number to prevent crosstalk which is then
received by the mobile node. The mobile node does this by listening for a certain
length of time after pinging and recording all received packets in the time frame. If a
reply from a base station is not recorded during the listening time frame, the packet
is listed as a failed transmission. This results in a ping and a series of replies which
includes the connectivity statistics of the ping in addition to the LoPy generating
the connectivity statistics for each reply. The results are then sent to the laptop via
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