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Creating Road Surface Temperature Forecasts to Increase Bicycle Path Safety
VIKTORIA BOGREN, TINA MOSTAFAVI
Department of Electrical Engineering
Chalmers University of Technology

Abstract
As a reaction to the United Nations’ Sustainable development goals regarding active
transportation, the need for increased road safety has expanded to bicycle paths.
For car-borne roads, safe transportation has been increased by using tools that pre-
dict road slips, leading to improved road maintenance, anti-slip control, and warning
systems. Currently, there are no similar tools for bicycle paths. One of the tools
used for car-borne roads to improve road maintenance, is Road Station Information
(RSI), a tool predicting slip that suggests how road maintenance can be optimized.
One part of the RSI solution is a climate model forecasting road surface tempera-
ture on car-borne roads. This master’s thesis aims to modify the existing climate
model for car-borne roads, to predict the road surface temperatures on bicycle paths,
around weather stations, to improve road maintenance and ensure safer active trans-
portation. The project’s method was to find differences between car-borne roads and
bicycle paths and modify the climate model accordingly. The modifications to the
climate model were made in two phases. The first phase included modifying the
climate model parameters individually on a test data set to isolate how the param-
eters affect the road surface temperature forecast. The parameters modified were
the parameter affecting shadows on the surface, called sky view factor (SVF), traffic
amount, the thickness of the materials of the road surface, and road heat conduc-
tivity (RHC) of the surface. The second phase included validation of the results
from the first phase, by modifying the parameters together and testing the modifi-
cations on a more extensive data set. The forecasts created were compared against
measured values from Hede stations set up in a test area in Jönköping. The results
showed that the parameters SVF and RHC affected the accuracy of the forecasts
the most. The master’s thesis concludes that the climate model for car-borne roads
works well on bicycle paths in terms of accuracy. However, when comparing the
results for bicycle paths with those for car-borne roads, it becomes apparent that
the climate model can be improved for bicycle paths. The measures to be taken
depend on which temperatures are considered critical and the accuracy required for
bicycle paths. Overall, based on the results, it is recommended to develop a better
method for calculating SVF for bicycle paths and to test lower values for RHC on
bicycle paths.

Keywords: road surface temperature, climatology, climate model, forecast, road
maintenance, slip, bicycle paths, weather station
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1
Introduction

In this chapter, the foundation of the project is described through the background
description, aim formulation, the de�nition of limitations, and speci�cation of issues
under investigation including the research questions of the project.

1.1 Background

With the grand challenge climate change in mind, it lies in the interest of engineers to
contribute to a sustainable society. There are several ways to operate, and one goal
highlighted in the UN's Sustainable development goals United Nations (2020) and
by EU European Commission (2020) is to provide access to safe, a�ordable, accessi-
ble, and sustainable transport systems, and improved road safety. A potential way
for sustainable and active transportation is to increase the use of bicycles. Today,
this mode of transportation is not safe during winter due to a lack of information
regarding the bicycle path network condition, resulting in poor road maintenance.
According to the Swedish Public Health Authority, the risk for single bicycle acci-
dents could decrease by up to 25% as a result of improved road maintenance during
winter, which results in higher safety and therefore encourages people to increase
their use of bicycles (Faskunger, 2008, p. 28).

Systems are running to ensure safe transportation for car-borne tra�c, in terms of
maintenance, anti-slip control, and warning systems. One of these is the state-of-
art system, Road Status Information (RSI), developed by Klimator AB. RSI is a
software designed to detect slip, deliver forecasts, and suggest safety measures to
ensure a non-slip road for cars Klimator AB (2020). One part of the RSI solution the
climate model based on the open-source software model, Model of the Environment
and Temperature of Roads (METRo). The climate model predicts road temperature
and road conditions, using information from Road Weather Information Stations
(RWIS), topology, weather forecast, and road treatment actions. As for today, there
are no corresponding climate models for bicycle paths on the market.

As a reaction to the UN's Sustainable development goals regarding active trans-
portation, the need for increased and improved road maintenance has expanded to
bicycle paths. A step towards improving road maintenance and increase safety on bi-
cycle paths is to transfer the knowledge about car-borne road maintenance software

1



1. Introduction

models to bicycle paths.

1.2 Aim

This master's thesis aims to modify the existing climate model from RSI for car-
borne roads, to predict the road surface temperatures on bicycle paths, around
weather stations, to improve road maintenance and ensure safer active transporta-
tion.

1.3 Speci�cation of issues under investigation

The following research questions have been developed, with limitations in regard,
to ensure that the aim is ful�lled.

RQ.1 What are the di�erences between car-borne roads and bicycle paths, e.g., in
terms of road construction and amount of tra�c?

RQ.2 What modi�cations in the climate model lead to more accurate forecasts on
an area surrounding Hede stations installed on bicycle paths, with measured
data from the Hede stations as a reference?

RQ.3 Do the same modi�cations apply for car-borne roads with RWIS as a reference?

1.4 Delimitations

Delimitations have been established for the master's thesis based on the level of
readiness and physical restrictions, such as resources and locations. The delimita-
tions made for this master's thesis are described below.

ˆ The purpose of the �nished product is to proactively prevent road slip by pro-
viding forecasts and measures regarding road slip to contractors. This project
is classi�ed as an R&D-project and will, therefore, only concern forecasts for
road surface temperature. Road slip will not be taken into account.

ˆ The placement and distance between the sensors are essential to lower cost
while optimizing the performance of model and ensure a complete bicycle path
coverage. Due to the early phase in the development process, the placement
optimization will not be taken into consideration in this project.

ˆ The Hede stations will be mounted in speci�c locations decided by Klimator.
The project will, therefore, only concern and analyze the results from these

2



1. Introduction

selected areas, which also limits the type of bicycle paths and microclimates
analyzed.

ˆ Depending on which customer segment that is using the �nished product, the
need for precision of the forecast will vary. This project will not evaluate
if the precision of the forecast is good enough for a speci�c customer. The
project will only evaluate how the parameters a�ect the result and investigate
if parameter modi�cation can lead to a better result.

3
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2
Theory

In this chapter, the theory needed to perform the thesis is presented throughout four
sections. The �rst section, Climatology, and meteorology, describes central concepts
such as weather, microclimate, and topography to create essential understanding
for road climate. In the second section, The climate model for car-borne roads,
the climate model which will be modi�ed, and the algorithm creating forecasts, are
explained. The second section does also include a detailed description of the energy
balance. In the third section, Di�erences between bicycle paths and car-borne roads,
research question one (RQ.1), is processed by listing di�erences, possibly leading to
changes in the climate model. The last section, Evaluation tools, describes the tools
used during evaluation to measure the accuracy and performance of the modi�ed
climate model.

2.1 Climatology and meteorology

Climatology is the study of conditions in the atmosphere above a speci�c area over
a long period, typically 30 years. Meteorology is the study of weather conditions
over a short period, typically a forecast for a few days. Meteorology is the science
of clouds, rain, and wind. It studies air and water in terms of �uid mechanics and
uses it to describe the weather. To de�ne weather and create a weather forecast,
local values provided by local weather stations and satellites, are used together with
atmospheric evolution models. Climatology studies a series of meteorological data,
to establish a signi�cant mean value and can, therefore, explain irregularities and
de�ne di�erent types of climate. When studying climate, geographical factors like
the distribution of land and sea needs to be taken into consideration, Mayer (2020)

There are three types of climate frequently referred to, depending on the size of the
area studied and the accuracy of the measurements. The three types of climate are
macro-, local- and microclimate. According to Metlink (2020), these are relevant
to study since the di�erences in climate can explain certain weather phenomena.
Macroclimate is referring to larger areas with a low precision level of the measure-
ments, such as the temperature in the south of Sweden, (Lindqvist et al., 1983,
p. 13). The local climate is referring to a smaller area and has a higher precision
compared to macroclimate. Factors that a�ect the local climate are topography, the
number of buildings, and the amount of vegetation. Examples of local climates are
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cities, forests, or valleys, (Lindqvist et al., 1983, p. 13). Microclimate referrers to
a small area with a high level of precision on the measurements. In microclimates,
measurements shift within a couple of meters. When studying road climate, the
microclimate distinguishes the air right above the road surface, the ground below,
and the surface itself. When the microclimate of road segments are studied, it is
called road climate (Lindqvist et al., 1983, p. 13). Just like the local climate, the
microclimate is depending on the topography, which a�ects and steers the weather.

Both climatology and meteorology are needed to describe road climate, and thereby
the road surface temperature. The weather, micro- and local climate, and local
topography are central and recurring concepts connected to road climate, and will
be describe in the following sections.

2.1.1 Road climate and weather

Weather explains the state of the atmosphere at a speci�c time for the weather vari-
ables air temperature, cloud, wind, precipitation, and humidity level, which a�ect
the road climate. This section explains the relationship between road climate and
weather and how the weather variables a�ect the road climate. Since the weather
variables are needed to explain the road climate at speci�c locations, there is a net-
work with sensors along car-borne roads in Sweden called Road Weather Information
Stations (RWIS), collecting local weather data.

The driving force in all weather events is the shortwave radiation from the sun,
which reaches the atmosphere and ground mainly as visible light. During the day,
the solar radiation heats the ground, which in turn heats the air above. The air
temperature, therefore, becomes warmer close to the road surface and cools down
with increased height, according to Lindqvist et al. (1983).

According to Lindqvist et al. (1983), at night, when there is no shortwave radia-
tion, heat leaves the ground as longwave radiation. The cold ground cools the air
closest to the surface, and the air temperature can become warmer with increased
height. The phenomenon when the temperature close to the surface is cooler than
the temperature at around 2 meters above the surface, is called temperature inver-
sion. When inversion occurs, the cold temperatures near the surface leads to an
increased risk of precipitation freezing on the road. Inversion can only occur during
windless nights.

As explained above, the air temperature varies with height, leading to di�erent air
temperatures being measured depending on the height of the measurement instru-
ment. According to Peterson & Ringström (1977), the convention for road climate
is to measure the temperature gradient from the surface up to 2 meters above the
surface, which is what RWIS are set to. The relation between air temperature and
surface temperature is a key factor when studying road climate and slip hazards
since it has an impact on e.g., ice formation.

Clouds impact both shortwave and longwave radiation. During the daytime, the
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incoming radiation from the sun and sky is partly re�ected by the clouds. The
radiation does, therefore, not reach the surface to the same extent, leading to lower
air temperatures. During the night, the clouds hinder the longwave heat radiation
from disappearing from the terrestrial layer, leading to higher temperatures during
cloudy nights. According to Lindqvist et al. (1983), the cloudiness will also prevent
the temperature from dropping as fast as during a clear night. This means that if it
is cloudy, the di�erence in temperature between day and night will be small, around
1-2 � C, and during a clear day and night, the temperature di�erence can become as
big as 15-20� C. Cloud's equalizing e�ect on air temperature is illustrated in �gure
2.1.

Figure 2.1: The �gure illustrates the di�erences in temperature variation between
clear and cloudy days and nights. The picture to the left illustrates the air temper-
ature during a clear day and night, and the picture to the right illustrates the air
temperature during a cloudy day and night. The authors' own illustration.

The wind is a result of nature striving to equalize pressure di�erences, where higher
pressure di�erences, leads to stronger winds. When the wind is blowing, air masses
with di�erent temperatures are mixed, which a�ects the resulting air temperature.
According to Lindqvist et al. (1983), turbulence mixes air from di�erent locations
and evens out the di�erence between the air temperature measured 2 meters above
the surface, and the air temperature close to the surface. During the day, the
equalization happens through wind mixing the air close to the surface with the
colder air masses above. At nighttime, the opposite happens with wind mixing the
air close to the surface with the warmer air masses above. A typical example of
high-risk weather, described by Lindqvist et al. (1983) regarding road climate, is,
therefore, the combination of windless and starry nights. During windless and starry
nights, the air temperature drops fast due to the clear sky, and the temperature near
the road surface is not evened out by the wind, leading to the risk of ice formation.

As described by Lindqvist et al. (1983) precipitation occurs when clouds rise, and
water is released. The clouds are formed when humid air is forced upwards, and
the air temperature drops. The water from the clouds is released as snow, which,
if the temperature is above0� C, reaches the ground as raindrops. The quantity of
precipitation di�ers signi�cantly depending on the topography, and can, therefore,
vary in between nearby locations. For example, the quantities of precipitation are
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often higher in high-lying areas. Regarding road climate, precipitation a�ects the
amount of radiation absorbed by the road. Almkvist (2020) explains that when the
surface is covered with snow or ice, more shortwave radiation is re�ected, leading to
less radiation being absorbed by the surface. Furthermore, Almkvist (2020) means
that precipitation also a�ects the amount of water on the road surface. When
water is freezing or melting, heat from the road is needed. As a result, the road
temperature is usually preserved around the water's freezing point during the phase
change. According to Almkvist (2020), the wind a�ects how much precipitation that
stays on the road surface since it can speed up the drainage and drying process.

The relative humidity, together with the air temperature, determine the dew point.
If the dew point is below0� C, it is called the freezing point. The dew point is the
temperature when the air is saturated for a given amount of water vapor in the air.
Thus the dew point describes how much water the air can hold before it conden-
sates/sublimates or evaporates, which a�ects the formation of dew, fog, and frost.
Warmer air can contain more water vapor, Lindqvist et al. (1983). If the relative
humidity is 100%, the dew point is equal to the measured air temperature. If the
surface temperature is above0� C, water vapor will precipitate as droplets at the
dew point, so-called dew. This is called condensation. If the surface temperature is
below0� C, sublimation occurs instead. Sublimation is when ice crystals are formed
on the road surface, so-called frost. Condensation/sublimation and evaporation are
illustrated in �gure 2.2. Greater di�erences between air temperature and surface
temperature lead to a thicker dew or hoarfrost layer. Another factor a�ecting the
thickness of the dew and hoarfrost layer is wind. Lindqvist et al. (1983) explains
that the wind contains new masses of water vapor, which can be deposited during
condensation/sublimation or evaporation. Thus hoarfrost layer created from subli-
mation is thinner when the wind is calm and thicker when the wind is stronger. If
the droplets/ice crystals are formed in the air, fog/frost fog occurs.

Figure 2.2: The �gure illustrates how the relation between air temperature and
dew point leads di�erent scenarios where evaporation, condensation and sublimation
occur. The authors' own illustration.
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2.1.2 Microclimate and local climate

According to Lindqvist et al. (1983), the road climate is a type of microclimate and
refers to a small area. It is distinguished by an area with high precision, regard-
ing the weather variables such as surface and air temperature, precipitation, wind,
and relative humidity. The microclimate is a�ected by surrounding factors such as
nearby vegetation, the albedo of the surface, and the construction and heat con-
ductivity of the ground. By studying the microclimate in road segments, the road
climate can be described. There are di�erent types of local climates that a�ect the
microclimate, and thereby the road climate, which will be described in this section.
According to Metlink (2020), the most common local climate types are city, rural,
forest, and coastal, where a repeated pattern in the behavior of microclimate can
be found. Note that the conditions in the microclimate can di�er from the overall
local climate; an example of this explained in this section is the so-called park cool
island.

The microclimate in cities is usually a few degrees warmer compared to surrounding
rural areas accoring to Peterson & Ringström (1977). This phenomenon is referred
to as an urban heat island. A factor that contributes to urban heat islands is the
lack of open areas. During the daytime, less shortwave radiation from the sun
and sky is re�ected to the atmosphere, due to the lack of exposed land surface.
Instead, the radiation is absorbed by buildings and vegetation in the city, and heat
is preserved in these objects. During the nighttime, there is a reduced heat loss in
the street space. The longwave radiation is absorbed or re�ected to the surface by
obstructing surfaces such as buildings and other objects. There is also absorption
and re-emission of longwave radiation due to air pollution in the urban atmosphere.
According to Davéus (2016), the temperature di�erence between rural and city areas
is usually more considerable during nighttime due to the reduced heat loss caused
by the objects in the urban areas. Except for the lack of open areas, another factor
is increased heat radiation caused by underlying heating systems, other energy use,
industries, as well as an increased amount of tra�c. The warmer temperatures in
the urban areas lead to a decreased risk of ice formation on the roads compared to
rural areas, especially during nighttime.

Davéus (2016) describes another microclimate phenomenon that can occur in a city
area called park cool island. A park cool island is a park zone within the heat island
where the temperature is signi�cantly lower than in the surrounding city. A park
cool island can, depending on the speci�c park and its regular daily pattern, either
create a cool island during the day or a cool island during the night, depending on
the park's properties. Park cool islands formed during daytime are usually formed in
parks with high levels of vegetation and well-watered grass areas. The combination
of shadows from trees and moisture from grass creates cooler parks in the day.
During the night, the cooling process is slowed down by vegetation in these areas.
When the park cool island is formed during nighttime, it usually occurs in dry city
parks where the tree population is sparse. This is because an open �at surface leads
to a faster cooling process during the night. Davéus (2016)
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Coastal microclimate, or microclimate near large water bodies, is a�ected both by
the land area and the water according to Metlink (2020). The water holds an even
temperature compared to land due to the thermal properties of water. It takes a
long time for water to heat up or cool down, which leads to cooler air temperatures
during summer and warmer temperatures during winter. As a consequence of the
water body being warmer and not freezing during winter, the level of moisture
in the air is increased. The increased levels of moisture, combined with low air
temperature, lead to a higher risk for sublimation and, in its turn, the formation of
black ice and hoarfrost. Metlink (2020) explains that if the night is clear and calm,
a more signi�cant di�erence between air temperature and the surface temperature
will occur. The great temperature di�erence leads to a thicker hoarfrost layer. If
the water body is of a smaller size, the water body will freeze during winter. As
a result of this, the highest risk for black ice and hoarfrost occurs during autumn
when the moisture level is higher in the air.

The microclimate for forest areas depends on the homogeneity of the forest. In
homogeneous forests, the temperature di�erence between day and night is small.
During the day, vegetation in the homogeneous forest hinders shortwave radiation
from reaching the surface. The decreased amount of absorbed shortwave radiation
results in a lower air and surface temperature in such areas. During the night,
longwave radiation from the ground is inhibited by the vegetation. If the forest
alters between glade and dense areas, it is no longer referred to as a homogeneous
forest. In such areas, the vegetation in the dense areas creates shadows on the glade
areas, which hinders shortwave radiation from being absorbed during the day. This
leads to ice remaining longer on these shadowed areas. An example of this is when
a road goes through a forest. The width of the road, in correlation to the forest
population height, is of the highest importance regarding the risk for ice formation. If
the road is narrow, the vegetation emits longwave heat radiation that gets absorbed
by the road and counteracts ice formation. The surface and air temperatures are,
therefore, relatively high during the night in such cases. If the road is somewhat
broader cut-out, the longwave radiation from the vegetation is small, and the risk
for ice formation increases, Lindqvist et al. (1983).

2.1.3 Topography and topoclimates

According to Peterson & Ringström (1977), the surrounding topography does, for
example, a�ect the amount of shortwave radiation that reaches the ground, and the
emergence of cold-air lakes, which a�ect the road climate. The topography is most
often used when describing the local di�erence in altitudes, such as valleys or hills.
The di�erent types of topoclimates described in this section are the upland area,
valley, and slopes.

An upland area is described by Metlink (2020) as an area on a height where the
surrounding topography is considerably lower. In an upland area, the air tempera-
ture, cloudiness, and precipitations are a�ected, and the air temperature is typically
lower in upland areas. According to Lindqvist et al. (1983) the temperature drops
at a rate of 0; 5� C to 1� C per 100 meters. The upland also contributes to the
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formation of clouds, as a result of humid air rising and being cooled down, which
can lead to increased precipitation in upland areas.

In valleys, where the surrounding topography is higher, the risk for the emergence
of cold-air lakes occurs. As a result of cold air being heavier than warm air, cold-
air lakes emerge when the cold air slides down and settles at the bottom of the
valley, see �gure 2.3. The risk is higher during clear and windless nights when cold
air is formed near the ground. The temperature can be up to2 � 6 � C lower in
valleys where cold-air lakes emerge, which increases the risk for dew and hoarfrost
formation, Lindqvist et al. (1983).

Figure 2.3: A cross-section of a valley where a cold air lake emerge when cold air
is formed near the ground. The authors' own illustration.

Slopes a�ect the amount of shortwave radiation that reaches the surface. As ex-
plained by Lindqvist et al. (1983), the amount of radiation absorbed by the ground
will either be increased or reduced, depending on how steep the slope is and which
direction the slope is facing. The direction of the slope and its correlation to the
sun's position determine if the slope is shaded or sunny. A shaded slope is colder
and more humid than the surrounding environment. Snow and ice do, therefore,
stay longer in such slopes, Lindqvist et al. (1983). The two cardinal directions that
have the greatest impact, regarding shade and sun are north and south. A slope
facing north may receive direct sunlight during early mornings and late evenings,
depending on the time of the year. During winter, a north slope may not receive
any direct sunlight at all. As a result, a slope facing north will receive a reduced
amount of solar radiation compared to a �at surface. On the other hand, if a slope is
facing south, the amount of solar radiation may increase signi�cantly. For example,
a slope facing south, with a slope angle of 20� can receive double the amount of
solar radiation, compared to a �at surface, in January, (Geiger et al., 1995, p. 328).
According to Geiger et al. (1995), slopes facing east or west mostly receive solar
radiation in the forenoon and afternoon, respectively.

2.2 The climate model for car-borne roads

In this section, the climate model, and how it is designed for car-borne roads, is
explained. The climate model contains an energy balance and a water model, and
uses collected data, from both RWIS and weather forecast database SMHI, to fore-

11



2. Theory

cast road slip. The water model is not needed to forecast road temperature alone.
Since this project is demarcated to only examine road temperature forecasts, the
water model will not be further described. Instead, the energy balance, its parame-
ters, and how the energy balance is a�ected by the surrounding environment will be
explained. Furthermore, the section will also include a description of the algorithm
in the climate model and its process, and how it uses the energy balance to forecast
road temperature.

In this section, two types of parameters are described. The �rst is directly used
in the energy balance, and the second is used in the algorithm. The parameters
directly used in the energy balance will be described in section 2.2.1, and can be
recognized by starting with the letter Q in their abbreviation. The parameters
used in the climate model are environmental factors, a�ecting the parameters in the
energy balance. The parameters that can be adjusted in the climate model will be
described in section 2.2.2.

2.2.1 The energy balance for a surface

According to Peterson & Ringström (1977), the energy balance for a surface de-
scribes how radiation and heat between the surface, the air layer above and the
ground below are exchanged. The energy balance for a surface is used in the climate
model to estimate the road surface temperature, which is a part of the road climate.

QS � QR + QL � � QL � = � QH � QG � QEC � QMF + QA (2.1)

The parameters in the energy balance are the radiation from the sun and sky (QS),
the radiation re�ected by the surface (QR), heat radiation from the atmosphere
(QL � ), heat radiation from the surface (QL � ), heat exchange with the ground (QG),
heat exchange with the air (QH ), latent heat from evaporation or condensation
(QEC ), the heat needed during melting and freezing (QMF ) and heat from tra�c
(QA ), see table 2.1, Peterson & Ringström (1977)

Table 2.1: The parameters in the energy balance for the surface.

Energy balance parameter Description
QS The radiation from the sun and sky
QR The radiation re�ected by the surface
QL � Heat radiation from the atmosphere
QL � Heat radiation from the surface
QG Heat exchange with the ground
QH Heat exchange with the air
QEC Latent heat from evaporation or condensation
QMF Heat needed during melting or freezing
QA Heat from tra�c

The radiation from the sun and sky,QS, supplies the surface with energy and is
characterized as shortwave. The shortwave radiation has a wavelength between 0,1-
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0,4 micrometers and contains more energy than longwave radiation according to
SMHI (2020). Since it contains more energy, shortwave radiation results in a faster
heating process of the surface, compared to longwave radiation. Some radiation
from the sun and sky is re�ected,QR , and does not provide the surface with energy.
According to Almkvist (2020), the amount of radiation that is re�ected depends on
the shortwave albedo of the road (As). A darker road has smaller albedo, which
leads to less re�ection and thus more energy being absorbed by the surface. A
shortwave albedo of0:1 means that the surface absorbs around90%of the radiation
from the sun.

Peterson & Ringström (1977) explains that longwave heat radiation is exchanged be-
tween the surface and the atmosphere. The surface radiates heat to the atmosphere,
QL � , and the atmosphere radiates heat to the surface,QL � , e.g., heat radiation from
air molecules, cloud, trees, and nearby objects. Some of the longwave heat radiation
from the atmosphere,QL � , is re�ected by the surface. According to Almkvist (2020),
the amount of longwave radiation re�ected depends on the longwave albedo (AL ).
The longwave albedo is typically smaller than the shortwave albedo, meaning that
the surface re�ects less of the longwave radiation compared to shortwave radiation.
The heat radiated from the surface is described by

QL � = QL � � AL + (1 � AL ) � � � Ts (2.2)

� � 5:67� 10� 8J � m� 2 � s� 1 � K � 4

where QL � contains both the re�ected heat from the atmosphere and the emitted
heat from the surface. The emitted heat radiation from the surface depends on
the surface temperature (Ts), Almkvist (2020). According to Peterson & Ringström
(1977), the heat radiation from the surface is typically higher than the radiation
from the atmosphere (QL � > Q L � ), leading to a small energy loss for the surface
in terms of longwave radiation. The small energy loss in terms of longwave heat
radiation, means that the supplied energy to the surface, primarily depends on the
amount of radiation from the sun,QS. The total radiation, QN , can be described
as

QN = QS � QR + QL � � QL � (2.3)

The energy balance does also include the heat exchange parametersQA , QEC , QMF ,
and QG, QH , which will be described in this paragraph. The heat from tra�c,
QA , is heat added to the road caused by the friction from wheels, and the heat
from motors, Almkvist (2020). The parametersQEC and QMF , describe heat added
or deducted to the surface from water undergoing a phase change. According to
Almkvist (2020), there are four types of phase changes that need to be taken into
consideration: condensation, evaporation, melting and freezing. If the water in the
air is condensing, energy is added to the surface as latent heat, Almkvist (2020).
During evaporation, heat energy is deducted instead. The heat from condensation
and evaporation is described by the parameterQEC . Almkvist (2020) describes that
when water on the surface freezes, it releases heat energy to the surface, and when
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water is melting, energy is deducted from the surface to the water. The heat from
freezing and melting is described by the parameterQMF .

The parameterQG describes the heat exchange between the ground below the sur-
face and the surface itself, Peterson & Ringström (1977). Similarly,QH describes
the heat exchange between the air layer above the surface and the surface, Peter-
son & Ringström (1977). According to Almkvist (2020), these two parameters are
dependent on the heat conductivity of the material in the ground and the heat
conductivity of the air layer above. The heat exchange between the air layer and
surface is also dependent on the wind. If these two parameters add or deduct energy
to the surface depends on whether the surface is under heating or cooling process,
Peterson & Ringström (1977).

The cooling process is typically illustrated by night time, see �gure 2.4. What
characterizes the heat exchange during night time is the lack of radiation from the
sun and skyQS, which is the most signi�cant energy source, Peterson & Ringström
(1977). The surface will then lose heat to the surrounding air, and the surface will
cool o�, as a result of QL � being more signi�cant than QL � . The heat loss will
be compensated by added heat energy from the ground below the surface, with a
positive QG, Peterson & Ringström (1977). The amount of energy added depends on
the material properties in the ground. The air above the surface can, depending on
its temperature, either add or deduct heat energy from the surface. If the air layer
above the surface has a higher temperature than the surface itself, heat from the air
will be conducted to the surface and vice versa. It is common that air colder than
the surface is brought in by wind from the surrounding environment and cools down
the surface. The cooling process is also a�ected by phase changes. If condensation
occurs, trough dew or frost, energy will be released from water to the surface and
therefore counteract the cooling process, Peterson & Ringström (1977).

Figure 2.4: The �gure illustrates the energy balance of the surface during a typical
night. The authors' own illustration.

The heating process is typically illustrated by day time, see �gure 2.5. During the
day, unlike night, the dominating parameter is incoming radiation from sun and sky,
QS, heating the surface. According to Peterson & Ringström (1977), the tempera-
ture of the surface becomes higher than the air layer above and the ground below.
Excess heat is then conducted from the surface and stored in the ground, leading

14



2. Theory

to a negative �ow of QG. The air layer above is also heated by the surface, through
a negativeQH . The heat in the air is transferred to the surrounding environment
with the wind. The high temperature of the surface leads to water evaporating
instead of condensation, which gives a small energy loss through a negativeQEC .
The energy loss from evaporation is not signi�cant for the surface itself, but rather
for the surrounding terrain.

Figure 2.5: The �gure illustrates the energy balance of the surface during a typical
day.The author's own illustration.

2.2.2 Environmental factors a�ecting the energy balance

The environmental factors a�ecting the parameters in the energy balance are de�ned
by Almkvist (2020) as sky view factor (SVF), tra�c amount, meters above sea level,
road heat conductivity (RHC), road surface temperature (Ts), air temperature (Ta),
relative humidity, wind, precipitation, and cloud. One of these is, as seen, the road
surface temperature, Ts, which is the factor that the model is set up to forecast.
In this section, the environmental factors that a�ect the energy balance, aside from
road surface temperature, are further described. These factors need to be taking
into account in the climate model to forecast road surface temperature.

Some of the environmental factors are described as constant parameters in the cli-
mate model for each speci�c location. These constant parameters are SVF, meters
above sea level, and tra�c amount. The parameters regarding road construction
and RHC are described as constant parameters for all of Sweden. The factors, air
temperature, relative humidity, wind, precipitation, and cloudiness, will �uctuate
during the day and are described as variables in the climate model. The informa-
tion about these is collected from RWIS and SMHI.

According to Dirksen et al. (2019), the SVF describes how much of the sky that
is exposed, and thereby the amount of direct sunlight that hits the surface, which
a�ects the parameter QS in the energy balance. At a point where the SVF= 0, the
entire sky is blocked from view by obstacles, and SVF= 1 represents an open sky
with full exposure. The SVF is calculated based on the horizontal angles, which
describe the distance and height of a object that hinders the direct sunlight. The
horizontal angles are a�ected by vegetation, topography, and building in the sur-
rounding environment. When the sun is lower than the horizontal angles, shadows
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are created on the road. In other words, the horizontal angles describe how vegeta-
tion and other surrounding objects, create shadows on the road. An illustration of
how horizontal angles hinder direct sunlight throughout the day depending on the
position of the sun, can be seen in �gure 2.6.

According to Almkvist (2020), in the climate model, the SVF is speci�ed for 24
sectors,15� C each, around each station. The SVF is set to a constant value calcu-
lated based on the horizontal angle of each sector, and represent the fraction of the
visible sky of the sector. In the climate model for car-borne roads, the horizontal
angles and the SVFs are collected from Google Maps via street view. The sectors
that are of most importance when it comes to the SVF are the sectors represent-
ing the direction where sunrise and sunset occur. This is because of shadows on
the road during sunrise or sunset delay the heating or cooling process. A well-timed
heating or cooling process leads to more accurate road surface temperature forecasts
throughout the day.

Figure 2.6: Illustration of solar position for vernal equinox, summer and winter
solicit. The horizontal angles are illustrated by the boxes and represents objects
that hinder direct sunlight. The authors' own illustration.

Heat is added from tra�c through QA in the energy balance, caused by friction
from wheels and heat from motors. QA is a�ected by the environmental factor
tra�c amount. If the amount of tra�c is high, the heat added from tra�c to the
surface in the energy balance will also be high. In the climate model, there are two
di�erent ways of de�ning the amount of tra�c. The �rst way is to set it to a default
value of 15 W=m2 added from tra�c. This value is based on calculations from the
open-source software model, called METRo, (Crevier & Delage, 2001, p. 2028). The
second way is to specify the amount of tra�c for each location, and thereby get a
more realistic result. In the second case, the amount of tra�c is based on a mean
value collected from the Swedish Transport Administration. The mean value is
called Årsmedel Dyngs Tra�k (ÅDT), Tra�kverket (2020), and describes the mean
value of tra�c passing a speci�c road segment during a day. In the climate model,
the environmental factor tra�c amount is set to a constant mean value for each
location, based on its ÅDT. The mean value is then recalculated in the algorithm
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to follow the rhythm of the tra�c during a day. During workdays, the tra�c load is
higher during mornings and afternoons, and during weekends, the amount of tra�c
is evenly distributed during the day, Almkvist (2020).

The environmental factor meters above sea level a�ect the topography of the loca-
tion. The topography of a road segment and the topography of the surrounding
determines the topoclimate of the location. The topoclimate does, for example,
steer the wind, a�ect the amount of shortwave radiation that reaches the ground,
the air temperature, and cloudiness. The di�erent topoclimates and how they a�ect
the road climate are described in detail in section 2.1.3.

The heat exchange with the ground below the surface,QG, is a�ected by road
construction. The heat transfer is a�ected by which materials the road is constructed
with and how the materials as layered. In the climate model, the material layers,
their thickness, and heat conductivity are set to constant values for all of Sweden
through the parameters thickness of the asphalt and underlying layers, and RHC.
The heat conductivity for typical materials used for road construction is shown in
table 2.2. In the climate model, the standard layers are set by Klimator and are
con�dential.

The layer that a�ects heat transferring the most is the thickness and RHC of the
top layer of asphalt. According to Almkvist (2020), the RHC of asphalt is mainly
determined by how porous the asphalt is. If the asphalt is porous, the asphalt can
contain air or water blisters, which transfers heat slower than the asphalt itself.
Therefore, porous asphalt isolates heat better than compact asphalt resulting in a
lower RHC, i.e., heat transferring slower, for porous asphalt. If the surface has a
low RHC, less heat will be transferred to the underlying layers, and more heat will
be left in the surface itself.

Table 2.2: Heat conductivity for materials that are normally used to construct
roads.

Material
Heat conductivity

[WK � 1M � 1]
Asphalt 0.80
Concrete 2.20
Deep soil 0.95

Crushed rocks 1.00

The �uctuating environmental factors a�ecting the incoming radiation, QS, are
precipitation and cloudiness. Precipitation may result in snow and ice, a�ecting
the albedo of the surface. Snow and ice primarily a�ect the shortwave albedo,AS,
while the longwave albedo,AL , stays practically the same. In other words, when
the surface is covered with snow or ice, shortwave radiation is re�ected to a much
greater extent, leading to less radiation from the sun and sky being absorbed by the
surface, Almkvist (2020).
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Furthermore, clouds a�ect both QS and QL � and have a signi�cant impact on the
temperature di�erence between day and night. During the day, clouds prevent short-
wave solar radiation from reaching the ground. The amount of radiation hindered
by clouds depends on the cloudiness, which is measured in parts of eights. Since the
radiation from the sun and sky is the most signi�cant parameter a�ecting the road
temperature, the road surface temperature becomes signi�cantly lower on a cloudy
day. At night, clouds hinder outgoing heat from the surface to enter the atmosphere.
The heat is then re�ected by the clouds and absorbed by the surface thoroughQL � .
This means that on a cloudy night, the cooling process is slowed down due to an
increasedQL � and the road surface temperature becomes higher than when it is
clear sky, Lindqvist et al. (1983). The air temperature during a clear day and night,
in comparison to a cloudy day and night, is described and illustrated in section 2.1.1
and �gure 2.1.

In the energy balance, heat is exchanged between the surface, and the air above
the surface, through the parameterQH . This heat exchange is a�ected by two
environmental factors. These are air temperature,Ta, and the wind. These two
environmental factors will a�ect the air layer's temperature closest to the surface,
which will a�ect QH . How wind a�ects the air temperature close to the surface
is described in section 2.1.1, which in turn a�ectsQH . If the temperature of the
air layer above the surface is higher than the surface temperature, heat will be
transferred from the air to the surface, and the surface temperature will rise. The
opposite will happen if the air temperature is lower than the surface temperature,
Peterson & Ringström (1977).

The relative humidity and the air temperature,Ta, together determine the dew/freez-
ing point. As explained in Lindqvist et al. (1983), the dew/freezing point a�ects
the formation of dew, fog, and frost and describes how much water the air can hold
before condensation/sublimation or evaporation. This is described further in section
2.1.1. The dew/freezing point a�ects the parameterQEC in the energy balance. An-
other factor that a�ects the condensation/evaporation, i.e.,QEC , is the wind since
it transports air containing new masses of water vapor, which can be deposited.
Thus hoarfrost layer created from sublimation is thinner when the wind is calm and
thicker when the wind is stronger, Lindqvist et al. (1983).

Precipitation and wind a�ect the amount of water on the surface. Precipitation is
water in various forms falling from the earth's atmosphere. The wind a�ects how
much precipitation that stays on the surface since it can speed up the drainage and
drying process. The amount of water a�ects the temperature of the surface through
the parameter QMF . When the water is undergoing a phase change, i.e., freezing
or melting, heat exchange between the water and the surface occurs. Usually, the
e�ect of the phase change is that the road temperature is preserved during a period,
as a result of the heat exchange. Almkvist (2020) explains that this means that
if the surface is under a cooling process, a plateau is created around the water's
freezing point for the road surface temperature until the phase change is done. The
water's freezing point depends on the amount of salt on the surface, and usually,
the freezing point is moved from0� C to � 8� C on a salted road.

18



2. Theory

2.2.3 The process of the climate model when creating road
surface temperature forecasts

The climate model is a part of the RSI solution and aims to create a road surface
temperature forecast with the help of the energy balance and environmental factors.
The environmental factors SVF, tra�c amount, the thickness of the asphalt and
underlying layers, and RHC are set manually to constant values for each location.
The variable parameters in the climate model need to be processed continuously and
are collected from both sensors along the road, called RWIS, and SMHI forecasts.
What separates the two data sources is that RWIS gives actual measured values from
local points along the road, while SMHI gives forecast data. The variable inputs
and their sources are listed in table 2.3. When processing the variable parameters,
the climate model works in two steps. During the �rst step, analyzing, the variable
weather parameters are analyzed in 8-0 hours before the forecast. During this step,
the variable parameters are used to adjust the energy balance. In the second step,
forecasting, the climate model uses the adjusted energy balance to create a road
surface temperature forecast.

Table 2.3: The table shows the sources for the variable input parameters for the
algorithm.

Parameter
RWIS

(measured value)
SMHI

(forecast)
Road surface temperature X

Air temperature X X
Cloud X

Dew point X X
Wind X X

Precipitation X X

During the analyzing step, 8 hours before the forecast, weather data from RWIS is
used in an iterating process to adjust the energy balance. The variable parameters
that are available from RWIS are collected as measured data. The parameter cloud is
collected from SMHI since it is not available from RWIS, see table 2.3. Since SMHI
data is limited to forecasts and not measured values, the insecurity of cloudiness
becomes higher than the other parameters.

In the �rst step, road surface temperature data from RWIS is used as a reference,
and the other variable parameters are used as inputs. In the �rst iteration, the
parameters are used directly, with their exact value from RWIS, to calculate the
surface temperature in the energy balance. The �rst result from the energy balance
is then compared to the measured surface temperature from RWIS. The parame-
ter values in the climate model are then adjusted in an attempt to get the second
calculated value closer to the measured surface temperature. This process is re-
peated, and parameters are adjusted until the calculated surface temperature from
the energy balance is within the couple limit, set by Klimator,from the measured
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value. The resulting adjustments of the energy balance and its parameters are valid
5 hours ahead, but with a decreasing e�ect. For example, if the longwave radiation
is adjusted with 10% for the algorithm to reach the couple limit, it will be adjusted
10% and then fall o�, down to 0% during the next 5 hours. The iterative process is
illustrated in �gure 2.7.

Figure 2.7: The �gure is a rough illustration of the iterative process of the al-
gorithm. The gray dashed line illustrates the iteration of the energy balance to
calculated a road surface temperature. The vertical dotted red line marks the start
of the forecast, and the bold red dot shows the actual value measured by RWIS.
The authors' illustration.

The second step, forecasting, begins at the set start time for the forecast. During
the second step, the modi�ed energy balance is used to create a forecast from the
start time and 18 hours ahead. When the forecast is created, no measured values
from RWIS exist, only forecast data from SMHI is available. Since SMHI gives
forecasts for local climate areas, it can be unreliable for the microclimate areas that
are analyzed in the climate model. The data from RWIS, however, is measured
values for the microclimate areas that are analyzed, and are therefore more reliable
than the forecast data from SMHI. The unreliability of SMHI data is correct by
merging the measured values from RWIS that are available at the beginning of the
forecast with the SMHI data. The values are relaxed together so that the values are
closer to RWIS data at the beginning of the forecast, and closer to SMHI data as
time passes. The merge of RWIS and SMHI data is illustrated in �gure 2.8. The
merged values are then used in the modi�ed energy balance with the adjustments
from step one, to calculate road surface temperature forecast.
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Figure 2.8: The �gure is an illustration of how the measured value from RWIS at
the start of the forecast, is relaxed together with the forecasts from SHMI. The red
dotted line marked the start of the forecast. The authors' own illustration.

2.3 Research regarding di�erences between car-
borne roads and bicycle paths

The current models for forecasting road surface temperature, RSI, and METRo, are
developed for car-borne roads. In this section, the di�erences between car-borne
roads and bicycle paths are presented. It is further described how the climate model
is a�ected by these di�erences. This information will be used to modify and adapt
the climate model to bicycle paths later on in the project. The di�erences presented
in this section are the construction of the road, tra�c amount, SVF, and sensors
along the road. It should be noted that there might be other di�erences between
bicycle paths and car-borne roads, which might not be de�ned in this thesis.

2.3.1 Construction of car-borne roads and bicycle paths

The construction of the road a�ects the heat exchange between the surface and the
ground below the surface. The most critical factor a�ecting the RHC parameter is
the properties of the top layer, asphalt. If the asphalt is porous, it might contain
air- or water bubbles, which hinders heat from spreading in the material, resulting
in lower heat conductivity for porous asphalt, i.e., heat transferring slower. Another
factor a�ecting how fast heat is transported between the surface and the ground
is the thickness of the material layers used to construct the road. The construc-
tion might di�er between bicycle paths and car-borne roads as a result of di�erent
requirements and standards.

According to the Swedish transport administration, Tra�kverket (2011), the reg-
ulations and requirements for car-borne roads regarding construction are based on
tra�c load, climate zone, and environment. Since the restrictions are based on many
factors, the thickness of the asphalt and underlying layers seem to vary a great deal
through Sweden. However, according to (Tra�kverket, 2011, p. 8,13,21-26), require-
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ments regarding the thickness and construction of the di�erent layers are tougher for
car-borne roads than for bicycle roads, as a result of bicycle paths being classi�ed
for lower loads. Observe that more speci�c regulations are added if the path is being
maintained during the winter.

Regarding the type of asphalt, there are no apparent restrictions or standards re-
garding porosity and grain thickness, Tra�kverket (2011). This means that the
asphalt type could di�er between car-borne roads and bicycle paths, although this
is not stated in the restrictions. Below is a description of the di�erent types of
bicycle paths that dominate the Swedish cycle path network.

In Sweden, a couple of bicycle paths are dominating the path network. According to
Hedström (2013), these are graveled paths, cycle zones, and separate bicycle paths.
Cycle zones are the type of bicycle paths fully connected to car-borne roads and are
commonly seen at 2+1 roads. Due to the placement in line with car-borne roads,
the structure and construction are identical and follow the same regulations and
restrictions as car-borne roads due to being built simultaneously. In some cases, a
graveled path is preferable, but since they do not meet the requirements for winter
road maintenance, they will not be further described in this report. The third op-
tion, often seen connected to cities, are the separate bicycle paths. Separate bicycle
paths are constructed to ensure that winter road maintenance is possible. A dif-
ference between separate bicycle paths and car-borne roads are the priorities when
constructing the roads. For example, according to Wågberg (2013), the need for
�exibility is higher for separate bicycle paths, so that the paths can be able to han-
dle movements in the ground. These movements in the bicycle paths are results of
poor drainage and thin coating in comparison to the car-borne road. An example
of car-borne roads is high-tra�c rural roads, where abrasion resistance, deformation
resistance, smoothness, friction, surface water capacity, and light re�ection is prior-
itized instead, Wågberg (2013). Di�erent priorities can a�ect the thickness of the
asphalt and the type of asphalt used for bicycle paths compared to car-borne roads,
a�ecting the parameters asphalt thickness and RHC in the climate model.

2.3.2 Local di�erences a�ecting the climate model

In this section, the local di�erences, such as tra�c amount, SVF, and sensors avail-
able along the road, are presented. In the current climate model for car-borne roads,
the amount of tra�c is based on ÅDT gathered from the Swedish Transport Ad-
ministration. The amount of tra�c is then translated to heat added to the surface,
caused by tires and motor. For bicycle paths, there are two signi�cant di�erences re-
garding heat added from tra�c. Firstly, the Swedish Transport Administration does
not supply ÅDT for bicycle paths, meaning that it needs to be another method for
estimating the tra�c on bicycle paths. In this project, the bicycle paths examined
were placed in Jönköping, where it was found that the local municipality had eight
measuring points for passing bicycles reported by Gustafsson (2019). There is no
guarantee for other municipalities measuring the number of bicycles, which means
that this needs to be examined locally for every municipality if the information re-
garding the number of bicycles is needed. Secondly, since bicycles often have two
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thinner wheels, instead of four tires, and operate without a motor, heat transferred
to the surface by tra�c should be considerably lower on bicycle paths compared to
car-borne roads. According to Almkvist (2020), the current climate model is not
constructed to translate the amount of tra�c to heat added from bicycles, which
needs to be taken into consideration when estimating heat from tra�c on bicycle
paths. The di�erences regarding the tra�c amount will be taken into account by
adjusting the tra�c amount parameter in the climate model.

In the current climate model, SVF needs to be calculated for every station. To
be able to calculate SVF, the horizontal angles are needed. Usually, the horizontal
angles can be collected from street view in Google Maps for every 15� around the
stations, resulting in 24 sectors around each station. The car-borne road network is
highly covered by Google street view, but the coverage is low for bicycle paths. Due
to the lack of street view, the horizontal angles for bicycle paths, in comparison to
car-borne roads, need to be calculated manually.

Another local di�erence for bicycle paths and car-borne roads are the sensors along
the road and the type of data they collect. Along car-borne roads in Sweden,
there are approximately 775 RWIS, collecting local weather data. For bicycle paths,
no structured weather station network exists. How a sensor network should be
constructed for bicycle paths will not be discussed in this report.

In this project, Hede stations will be installed on bicycle paths and used to collect
local weather data. Hede stations, in contrary to RWIS, do not collect data regarding
wind speed or precipitation. This means that a climate model would need to use
forecasts from SMHI for wind speed and precipitation when using Hede as a source
for local weather data. Since locally measured data is more accurate for the road
climate, using SMHI forecasts could lead to insecurities in the climate model. The
di�erent weather data measured for Hede stations and RWIS is summarized in table
2.4. The table only shows weather data that is relevant for the climate model when
calculating road surface temperature.

Table 2.4: The table shows the di�erent weather data that is measured for Hede
stations and RWIS. The table only shows weather data that is used in the climate
model to calculate surface temperature, and does not include other data.

Parameter Hede RWIS
Road surface temperature X X

Air temperature X X
Relative humidity X X

Wind X
Precipitation X
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2.4 Evaluation tools

There are di�erent ways to measure the accuracy of predictions. In this chapter, the
three evaluating tools mean absolute error (MAE), root mean square error (RMSE),
and confusion matrix will be presented and explained.

According to JJ (2020) MAE is characterized by describing the error without con-
sidering the direction of the error as a result of taking the absolute value of the
calculated error. MAE is also designed not to consider the magnitude of the error.
The error is, therefore, of equal weight. MAE is described by

MAE =
1
n

nX

j =1

jyj � ŷj j (2.4)

RMSE does, in contrary to MAE, consider the magnitude of the error, which is
possible by applying quadratic scoring, JJ (2020). RMSE is described by

RMSE =

vu
u
t 1

n

nX

j =1

(yj � ŷj )
2 (2.5)

Taking the size of the error into account is especially bene�cial when large errors
are undesirable. A confusion matrix shows how a classi�er is confused when making
predictions. Data School (2014) describes how a confusion matrix visualizes and
summarizes the performance of a classi�cation model by presenting a number of
correct and incorrect predictions in a two by two matrix, a so-called, binary classi�er.
By de�ning the two classes positive and outcome, the four scenarios true positive,
false positive, true negative, and false negative, can be described. Depending on
what information that is of interest, di�erent derivation rules can be combined and
applied to the outcome from the binary classi�er, Data School (2014). A confusion
matrix does, therefore, provide both an understanding of what type of errors that
occur as well as the number of errors. This breakdown is the advantage of the
confusion matrix and overcomes the limitation of measuring accuracy alone. In
�gure 2.9, the de�nitions of the four scenarios, as well as the derivation rules used
in this thesis, will be presented.
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Figure 2.9: The scenarios of a binary confusion matrix and the rates that will be
calculated in this project. Note that � Positive and � Negative is the summations
of when the actual values are positive or negative.
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3
Methodology

The project's methodology consists of two parts: installing sensors to obtain mea-
sured data and modifying the climate model for car-bone roads. The installation
of stations included mounting and positioning of Hede stations on bicycle paths,
described in section 3.1. The modi�cation of the climate model was done through
the four phases preparations, testing, evaluation, and validation. The method when
modifying the climate model is described in section 3.2.

3.1 Installing Hede stations

The �rst part of the method was to install four Hede stations in Jönköping, to
obtain measured weather data from bicycle paths. In this section, the process when
installing the Hede stations is described. Firstly, the stations' positions were decided,
and secondly, the stations were mounted and installed at decided locations. The
stations were mounted on February 12 and 13.

3.1.1 Positioning of the Hede stations

The aim when positioning the stations was to create a variety of di�erent types of
microclimate. The aim was also to get coverage of the bicycle path network and to
pinpoint places where the risk for slip is high. It is critical to create a geographical
distribution and to cover several types of microclimate where slip can occur so that
the climate model can be tested for a variate set of measured values. The four
stations were placed within 3,5 km from each other, which covered both city and
rural parts of Jönköping, see �gure 3.1. The di�erent types of microclimate covered
by the stations will be explained below.
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